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Abstract An NP-hardness proof for non-local Multicomponent Tree dhding Grammar
(MCTAG) by Rambow and Satta (1992), based on Dahlhaus andh\har(1986), is ex-
tended to some linguistically relevant restrictions oft tftamalism. It is found that there
are NP-hard grammars among non-local MCTAGs even if anylafahe following re-
strictions are imposed: (i) lexicalization: every treelie grammar contains a terminal; (ii)
dominance links: every tree set contains at most two traekiraevery such tree set, there
is a link between the foot node of one tree and the root nodeedfther tree, indicating that
the former node must dominate the latter in the derived ks is the version of MCTAG
proposed in Becker et al (1991) to account for German lostgdce scrambling. This result
restricts the field of possible candidates for an extensfofree Adjoining Grammar that
would be both mildly context-sensitive and linguisticadigequate.

Keywords Tree Adjoining Grammar MCTAG - NP-complete- dominance links
lexicalization- mildly context-sensitive scrambling

1 Introduction

Much work at the intersection of generative syntax and férar@guage theory has been
devoted to determining whether natural language is pagsalplolynomial time. In this con-
text, one of the most appealing features of the Tree Adjgi@nammar formalism (TAG)
is precisely that it is polynomially parsable. TAG was imnoed in Joshi et al (1975); for a
recent introduction to TAG, see Joshi and Schabes (199Tjitilely, a TAG consists of a
finite set of elementary trees labeled with terminals anderaninals (terminals only label
leaf nodes). The elementary trees are partitioned into ®te: mitial trees andauxiliary
trees. A derivation always starts with an initial tree andggeds by combining elementary
trees with it to derive larger trees. Trees can be combinealitih two operationsubstitu-
tion andadjunction
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— Substitution is used to attach an initial treento a substitution slobf a host treea’.
Substitution slots are specially marked leaf nodes whdsa taust be identical with the
root of a.

— Adjunction is used to attach an auxiliary treeto a noden of an elementary tree’.
Auxiliary trees must have ot node a leaf node whose label is identical to the label
of the root, conventionally marked with an asterisk. Foruadjion to be allowedn
must carry the same label as the root and foot nodes @fdjunction is carried out by
replacing the node with the entire treer. The foot node ofx is then replaced by the
subtree unden. It is possible for each node to specify the set of auxiliaees (if any)
that can be adjoined, and also whether adjunction at this iabligatory.

When the fringe of a tree derived in this way contains onlynieals, it represents a
word in the language generated by the TAG.

As mentioned, languages generated by TAG can be parsedyimguoial time. However,
it has been found early on (Kroch and Joshi, 1987) that theye@nstructions in natural
language syntax which cannot be given the right structestdptions using standard TAG.
Various ways have since then been proposed to extend TAG jusththe right amount
of additional generative power that is needed to descrilberaladanguage, while keeping
efficient parsability. This paper restricts the field of caades for such an extension of TAG
by showing that some of the proposed extensions are in faatddiplete. The proofs in
this paper are mathematically straightforward. They arguistically significant, however,
because the extensions to which they apply have been argussl iecessary in order to
give TAG sulfficient power to model natural language syntaxisTsection describes the
TAG extensions in question and the formal language theooetntext in which they have
been proposed. Sections 2 through 5 present the formalr8eftion 6 concludes, and
places the results in a linguistic context.

Joshi (1985) proposed that the class of grammars that ieddediescribe natural lan-
guages might be characterized as the clagsitifly context-sensitive grammaf®CSG).
This class includes those grammar formalisms which alloly arimited number of cross-
serial dependencies, are parsable in polynomial time, andoaly define languages that
have the constant growth property. In this context, polyabiparsability is understood as
referring to the fixed word recognition problem, where thangmar is not part of the in-
put, as opposed to the universal recognition problem (AvJbshi, p.c.). Accordingly, this
paper focuses on the fixed recognition problem; by conttiastniversal recognition prob-
lems of most TAG extensions discussed here are NP-hard.dnsesthe fixed recognition
problem is the linguistically more interesting questiohwk interpret formal complexity
results as telling us something about how hard languagkdn,the fact that a given gram-
mar formalism has an NP-hard universal recognition proliesnely suggests that turning
a grammar into a working parser can be a hard task if the grarhasmbeen encoded in
this formalism. By contrast, if the fixed recognition prablef a grammar formalism is also
NP-hard, this suggests that either there are possible daeguin which it can be a very
hard task to process novel sentences, or this formalisit sdemuate for describing natural
language.

Among the TAG extensions that were first investigated, a pBimg candidate for a
linguistically adequate MCSG seemed to be multicomponé&® MCTAG). MCTAGS
were first discussed by Joshi et al (1975) and Joshi (19859pterdiefined precisely by Weir
(1988). For the (rather lengthy) formal definitions of TAGdaof the different MCTAGS,
the reader is referred to Weir (1988); for an insightful andeby declarative alternative
characterization, see Kallmeyer (2009). Intuitively, mMMCTAG, instead of auxiliary trees



being single trees we have auxiliary sets, where a set d¢smgisne or more (but still a fixed
number of) auxiliary trees. Adjunction is defined as the $iameous adjunction of all trees
in a set to different nodes. Several variants of MCTAG havenbaefined. In dree-local
MCTAG, all trees from one set S must be simultaneously adpinto the same elementary
tree T. In aset-localMCTAG, all trees from one set S must be simultaneously adfbinto
trees that all belong to the same set Bwe only require that trees from one set must be
adjoined simultaneously, but drop the locality requiremere obtainnon-local MCTAG.
As shown in Sggaard (2009), non-local MCTAG is context-gimes because there is a
linear upper bound on the size of its derivation structuresvever, it is noimildly context-
sensitive, because its fixed recognition problem is NP-detepThis latter result is from
Rambow and Satta (1992) and Rambow (1994) and is the bagfseforork in this papet.

The definition of the class of mildly context-sensitive graars in Joshi (1985) was left
informal: in particular, the requirement that only a lintitaumber of cross-serial depen-
dencies be allowed was not formally defined. Vijay-Shankeal ¢1987) and Weir (1988)
proposed the class of linear context-free-rewrite syst@iG$-RS) as a formal characteri-
zation of the MCSG class. LCFRS are equally powerful to se&ll MCTAG, in the sense
that for each set-local MCTAG, there is a strongly equival€bFRS, and for each LCFRS,
there is a weakly equivalent set-local MCTAG. Becker et 8b@) and Rambow (1994) ar-
gue that long-distance scrambling in German puts natungliage even beyond the power
of LCFRS. Provided that LCFRS is indeed adequate as a cbamatton of the MCSG
class, this implies that natural language is not mildly egtsensitive, contra Joshi (1985).
The result also implies that a number of equivalent or lesgepful formalisms, such as
head grammars (Pollard, 1984) and combinatory categoaatigars (Steedman, 1988), are
too weak to represent natural language, since these fammican be classified as LCFRS
(Joshi et al, 19913.

Despite these results, one can still hope to find a languags that is adequate for nat-
ural language and has the property of being parsable in polial time. This is so because
LCFRS do not include all languages that are polynomiallgabie® In particular, restricted
variants of non-local MCTAG might be able to describe Gerserambling data and still be
polynomially parsable. Thus, Becker et al (1991) proposgetl with German scrambling
by non-local MCTAG with dominance links (MCTAG-DL). In thimodification of non-local
MCTAG, an additional requirement is added: an ordered pay be specified between any
two nodes of different trees in the same tree set. In the fiex@eld tree, the first node must
dominate the other (though not necessarily immediatety}hé restriction studied in this
paper, the foot node of one of the components of an auxilierhas to dominate the root
node of the other component in the same auxiliary set. (Tlbis means that there are no
more than two trees in each auxiliary set. Under an altemalgfinition, dominance links
are an optional feature that may or may not be present in gramar. In that sense, every
non-local MCTAG is a MCTAG-DL, and therefore MCTAG-DL is obarse NP-hard. Here,
however, | only consider MCTAG-DL in which dominance linkeabligatorily present in
each auxiliary set.

1 Theuniversalrecognition problem for non-local MCTAG is NP-complete asliwas shown in Sggaard
(2009).

2 However, there is some reason to believe that German sdranibin fact more restricted than described
in Becker et al (1991) and that scrambling might thereforebedbeyond LCFRS after all (see Sect. 6).

3 For example, the positive version of Range Concatenati@m@rars covers exactly the class of polyno-
mially recognizable languages, but it is more powerful th@%RS because its languages are not semilinear.
(Boullier, 1998)



MCTAG-DL are widely used in grammar modeling but are formaibt well under-
stood. As (Rambow, 1994, p. 59) writes, “[w]hile any lingigsapplication of any of the
MCTAG systems will use dominance links, they have not beadist formally”; he con-
jectures that they do not appear to decrease weak genepativer. Linguistically, dom-
inance links are often used to enforce c-command relatipadietween displaced con-
stituents and their traces. The first linguistic applicaticd MCTAG with dominance links
goes back to Kroch and Joshi (1987), where they are useddarthlysis of extraposition in
English. These authors, unlike Becker et al (1991), impbsetditional constraint of tree-
locality. Kallmeyer (2009) suspects that dominance limksdnnection with tree-locality or
set-locality can be simulated by choosing appropriate naldels. If this is so, then dom-
inance links in connection with locality constraints do ohange the generative power of
the grammar in these cases. This means that the restrictidd€ TAG used by Kroch and
Joshi (1987) do not reach beyond LCRFS, and are thereforexpogssive enough for natu-
ral language in general, if Becker et al (1992) and Rambo®w4}8re right. For this reason,
| concentrate omon-localMCTAG-DL in this paper.

While non-local multi-component rewriting systems tentbéoNP-complete (see Ram-
bow (1994), p. 62 for an overview), there are exceptibrwever, in this paper it is shown
that the fixed and (therefore) the universal recognitiorbjenm for non-local MCTAG-DL
are in fact NP-hard. As mentioned above, the fixed and uraleesognition problem for
non-local MCTAGwithoutdominance links are already known to be NP-complete. There-
fore, a conjecture by Rambow (1994) that dominance linksatadecrease the weak gen-
erative power of MCTAG is corroborated. Non-local MCTAG-d.beyond LCFRS; it is
NP-complete, and therefore by definition not mildly corteensitive. This is the main result
of this paper.

Itis generally accepted that only thexicalizedvariants of TAGs are suitable candidates
for encoding natural language. Schabes (1990) defines@ledd grammar as a grammar
in which every elementary structure is associated with eétitem, and every lexical item
is associated with a finite set of elementary structureanFadheoretical perspective, lex-
icalization is justified by the assumption that grammatatalicture is projected from (i.e.
listed in) the lexicon. From a practical perspective, therest stems from the considerable
importance of word-based corpora in natural language psieg. (Rambow et al, 2001)

While standard TAGs are closed under lexicalization (Sebath990), it is not known
whether this also applies to non-local MCTAG. So it would beazivable thakexicalized
non-local MCTAG are mildly context-sensitive. Howeverisitshown below that the fixed
recognition problem for lexicalized non-local MCTAG is iact NP-complete. Moreover,
even if both restrictions (dominance links and lexicali@a} are applied to non-local MC-
TAG at the same time, it still remains NP-complete.

2 Non-local MCTAG is NP-hard

This section presents a detailed proof of the NP-hardnessaoflard non-local MCTAG
with adjunction constraints (MCTAG from now on). This is essally the proof that was re-
ported by Dahlhaus and Warmuth (1986) for scattered cogtaxhtmars (SCG), a grammar
class defined in Greibach and Hopcroft (1969). A scatteretegb grammar is a rewriting

4 One such exception is Rambow’s non-local V-TAG, which i likon-local MCTAG-DL except that
elements of a tree set need not be used simultaneously irethatibn. Lexicalized V-TAG withintegrity
constraints(node diacritics that prevent dominance links from goimgtigh them) is polynomially parsable.
See Sect. 6 for discussion.



system similar to a context-free grammar, except that aémenterminals can be rewritten
in parallel. Each production in a scattered context granspacifies a sequence of nonter-
minals that must be present in the input string in a specifiemrbut they do not have to
be adjacent to each other. If the order requirement is dichpwe obtainunorderedscat-
tered context grammars (USCG). Since USCG are to contegtdrammar (CFG) what
multicomponent TAG are to TAG, we can think of USCG as “mutigponent CFG”: Each
USCG production can be represented as a set of CFG prodsidtian must be applied
simultaneously.

The proof in Dahlhaus and Warmuth (1986) shows NP-compésterfior a language
which is generated by a particular SCG as well as by an equiv&d SCG. It was noted
by Rambow and Satta (1992) and Rambow (1994) that the pradksaover to certain
MCTAGs in principle, but they do not actually perform the straction of the NP-hard
grammar. | flesh out the proof that they had in mind in detaikhas we are going to need
it later. The main intuition behind the construction is that like a TAG can simulate a
CFG, a non-local MCTAG can simulate an USCG. The propertyoofiocal MCTAG and
USCG that is underlying this proof is the following: We camraduce pairs of terminals
into the derivation at two different (indeed arbitrarilystfint) places in the tree, but we
must introduce them at the same time. This allows us to bugdaanmar that counts up
to the same arbitrary number in two places of the derivatinrthe final string, each of
these numbers is expressed as a block of identical terminadesigning our grammar, we
may either choose to delimit these blocks from each othepbygial separator symbols, or
simulate addition by leaving out these separators. In e csince the string contains no
record of the derivation, a recognizer only sees the sum antha summands, and must in
effect guess which summands have been chosen.

I now present a polynomial reduction from the NP-completbj@m 3-Partition to a
specific non-local MCTAG.

3-Partition.

Instance A set of X natural numbers;, and a boundB.

Question.Can the numbers be partitioned ilksubsets of cardinality 3, each of which
sums toB?

An instance of 3-Partition can be described as the sequg@nce ., s, B), or equiv-
alently the stringxa™xa™ ... xa"(yb®)X wherea, b,x,y are arbitrary symbols. (In this
string, x and y are only used as separators. It will be seen Vely the end of the string
was chosen to be repeatkedimes.) | will provide below a non-local MCTA®; that has
the property thatn, ..., s, B) is a positive instance of 3-Patrtition if and only if the sgrin
xaixa® . .. xa'(ybP)Kis accepted by;.

3-Partition is strongly NP-complete, which means thatmaes NP-complete even if
the numbersy; are encoded in unary (Garey and Johnson, 1979). Since tpgthlehthe
string given above is polynomial in the length of a unary eling of the instance, any
instance of 3-Partition can be transformed into an instaridbe word problem of G in
polynomial time.

I now exhibit the MCTAGG;3, which is a translation of the scattered context grammar
G in Dahlhaus and Warmuth (1986), Sect(.is displayed Fig. 1; all figures are found at
the end of this paper. (The productions®ére displayed in Fig. 1 as well for comparison.)

To simplify the construction, assume that 3-Partition &nieted in the way that there
are at least three numbens (i.e. thatk > 1) and that each of the numbemsis greater
or equal to two. As usual in the TAG literature, | indicateightory adjunction sites with



OA and null-adjunction sites witNA. Foot nodes are always null-adjunction sites and are
therefore not explicitly marked as such. There are no duitisth sites inG;.

G; produces only strings of the forma™xa™ ... xayh™yb™ ... yb™. In addition,
all the strings it produces each contain an equal numbessafral b’s, because each tree set
that is adjoined adds an equal number of a’'s and b’s to theadzmi.

To get an idea of how the grammar works, note that all terrained introduced to the
left of the spine of their auxiliary tree, so whatever is aguced towards the top of the
derived tree will appear towards the left of the string. Ihdalrived trees, any ok andX
will always dominate any of, Y andY, and any ofx anda will c-command and precede
any ofy andb.

At all times there is at most one ¢K, X} in the derivation. Assuming without loss of
generalization thaBgreate-triple iS always used as early as possible, all derivations allowed
by G; follow the same general pattern:

1 Initialize the derivation byosiart.

2 Createk triples by usingBC,eat}Ltrime as many times as needed.

3 Pick theX and somer (resp.Y) and us€Bconsumey (resp.Beonsumey) t0 generatexa on
the left andyb (resp.b) on the right. This introduceX on the left and¥ on the right.

4 Optionally useBsij _triple to add an equal number ak andb’s to the left and right.

5 Finally replaceX by a andY by b. Either Bcjose-triple OF Bend Can be used for this. The
only difference consists in whether anotbeérs introduced. But there is no real choice
here: If there are any’s or Y’s left on the right, they need to be consumed by introducing
anX on the left and then going through stepthroughs again with thaiX. If not, noX
can be introduced or the derivation would get stuck.

This way, the grammar produces a sequence of blockssdbllowed by a sequence
of blocks ofb's. The sizes of the blocks @fs correspond to the numbers. While X is
deriving xa" followed by X, either someY derivesyb™ or someY derivesb™. There is a
block of b's for eachn;, but the blocks ob's are permuted and grouped in threes. While
the grammar produces more words than the ones that cor$panlutions of 3-Partition,
those words in which each group of three sumB tare exactly the ones that correspond to
some solution.

The behavior ofG; can be mimicked by a “multicomponent CFG”, i.e. an USCG
(Dahlhaus and Warmuth, 1986). The productions of this US@Greproduced in Fig. 2,
along with a sample derivation. A corresponding derivaialso available iG;. For ease
of reference, each rule is also reproduced in Fig. 1 nextddrde that corresponds to it.

I now give the formal NP-hardness probSuppose we are given a solution of the in-
stance of 3-Partition, i.e. disjoint sefs, ..., A, each of which contains B's that add to
B. It will be shown that the worev = xa xa™ . .. xa*(ybP)X that describes the instance of
3-Partition is inL(Gy).

For any derived MCTAG treg, do a left-to-right preorder traversal btoncatenating
all the node labels and skipping any saturated non-tersyirgadd call the resulting string
theunsaturated yield of.tDefine a relation £-" (“is rewritten to”) as holding between two
stringss; ands, wrt. an MCTAGG iff there exist treed;,to with unsaturated yields;, s,
such that, can be obtained fromy in a single (possibly multicomponent) substitution or
adjunction step. We writ& = siff G contains an initial treerooted in the start symbol of

5 From Dahlhaus and Warmuth (1986), with a few extensions.



G such that there is a string that is the unsaturated yield binds, = s.8 As usual, we
write = for the reflexive and transitive closure ef. Obviously, for allw € >*, G derives
wiff G= w.

ClearlyG; = X(YYY)X. Associate each sé, 1 < q < k, with theqth groupYYY and
associate each of the three elements of the set with one dfithe symbolé, Y, andY,
respectively, in the group. The association within eactugris arbitrary. The derivation
X(YYY)X = wis organized in B phases. In thgth phase, for K j < 3k, X is rewritten to
xai X and in parallel th&’-symbol (respY-symbol) that is associated with is rewritten to
yb"i (resp.b™). In the &th phaseX is rewritten toxa™ and in parallel they-symbol (resp.
Y-symbol) that is associated withy is rewritten toyb™« (resp.b™). Since the numbers of
Aq add toB, each groupyYY derivesybP.

For the opposite direction, we need to prove that each xaxa™ ... xa'(ybP)k,
w € L(G1), describes a solution of the instance of 3-Partition. Assaowe thatG; = w,
wherew = xa1xa™ ... xa's(ybP)k. Normalize the derivation by adjoining all instances of
Bereate-triple s early as possible within the derivationvaf The normalized derivation has
the form:

G1 = X(YYV)K S w
The symbolX is rewritten toX and after a number of steps ¥oagain. More exactlyX
producexd' X at thejth phase, for K j < 3k, ar)dxa”3k in the last phase. Furthermore, in
theith phase, for K i < 3k, a particulary (resp.Y) is rewritten toyb™ (resp.b™). Observe
that each non-termina is responsible for a terminglin w and theY’s produce exactlyB

b's. Each group thus corresponds to a different set of thregbeus that adds tB and there
arek such sets. ad

3 Restriction to Dominance Links

I now restrict the above proof to MCTAG-DL. This is done by nfgiohg the grammaiG;
to produce a strongly equivalent MCTAG-DGE,. Since the two grammars have the same
language, it follows that MCTAG-DL is also NP-hard.

Proof. Call any element of X,X} anX-like symboland any element ofY,Y,Y} a Y-
like symbal Observe that in the tre@sat in G1, and vacuously in all the other trees of the
grammar, any X-like symbol dominates any Y-like symbol.l@aly elementary or derived
tree with this property aX-over-Y tree

Add dominance links between the X-like foot nodes and thé&é&-toot nodes of the
trees in each multicomponent set®f. Call the grammar obtained this wéy (see Fig. 3).

A derived tree that violates any of these dominance linksldvbiave a Y-like root node
dominate an X-like foot node and would therefore not be XroKkeln other words, the
dominance links will never rule out an X-over-Y tree.

In every tree set irGy, the tree with the X-like foot node contains only X-like non-
terminals and the tree with the Y-like root node containg ofilike non-terminals. There-
fore, if the tree set is adjoined to a derived tree that isaalyeX-over-Y, the resulting derived
tree will also be X-over-Y. Moreover, adjoining the singlexdiary tree Bcreate-triple 10 an
X-over-Y derived tree always produces an X-over-Y derivee t

6 This notion is intended to capture the close relationshivéen an MCTAGG; and its corresponding
USCG. At any point in the derivation, the unsaturated yidl@m unfinished derived MCTAG tree will be
identical with the string that the USCG is rewriting.



By induction, it follows that all the derived trees produd®dG; or G, are X-over-Y.
Hence the dominance links that have been addég} toan never be violated. Therefota
andG; are strongly equivalent. ad

4 Restriction to Lexicalized Grammars

Here | modify the gramma®; to get a lexicalized gramma3s (see Fig. 4) that accepts a
slightly different language tha@; does. It is shown that this language is NP-hard as well.

Proof. Gz only differs fromG; in the two treeSxstart and Bereate-triple, €ach of which
has been added a new “dummy” terminal symbol #. Since thdrnafsin the other trees are
always located to the left of the spine, the new symbols amaibe end of the word. Thus
each wordw € L(Gz) can be uniquely related to some wawtie L(G3) which is identical
to w except fork+1 dummy terminals at the end of, wherek is the number of times that
Bereate-triple has been used in the derivation. (The additional dummy texhtiomes from
Ostart.) Sincek is also the number of sets of three numbers of an instanceRafrt®ion,
there is a straightforward polynomial time transformatlmetween that instance and the
corresponding word dfs. ad

Since both restrictions just presented can be appli€gh tat the same time and do not
interact, there obtains:

Corollary. Lexicalized MCTAG with dominance links is NP-hard. ad

5 NP-completeness

The previous sections have shown thatfikedrecognition problem for the languages gen-
erated byGi, Gy, andGs are NP-hard. Theiniversalrecognition problem for non-local
MCTAG is NP-complete, as shown in Sggaard (2009). This lsritzét the languages con-
sidered here have NP-complete fixed recognition problems.

The NP-completeness of these grammars can also be showtlydbg a simple argu-
ment. It has been shown above ti@&t and G, are strongly equivalent, so the proof only
needs to be carried out once for both of them. Every auxiti@g set inG; except the unary
set Bereate-triple iNtroduces terminals into the derivation. So for any wardhe length of
w is an upper bound on the amount of times each of these treea®etsave occurred in
the derivation. The initial treegart is always used exactly once. Observe that the unary set
Bereate-triple is Used exactlk times wherek is the amount of blocks df's contained irw. So
the number of steps to deriwecan be guessed in linear time by a nondeterministic Turing
machine. The same argument can be applied to show that edaclilred MCTAG, such as
Gg, is at most NP-complete. By definition, every derivatiorpstearoduces terminals. So it
always takes at mos$tv| steps to derivev.

6 Conclusion and Linguistic Implications

This paper establishes that the fixed recognition problemoaflocal MCTAG with domi-
nance links is NP-complete and is therefore outside LCFREBss of polynomially parsable
formalisms that encodes the notion of mild context-serigitiAs for non-local MCTAG
without dominance links, the combined results in Rambow and Sa®@2)land Sggaard
(2009) entail that the fixed recognition problem is also Mifplete. (Rambow and Satta



(1992) shows that it is NP-hard; Sggaard (2009) shows tligintNP.) The conjecture by
Rambow (1994) that dominance links do not decrease the weéragtive power of MC-
TAG is therefore corroborated. All this remains the casaéf/enly lexicalized grammars
are considered. This result undermines the proposal byeBestkal (1991) to model Ger-
man scrambling by non-local MCTAG-DL, since we cannot add@TAG-DL if we want
to model language with a mildly context sensitive formalisme of the primary motivations
for the linguistic study of TAG and its variants.

However, there exist alternative views on the scramblietsfand how to interpret them
in the context of formal language theory. Like any formalgirof a property of a natural
language, the proof by Becker et al (1992) that puts Germearrdding outside LCFRS
relies on specific empirical assumptions: in this case,tti@e is no bound on the number
of verbal arguments can be scrambled at once; that therelisunal on the level of embed-
ding (i.e., the number of verbs over which each argument caamible); and that scrambled
arguments can appear in any permutation. These assumgptiertgrd to check, because
sentences involving four or more scrambled arguments ar&lyssery hard to judge. Only
certain special patterns are much easier to judge positiselarge numbers of scrambled
arguments, such as when the order of the scrambled arguises®actly identical to the
order of their verbs, or exactly opposite to that order. ¢ird Joshi, p.c.) Moreover, some
native speakers are reluctant to accept sentences withislang across more than two levels
of embedding. In order for the argument in Becker et al (1992)p through, this reluctance
must be interpreted as a performance issue similarly teecemhbedding beyond two lev-
els in English. But as Joshi et al (2002) point out, it is elyupbssible to interpret that
reluctance as indicating a restriction on speakers’ coamuet, the property which formal
grammars attempt to model. As they show, even tree-local M&CWould be sufficient to
handle scrambling in this case.

Against this uncertain empirical background, Chen-Maid aoshi (2007, 2008) com-
pare a number of MCTAG variants based on which orderings rafnsbled arguments they
can derive, given certain linguistic assumptions on th@slwd the elementary trees. These
variants consist in extending tree-local MCTAG with vasdormal devices that were not
discussed in this paper, specifically, flexible composifidwshi and Kallmeyer, 2003) and
multiple adjoining (Schabes and Shieber, 1994). Chiang Sctteffler (2008) show that
extending tree-local MCTAG with (their formalization offlible composition does not in-
crease its weak generative capacity. However, this doesmtatl membership in LCFRS
in the sense of Becker et al (1992) because the notion useg i$h@ot weak generative
capacity but “derivational generative capacity”, or thdligbto derive sets of derivation
structures. In the case of scrambled sentences, the sgsdtuquestion are sentences in
which the scrambled arguments are coindexed with theirsveéthrther work may reveal
whether the proof by Becker et al (1992) extends to some ofrnitve restricted languages
generated by the extensions of MCTAG which Chen-Main andidiscuss.

Depending on the outcome of these investigations, we mayfirgelves in the uncom-
fortable position where the only data that would discringnaetween polynomial-time and
NP-complete variants of TAG is unavailable for judgmentsause the sentences involved
are too complex to process. In such a case, depending on gitzioimar formalisms we are
willing to consider, the question whether natural languisgeolynomially parsable might
very well turn out to be empirically untestable.

Looming in the background is the question of which grammentdisms we allow into
the competition in the first place. This question is itsetfrtly, since it cannot be dissociated
from possibly subjective theoretical considerations. &mmple, one of the theoretically
attractive properties that local variants of MCTAG sharthWiAG itself is that a domain of
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locality can be formulated over elementary trees that mhetua verb and all its arguments,
something which is not possible in context-free grammacsabse the VP node intervenes
between subject and object arguments (Frank, 2002; J@a2b). With respect to scram-
bling and other long-distance dependencies, this exteddethin of locality entails that
constituents can only be displaced if they substitute asindpto the same elementary tree
(or tree set) as if they were not displaced. In local extersal TAG, the principle is a reflec-
tion of the locality constraint of the formalism itself. lomtrast, nonlocal variants of TAG,
such as the ones considered in this paper, are generallideced theoretically unattractive
because locality constraints must be enforced by additgtiplations.

One example is V-TAG, which was briefly mentioned in Footnat®-TAG is obtained
from nonlocal MCTAG with dominance links when we no longequige members of a
tree set to be introduced into the derivation simultangouslwas proposed by Rambow
(1994) to model scrambling precisely because it is polymadignparsable. However, unlike
local TAG variants, V-TAG stipulates constraints on lorigtdnce dependencies as integrity
constraints, that is, node diacritics that act as barrienmdévement by preventing domi-
nance links from going through them. Despite its attragtisesing complexity, Kallmeyer
(2005) rejects V-TAG along with other nonlocal MCTAG varisrbecause locality con-
straints are not derived from the locality of the derivatmperation. But adopting a TAG
version whose locality constraint is too strict will wrogglule out grammatical derivations
(Kulick, 2000). One set of examples are the scrambling srdexcussed by Chen-Main and
Joshi (2007, 2008) and mentioned above. Another exampiersotion from weak islands,
a phenomenon known as long movement (see Frank (2002) farsdion).

The question that determines whether grammar formalises@rsidered theoretically
attractive is whether the linguistic notion of locality iermeral and language-independent
enough that it can be derived from abstract principles offthealism, or so specific that
it must be encoded by stipulations such as integrity coimtral hese notions are arguably
subjective to a certain extent. Unfortunately, they catueofully dissociated from the quest
for a linguistically adequate and yet mildly context-sémsiformalism.

This should not be a reason for discouragement, thoughmegtr (2005) and Lichte
(2007) propose TAG variants designed specifically to as#ignright structural descrip-
tions to German scrambling while maintaining a relaxedarotf locality in the formalism.
The universal recognition problem for both these variasmtdf-hard (Sggaard et al, 2007);
most recently, however, Kallmeyer and Satta (2009) havevshibat the fixed recognition
problem for TT-MCTAG, the variant proposed in Lichte (200i8)polynomial. So the NP-
completeness results presented in this paper are far frshirdathe hope that some mildly
context-sensitive variant of TAG will ultimately be foundequate for capturing the com-
plexities of natural language.

Acknowledgements | am grateful to Joan Chen-Main, Laura Kallmeyer, Timm Lé&htVolfgang Maier,
Alexander Perekrestenko, Anders Sggaard, the Penn CLUNGEKBAG groups, and to the audience and
organizers of the 10th Mathematics of Language conferdrase.especially grateful to Aravind K. Joshi for
helpful discussion and continuous encouragement. ThantketUniversity of Pennsylvania and to the Palo
Alto Research Center (PARC) for financial support.
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Gy = (NT,%,S1,A) where

NT = {X,X,Y,Y,Y}
Z = {ab,xy}
I = {astart}
A= {Bcreat&tripleaBconsumey«,ﬁconsume)%pfill —triple«,Bclos&triple«ﬁend}

Label Tree set Corresponding USCG production
A

QOstart J:)A S— XW?

Bereate-triple "g Y 5 YYYY
Y A
Yl)A
\
Y*
XNA yNA
Beonsumey { Xa/\XOA yb/\VOA X —xaX, Y — ybY
\ \
X Y
XNA NA
Beonsumey { Xa/\Y)A b/\VDA X —xaX, Y = bY
\ |
X* Y*
xNA VA
Btill —triple a/\Y’A b/\VOA X —+aX, Y—bY
\ |
X' v
<NA NA
/\* _ _
Belose-triple { iil/\XOA b Y X—aX, Y—=b
\
X*
xNA A
Bend PN s X—a Y—=b
a X* b Y*

Fig. 1 The MCTAG G; with its corresponding USCG productions.
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USCGG = (NT,2,P,S) where

NT = {X,X,Y,Y,Y}
Z ={abxy}
P = {start, create-triple, consunye€onsumey,fill-triple, close-triple, endl

Label Production

start S— XYYY
create-triple Y - YYYY
consumey X —xaX, Y — ybY
consumey”~ X —xaX, Y = bY

fill-triple X —aX, Y—bY

close-triple X —aX, Y—=b

end X—a Y—=b
step 1 start X YYyY
step 2 Create-triple X YYY Yy
step 3 consumey xaX YYy yorYy
step 4 fill-triple xaaX YYyY ybirYY
step 4 fill-triple xaaaX YYY ybkaYY
step 5 close-triple xaaaaX YWY ybbblY
step 3 consumey” xaaaa xaX YBYY  ybbblY
step 5 close-triple xaaaa xaaX YbH  ybbblYY
step 3 consumey” xaaaa xaa XX YbtY  ybbbly bY
step 4 fill-triple xaaaa xaa xaX Ybb  ybbblY bty
step 5 close-triple Xaaaa xaa xaaaX Ybb ybbbl bbb
step 3 consumey” Xaaaa xaa xaaa »a Y bb:( ybbbbl bbb
step 5 close-triple Xaaaa xaa xaaa xaaX Y b ybbbbbbbbb
step 3 consumey Xaaaa xaaxaaaxaa¥a  yby bb:( ybbbbbbbbb
step 4 fill-triple xaaaa xaa xaaa xaa x&  ybb bty ybbbbbbbbb
step 4 fill-triple xaaaa xaa xaaa xaa xaXa ybbty' by ybbbbbbbbb
step 4 fill-triple xaaaa xaa xaaa xaa xaaxa ybbbly bby' ybbbbbbbbb
step 5 close-triple xaaaa xaa xaaa xaa xaaaaaX ybbbblgblybbbbbbbbb

step 3 consumey” xaaaa xaa xaaa xaa xaaaaaXaybbbbbbb® ybbbbbbbbb
step 5 end Xaaaa xaa xaaa xaa xaaaaa xaa Yybbbbbbbbb ybbbbbbbbb

Fig. 2 Above, the USCG that corresponds @&. Below, a sample derivation of the 3-partition instance
(4,2,3,2,5,2;B =9). The step numbers refer to the pattern described in Sect. 2.
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Gy = (NT,%,S1,A) where

NT = {X,X,Y,Y,Y}
> = {abxy}
I = {astart}

A= {Bcreat&triple«,ﬁconsumey«,ﬁconsume)%pfill —triple«,Bclos&triple«,ﬁend}

Label Tree set

A

Qstart QJ)A

Bcreal&tri le J)
P 7 OA

—_———
x
kS
X
=2
s
|
iy g
<
o
—<
=z
s
|
P
———

Beonsumey X Y
\ \
X* Y*
XNA SNA
Beonsume y { Xa/\Y)A b/\VDA
| \
X+ Y
xNA ;'*VNA
Bill —triple a/\XOA b/\VOA
[ |
X v’
YNA ..‘*VNA
Belose-triple { a/\XOA - b Y
|
X"
SNA AONA
Bend N /\_*
a X* b Y

Fig. 3 The MCTAG with dominance link$5,. (Identical toG; except for the dominance links, which are
indicated as dotted lines.)
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Gz = (NT,%,S1,A) where
NT = {X,X,Y,Y,Y}
= {abxy#}
I = {astart}

A= {Bcreat&triple«,ﬁconsumey«,ﬁconsume)%pfill —triple«,Bclos&triple«,ﬁend}

Label Tree set
QA
ng
YJ)A
Ostart QJ)A
oo

|
#

YNA

create-triple Ag
B p "

x
Q
X
4
>
|
>
<
P4
>
|
>
—_——

Beonsumey X yb Y
\ \
X* Y*
XNA YNA
\ |
X* Y
SNA A
Bfill —triple a/\XOA b/\V)A
\ J
X' v
VA SNA
/\*
Bclos&triple iil/\X)A b Y
\
X*
NA A
Bend /\_*
a X* b Y

Fig. 4 The lexicalized MCTAGGs3. (Identical toG; except that new terminals have been addedtg: and
10 Bereate-triple )
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