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Abstract

Recent space missions like New Horizons, observations and interplanetary dust particles found

on Earth show that asteroids belonging to the taxonomic classes C and D, centaurs, as well

as Kuiper-belt objects have low bulk densities (≤ 1300 kg/m3) compared to terrestrial planets.

This indicates that the solar system in its early stages likely consisted of highly porous small

bodies. For the purpose of studying the formation of asteroids and planetesimals alike, it is

essential to understand the collisional process, the di�erent behaviour, as well as the dissipative

nature of porous materials. Impact studies suggest that due to their dissipative nature, porous

bodies show a higher material strength than bodies without porosity (Stewart & Ahrens, 1999).

Furthermore, cratering events could involve more compaction and less ejection (Housen &

Holsapple, 1999).

In this thesis, we mainly use the so-called P -α model (Herrmann, 1969) to account for the e�ect

of porosity in order to investigate collisions and impacts between porous bodies. The model is

described in detail including validation simulations and a display of the timestep resolution for

the iterative relation between the pressure P and the distention α. The time resolution is of

importance due to the existence of a speci�c pressure value for a speci�c distention value. If

the relation of values does not agree, the timestep has to be reduced. We studied the formation

of the largest crater on the Mars moon Phobos called Stickney, tightening the parameter space

for the impactor size, velocity, as well as porosity. Furthermore, we investigated the comet-like

activity of porous main-belt comets resulting from the sublimation of sub-surface water-ice

getting exposed by impacts of meter-sized bodies. The crater of these porous bodies becomes

larger and can be used as an upper limit for the depth at which ice needs to be present.

In addition, we found a formation channel for the Kuiper-belt contact binary Arrokoth (2014

MU69), which has been visited by the New Horizons spacecraft, using semi-secular Lidov-Kozai

oscillations. They are induced by the Sun and may lead to changes of the inner orbit's mutual

inclination and its eccentricity on timescales that are much longer compared to the orbital

period. The collision velocity of Ultima and Thule to form Arrokoth approximately amounts to

the escape velocity which is of the order of a few m/s. With Smooth Particle Hydrodynamics

(SPH) simulations we scanned the parameter space of material strength and impact angle.

Our studies conclude that porosity plays a major role in the outcome of porous body collisions.

One can not simply reduce the bulk modulus, as well as the density, and use a model for non-

porous material to account for porosity. Further investigations regarding porous materials will

improve the understanding of formation processes of small bodies and planetesimals alike as

well as the strength of these weak bodies.
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Zusammenfassung

Die Untersuchung der Zusammensetzung von interplanetaren Objekten ist unter anderem möglich

mit Hilfe von aktuelle Raumfahrtmissionen wie New Horizon, diverse Beobachtungen sowie auf

der Erde gemessene, interplanetare Staubpartikel. Dabei kann gezeigt werden, dass Asteroiden

der taxonomischen Klasse C und D, Zentauren und Objekte des Kuipergürtels im Vergleich

zu terrestrischen Planeten niedrigere Dichten (≤ 1300 kg/m3) besitzen. Dies weist daraufhin,

dass das frühe Sonnensystem wahrscheinlich aus sehr porösen, kleinen Körpern bestand. Um

die Entstehung von Planetesimalen und Asteroiden gleichermaÿen zu verstehen, ist vertieftes

Wissen über den Kollisionsprozess, das unterschiedliche Verhalten sowie die dissipative Natur

von porösem Material notwendig. Einschlagsstudien haben herausgefunden, dass sich poröse

Körper aufgrund ihrer dissipativen Eigenschaften �stärker� verhalten im Bezug auf ihre Materi-

aleigenschaften als Körper ohne Porosität (Stewart & Ahrens, 1999). Darüber hinaus könnten

Einschlagsereignisse zu verstärkter Verdichtung und einer Verringerung des Auswurfmaterials

führen (Housen & Holsapple, 1999).

Um die Auswirkung der Porosität zu berücksichtigen, die bei Kollisionen und Einschlägen zwis-

chen porösen Körpern wichtig ist, verwenden wir in dieser Arbeit das sogenannte P -α Modell

(Herrmann, 1969). Detaillierte Beschreibungen des Modells beinhalten sowohl Validierungssim-

ulationen als auch eine Diskussion der zeitlichen Au�ösung für die iterative Beziehung zwischen

dem Druck P und der Distention α. Diese Arbeit beinhaltet die Untersuchung des gröÿten

Kraters Stickney auf dem Marsmond Phobos und eine Einschränkung des entsprechenden Pa-

rameterraums für die Gröÿe des Einschlagobjekts, der Geschwindigkeit sowie der Porosität.

Darüber hinaus untersuchen wir poröse Kometen des Hauptgürtels, die streng genommen

eigentlich als Asteroiden klassi�ziert sind. Aufgrund der Sublimation von unterirdischem

Wassereis, welches durch Einschläge von metergroÿen Körpern freigesetzt wird, besitzen diese

Objekte allerdings kometenähnliche Eigenschaften und Aktivitäten. Die Krater dieser porösen

Körper werden gröÿer, was als obere Grenze verwendet werden kann für die Tiefe, bei welcher Eis

zur Sublimation vorhanden sein muss. Für den Kontakt-Doppelasteroid Arrokoth (2014 MU69)

im Kuipergürtel, welcher kürzlich mithilfe der New Horizons Raumsonde beobachtet wurde,

konnte auÿerdem unter Verwendung von sogenannten semi-sekulären Lidov-Kozai Oszillationen

ein Enstehungskanal gefunden werden. Die Kollisionsgeschwindigkeit von Ultima und Thule, die

nötig ist um Arrokoth zu formen, ist ungefähr in der Gröÿenordnung der Fluchtgeschwindigkeit

von ein paar m/s. Mithilfe von Smooth Particle Hydrodynamics (SPH) Simulationen haben

wir dabei den Parameterraum der Materialstärke und des Kollisionswinkels untersucht.

Unsere Ergebnisse zeigen, dass Porosität für Kollisionen von porösen Körpern und deren En-
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dergebnis eine wichtige Rolle spielt. Es ist dabei nicht möglich, einfach nur sowohl das Kom-

pressionsmodul als auch die Dichte zu verringern und ein Modell für nicht-poröse Körper zu

verwenden. Weitere Untersuchungen von porösen Materialien können in Zukunft dazu beitra-

gen, die Entstehung von kleinen Körpern und Planetesimalen sowie die Materialeigenschaft und

Festigkeit von diesen schwachen Körpern besser zu verstehen.
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Chapter 1
Introduction

Small bodies are the remainder of early planetary formation in our Solar System. The valuable

information regarding the accretion of planetesimals is still available in this population. This

�eld of study started with the discovery of 1 Ceres over 200 years ago by the Italian astronomer

Giuseppe Piazzi. Over the last decades, the knowledge and insight regarding small bodies

in our Solar System have grown immensely. There have been (e.g., Deep Impact, Stardust

NExT, Dawn, New Horizons) and will be many sky-surveys (LSST), impact spacecraft missions

(DART, HERA), laboratory measurements, as well as computational simulations to research the

evolution and composition of small bodies. One main interest is to investigate the primordial

environment of solar nebula where the planets were formed. We therefore obtain knowledge

about the formation phase of our Solar System by studying primitive objects. Furthermore, we

can study the processes and forces which are signi�cant only when acting on small bodies (e.g.,

radiation pressure). Over half a million unique objects have been observed, ranging from small

near-Earth asteroids to main-belt comets and Kuiper-belt objects to so-called Trans-Neptunian

Objects (TNOs).

1.1 Small bodies in our Solar System

1.1.1 Dynamical classi�cation

There are di�erent classes of small bodies. Near Earth Objects (NEOs) are asteroids, comets,

and large meteorites with perihelion distances less than 1.3 Astronomical Units (au). Cur-

rently, there are over 20.000 known NEOs. Their orbits have been studied in great detail so

it is possible to identify those intersecting Earth's in order to warn as well as defend against

possible hazardous impacts. In 2005 the Japanese spacecraft Hayabusa had its �yby near 25143

Itokawa, which is a NEO with a diameter of about 300 m.

Located between the orbits of Mars and Jupiter are the so-called Main Belt Objects (MBOs).

Ceres is the largest asteroid in the main belt, large enough to be called a dwarf planet and the

only one to be rounded by its own gravity (Park et al., 2016) with a con�rmed detection of

water vapor (Küppers et al., 2014). The estimated number of MBOs is around one million.

Beyond the asteroid belt are the Hilda asteroids which form a "triangle" and are in a 3:2 orbital

resonance with Jupiter. Trojans are asteroids found on the same orbit as Jupiter at the L4

5



CHAPTER 1. INTRODUCTION

and L5 Lagrange points, which can be calculated solving the three-body problem. They can be

divided into the Greeks at L4 (in front of Jupiter) and the Trojans at L5 (following Jupiter).

The estimated number of Trojans is more than one million (Yoshida & Nakamura, 2005) with

588 Archilles being the �rst one that was discovered. Figure 1.1 shows the inner Solar System

from the Sun up until Jupiter with the planets, the main belt, as well as the Trojans.

Located between the orbit of Jupiter and Neptune are the so-called Centaurs. With gener-

ally unstable orbits, their dynamical lifetimes are rather short and only of a few million years

(Horner et al., 2004). The largest con�rmed Centaur is 10199 Chariklo with a diameter of

260 km.

Farther out as the orbit of Neptune is the Kuiper Belt and the so-called scattered disk con-

taining Kuiper Belt Objects (KBOs) and Scattered Disk Objects (SDOs) respectively, which

are generally referred to as TNOs. The KBOs can be categorized further into the resonant

and the classical ones. The resonant KBOs have mean motion resonances with Neptune, e.g.,

2:3 or 1:2, while most of the classical population of KBOs are between those two mean motion

resonances without being controlled by any orbital resonance with Neptune. An example for

a classical KBO would be 2014 MU69, also known as Arrokoth, which was visited by the New

Horizons spacecraft on the 1st January 2019. The KBOs usually have small inclinations and

eccentricities, while SDOs are very eccentric and show high inclinations with unstable orbits

scattered by Neptune. The �rst discovered TNO was Pluto which was classi�ed as a planet

until 2006. Figure 1.2 shows the smaller bodies in the outer Solar System with the Centaurs,

the KBOs, as well as the SDOs.

1.1.2 Properties

The properties and composition of small bodies depend on the location they were formed. If the

body formed farther out in the Solar System, as the TNOs and Oort Cloud objects (comets),

they contain a lot of volatile materials, e.g., ice. In contrast, bodies formed farther inwards like

MBOs (asteroids) hold fewer ice and volatiles and are more rocky as a consequence. In terms

of global composition, the objects closer to Earth are studied more thoroughly and are better

understood than those at large distances. These are still in an early stage of investigation since

observations are more di�cult.

Taxonomic classes are de�ned by single letters. Bodies of classes A, K, L, O, Q, R, S, V, Xe,

and Xk are considered bright whereas B, C, D, T, and Xc are dark. The three most common

classes are:

• D-type: Objects of this type are considered to be the simplest and have ultra low albedo.

They are rich in organics and volatile elements.

• C-type: This is the most common class of asteroids with around 75% of the known

asteroids. They are primitive, carbon-, and volatile-rich.

• S-type: These are silicate (rocky) objects and they form the largest group in the inner

part of the main belt (within 2.2 au) with primitive and volatile poor composition. They

are the second most common type forming around 17%.

The most common asteroids in the outer main belt belong to the dark type (such as D- and

C-type). They are considered to be the most primitive asteroids, su�ering very little thermal
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CHAPTER 1. INTRODUCTION

Figure 1.1: The inner Solar System ranging from the Sun to Jupiter. The white cloud rep-
resents the asteroid belt which is also called the main belt. The Hilda asteroids are shown in
orange and form a "triangle" beyond the asteroid belt in a 3:2 orbital resonance with Jupiter.
Jupiter's trojans are shown in green with the trailing "Trojans" and the leading "Greeks"
(�gure from Murray and Dermott, Solar System Dynamics, p. 107).

alteration and having a similar chemical composition as the Sun. The six most abundant ele-

ments are hydrogen, helium, carbon, nitrogen, oxygen, and neon. They usually have low albedos

(p ∼ 0.05) in contrast to high albedo objects, e.g., S-type with p ∼ 0.15. Figure 1.3 shows the

mass plotted against the density for di�erent small bodies in our Solar System ranging from

TNOs to di�erent taxonomic classes of asteroids to comets. The taxonomy used here is based

on wavelength range by DeMeo et al. (2009) which contains 15 classes that can be categorized

into three complexes (C,S and X) with nine supplementary classes called end-members. Figure

1.4 presents a similar plot but with mass plotted against macroporosity. As one can easily see

in these two plots, many objects possess a low density but a high macroporosity, reaching up

to around 80% porosity and a huge bulk of small bodies have around 30 − 50%. Porosity in
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CHAPTER 1. INTRODUCTION

Figure 1.2: Inclination against semi-major axis for the outer Solar System ranging from
around 5 au to 70 au. The centaurs are represented in yellow. Kuiper belt objects are shown
in blue and red. Here, the classical Kuiper belt objects, or also called cubewanos, are blue
while the resonant ones, also called plutinos, are red. SDOs are shown in grey. This �gure
was reproduced under the Creative Commons license.

small bodies is therefore not negligible.
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CHAPTER 1. INTRODUCTION

Figure 1.3: Mass against density with six di�erent categories: TNOs (light blue), asteroids
grouped into four taxonomic classes (X-complex in green, S-complex in red, C-complex in
grey and end-members in yellow), and comets (blue). The sizes of the symbols refer to dif-
ferent diameters of the bodies. The relative accuracy is indicated by three di�erent levels of
transparency (20%, 50%, and regardless to the precision (<∞)) (�gure from Carry 2012).
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CHAPTER 1. INTRODUCTION

Figure 1.4: Mass against macroporosity with six di�erent categories and �ve di�erent sizes
(see 1.3). The relative precision (20%, 50%, and <∞) is indicated for each class with three
transparency levels and the typical uncertainty in macroporosity is illustrated. Additionally,
any value can get shifted by 30 − 40% due to erroneous asteroid-meteorite links (�gure from
Carry 2012).
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1.2 Porous bodies

1.2.1 Observations and �ndings

Observational data regarding the structure, composition, and porosity of small bodies is in-

creasing. It is believed that many bodies consist of rubble-piles with high degrees of porosity.

For long it was suspected that small bodies have porous interiors (Chapman et al. 1977; Watson

1978) but measurements became possible only recently. Credible bulk density estimates for 22

asteroids have been obtained by spacecraft missions, as well as ground-based optical and radar

observation techniques (Britt et al., 2002). Ten objects have densities less than 2000 kg/m3,

�ve even less than 1500 kg/m3 suggesting high degrees of porosity of up to 75%. The density

of the majority indicates porosities in the range of 25 − 55%. Comets, for example, share the

same or even higher degrees of porosity (Greenberg 1986; Sirono & Greenberg 2000).

Figures 1.5, 1.6, 1.7, 1.8, and 1.9 are examples of porous small bodies in our Solar System. The

�rst �gure (1.5) shows 9P/Tempel 1, which has been investigated by two spacecraft missions,

Deep Impact and Stardust-NExT. The estimated bulk density is 470 kg/m3 with a porosity of

75% (Thomas et al., 2013). Two types of terrain are present, a rough pitted and a smoother,

�ow-like material which is collected in low regions. The following �gure (1.6) shows 25143

Itokawa, an asteroid which looks like two attached masses merged into a large lobe struc-

ture. Its surface is made up of a smooth zone of regolith and a bumpy area covered with

many rocks (Saito et al., 2006). Its taxonomic class is S- or Q-type with a bulk density of

1900 kg/m3 and a porosity of around 40% (Abe et al., 2006). The next �gure (1.7) shows

67P/Churyumov-Gerasimenko, a Jupiter-family comet, that originated from the Kuiper-belt.

The Rosetta spacecraft rendezvoused with Chury in 2014 and its lander "Philae" descended

on the surface of the comet, which was the �rst spacecraft to land on a comet nucleus. With

an average bulk density of 530 kg/m3 and an averaged porosity of 70 − 75%, the nucleus is

highly porous similar to that of comet Tempel 1 (Pätzold et al., 2016). Figure (1.8) illustrates

486958 Arrokoth which is, like Chury, a contact binary. It is the farthest (a ≈ 44.6 au) and

most primitive object targeted by a space mission. In 2019, the New Horizons spacecraft made

its �yby. The color of Arrokoth is redder compared to Pluto. Therefore, it is part of the "ultra

red" population of cold KBOs. The presence of tholins is likely the cause, which indicates the

existance of volatiles such as methane and ammonia (Stern et al., 2019). The estimated bulk

density is 500 kg/m3 with a porosity of around 50%. The surface shows only few and small

craters suggesting very few impacts throughout its life. The last �gure (1.9) shows the largest

con�rmed centaur, 10199 Chariklo. Astronomers discovered two rings around Chariklo by ob-

serving a stellar occultation, which makes it the �rst known minor planet with rings. Before,

it was a general belief that rings could only be formed and contained by massive bodes. The

rings are likely to contain water ice (Braga-Ribas et al., 2014).

1.2.2 In�uence of porosity

In the previous section (1.1.2), the presence of high porosities has been shown in a large number

of small bodies. The question is now: Does the porosity change the outcome for collisions or

impacts of these objects? There have been many studies regarding this question and the short

answer is "yes" (Housen & Holsapple 2003; Michikami et al. 2007). Porous material behaves
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Figure 1.5: 9P/Tempel 1 with a radius of 2.83 km showing a surface that consists of rough
and smooth areas, which was deliberately struck by one component of the NASA Deep Im-
pact probe (�gure from NASA/Jet Propulsion Laboratory /University of Maryland).

di�erently compared to a material with the same low density but no porosity in the following

ways:

• The ejecta mass is smaller the higher the porosity.

• A large amount of energy is transformed into heat due to the compaction of pore space.

• Crater depths increase with a larger porosity of the target.

The importance of porosity during collisions and impacts nowadays is a well-known fact. One

cannot simply regard the material as non-porous and merely change the density of the material

to a lower value and expect good results.

Due to the high presence of porosity in small bodies, it is important to know the in�uence

of porosity on the collisional evolution. Spacecraft observations of asteroid Mathilde strongly

12
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Figure 1.6: Itokawa is a sub-kilometer NEO of the Apollo group and a potentially hazardous
asteroid. It has an elongated shape and is likely a rubble pile. The space probe Hayabusa
was the �rst sample return mission ever with Itokawa as a target, it collected regolith dust
particles from its surface (�gure from Saito et al. 2006).

Figure 1.7: 67P Churyumov-Gerasimenko is made up of two lobes, the larger one with di-
mensions 4.1 km × 3.3 km × 1.8 km and the smaller one with 2.6 km × 2.3 km × 1.8 km. The
contact binary is likely the outcome of a soft, low-velocity collision of two bodies (�gure from
ESA/Rosetta/NAVCAM).

suggest that porosity has a big impact on crater formation, impact ejecta, catastrophic events,

and so forth. Mathilde, a C-type asteroid with a size of 66 km×48 km×46 km, has a measured

13
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Figure 1.8: Arrokoth is made up of two lobes, Ultima the larger one with dimensions
22 km × 20 km × 7 km and Thule the smaller one with 14 km × 14 km × 10 km (�gure from
ASA/Johns Hopkins University Applied Physics Laboratory/Southwest Research Institute).

bulk density of ∼1300 kg/m3 and a porosity of ∼50% (Veverka et al. 1999; Britt et al. 2002).

Collisions and impacts have always been and will always be shaping the faces of all solid bodies

in each star system. They can range from µm up to hundreds of km sized objects. Di�erent

material and collision parameters have various in�uences on the outcome:

• Impact velocity: Slow collisions (v ∼ cm/s) only slightly deform the bodies and hardly

any fragmentation takes place. The deformation is mainly elastic and a negligible amount

of energy is dissipated. For fast cases (v ∼ km/s), the colliding bodies can shatter into

small fragments with high amounts of dissipated energy and strong plastic deformations.

• Porosity: It is the ratio between the volume of the void spaces in the material and its

total volume. Therefore, the more porous a material the more void spaces it has. During

a collision, the material undergoes compaction and the void spaces get reduced while

dissipating energy.

• Material strength: The higher the strength of a body the less deformation and fragmen-

tation takes place.

• Body size: Large bodies have stronger gravitational forces and thus higher escape veloci-

ties. Therefore, the bodies hold together more easily during collisions since the particles

are gravitationally bound.

14
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Figure 1.9: Chariklo has an equivalent radius of 124 km, its two rings have orbital radii
of 391 km and 405 km as well as optical depths of 0.4 and 0.6. They may originate from a
debris disk, which is likely surrounded by kilometer-sized satellites. (�gure from ESO/L.
Calçada/M. Kornmesser/Nick Risinger).

1.3 Outlook

In the next chapter, we will give a general introduction to porosity. Chapter 3 introduces the

numerical method SPH as well as more details regarding certain models, e.g., solid body physics

or porosity. Chapter 4 contains all publications and puts them into the context of this thesis.

In the last chapter, we will draw a conclusion regarding new possibilities with the code and

the insights gained throughout the compilation of this thesis, as well as give an outlook about

future work and improvements.
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Chapter 2
Porosity

Porosity Φ describes the fraction of void spaces Vv over the total volume Vtot resulting in

Φ = Vv/Vtot. Since the volume of the void spaces ranges from 0 to Vtot, the porosity ranges

from 0 to 1 or, in terms of percentages, from 0% to 100%.

Porosity can be split mainly into two di�erent types: macroporosity and microporosity. The

�rst type, macroporosity, describes the void spaces in the material as actual holes. This is the

case for large voids where the medium can no longer be considered isotropic and homogeneous

with respect to �elds of importance like the shock front. Therefore, the material is described

consisting of areas with zero density (voids) and areas with densities that equal the matrix

(solid) material. Microporosity describes a sub-resolution porosity for which the density of the

material is reduced by a certain factor compared to the matrix material as material and void

are indistinguishable. Thus, void spaces are homogeneous and isotropically distributed within

the matrix material, and thereby the material has an overall lower density. Figure 2.1 shows

the macroporosity on asteroid Itokawa with �ne gravel and large boulders. Figure 2.2 depicts

in picture (a) the porosity in perlite and sand as well as the highly porous nature of pumice

demonstrated by a scanning electron microscope (SEM) of a single pumice particle in (b).

No matter the formation channel, a body will always contain a certain degree of porosity as

long as it is not purely monolithic. Small bodies in our Solar System are porous, as mentioned

previously in chapter 1.2.1. They can contain both micro- and macroporosity. Microporosity

results from voids and pores surviving the early formation,as well as post-lithi�cation fractures

due to collisions. Macroporosity is represented by large-scale voids and fractures onthe surface

of small bodies, which are likely due to their impact history. The degree of macroporosity is an

indication for their internal structure. For low porosity values they are solid, compact objects

and for high values the objects are loosely combined, e.g., rubble piles held together by gravity

(Richardson et al., 2002).

In addition, the importance and in�uence of porosity has been discussed in 1.2.2. We explained

that the porosity is not negligible when it comes to crater formation, collisions and the resulting

deformation.

We distinguish between two di�erent velocity regimes regarding impacts. One is for very slow
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impacts with velocities of some cm/s or m/s and the other is for very fast impacts with velocities

in the range of hundreds of m/s up to km/s. The slow impacts occur in a protoplanetary disk

between dust agglomerates. Their relative velocity results from Brownian motion, gas turbu-

lences and di�erential drift motions, which depend on the size and density of the agglomerates

(Weidenschilling & Cuzzi 1993 and Weidling et al. 2009). Another occurrence is the merging

of asteroids in the Kuiper belt that form contact binaries. Billions of years ago, these collisions

were probably much more prevalent due to most KBOs being on comparable orbits, which were

more circular and close to the ecliptic. Nowadays, they are more scarce and also tend to be

catastrophic because of their more elliptical and tilted orbits. This is exactly a scenario for

high velocity impacts since these collisions tend to be in the regime of some km/s leading to

high degrees of deformation and fragmentation. Of course, that is not only the case for objects

in the Kuiper belt but also for the main asteroid belt.

This thesis researches porous bodies and pores in asteroids and comparable objects, which can

be very small, even thinner than the shock front width. Therefore, we use a model that describes

a sub-resolution porosity, which is explained in chapter 3.3 as well as in the publications.

The porosity Φ is described using the volumes Vtot, Vv, and Vs as the total, the void, and the

solid volumes, respectively. Together with the �lling factor φ they are de�ned as follows

Φ =
Vv
Vtot

and φ =
Vs
Vtot

. (2.1)

The quantities are related via

φ =
Vs
Vtot

=
Vtot − Vv
Vtot

= 1− Vv
Vtot

= 1− Φ. (2.2)

With the porous density ρ and the solid density ρs, the �lling factor reads

φ =
Vs
Vtot

=
Vtot − Vv
Vtot

=
ρ

ρs
. (2.3)
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Figure 2.1: These four images show di�erent kinds of porosities on Itokawa. A and B de-
pict smooth terrain probably formed by one individual crater or a group of craters with �ne
and loose gravels �lling them. C shows large, rounded boulders which are stably orientated
against local gravity. The white triangles in D mark a crater candidate with the disrupted
rim and �at �oor (�gure from Miyamoto et al. 2007).
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Figure 2.2: Examples of raw materials used in experiments by Housen et al. (2017). (a) Per-
lite and sand are mixed in a speci�c proportion in order to reach the desired porosity. The
length scale is in cm, which is illustrated by a polyethylene cylindrical projectile. The �g-
ure to the right shows the angular nature of the Lane Mountain 20/30 sand. (b) The left
side depicts granular pumice with sizes ranging from 2 to 4 mm. On the right side is a highly
porous individual pumice particle shown with a SEM image (�gure from Housen et al. 2017).
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Chapter 3
Numerics

This section introduces the numerical methods used for all simulations throughout this thesis.

The strengths and weaknesses are described concisely. Most of the explanations of the schemes

can be found in the publications and are referenced here.

3.1 Smooth Particle Hydrodynamics

Smooth Particle Hydrodynamics (SPH) is a numerical method to solve the hydrodynamic

equations, which was �rst described by Lucy (1977) and Gingold & Monaghan (1977). It is

a meshless Lagrangian particle method describing the �uid or solid body as many discretized,

small mass packages. They can interact with each other and are called particles, but they

are just the sampling points of the scheme and must not be mistaken for real particles. For

example, the density at a certain coordinate x is not only given by the contribution of the SPH

particle at that coordinate but by all surrounding SPH particles. The contribution of every

particle is weighted using the smoothing kernel W which will be introduced in eq. (3.2). The

particles follow the Lagrangian equation of motion like point masses. They represent the �uid

or solid body and thus contain important information like mass, density, pressure, and energy.

Due to the fact that the particles move according to the equation of motion and are not bound

by a grid, SPH is a very suitable scheme for complex geometries.

It was �rst used in astrophysics to solve the hydrodynamic equations for compressible �ows.

Nowadays, the method is used for a wide range of problems, e.g., to perform cosmological

simulations, to simulate avalanches and granular media (Yu et al. 2018; Bui et al. 2008) or to

tackle magneto-hydrodynamical problems (Price, 2012). The standard method was extended to

include solid state mechanics (Libersky & Petschek 1991; Benz & Asphaug 1994). For further

usage of the numerical method SPH and its �elds of application see chapter 1 in Schäfer et al.

(submitted).

In comparison to di�erent numerical schemes, the SPHmethod provides various bene�ts (Speith,

2006) with the most relevant ones being:

• It is a very sturdy numerical scheme.

• Due to the meshless Lagrangian particle method, large deformations are handled easily.
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• Breaking (e.g., of rocks) is modelled naturally by splitting particle groups.

The main drawbacks coming with this method are the following:

• The robustness unfortunately can cause problems due to non-physical e�ects, which can

lead to instabilities but they do not crash the code.

• Compared to grid-codes the spatial resolution is generally lower.

• The level of noise is rather high compared to other numerical methods.

The main concept of this method is the construction of a set of ordinary di�erential equations

from a set of partial di�erential equations (PDE). This is realized by using a kernel interpolation,

in particular for the PDE of hydrodynamics.

Here, f(x) is an arbitrary function at position x, which can be expressed via the delta function

δ(x) and reads

f(x) =

∫

V

f(x′)δ(x− x′) d3x′. (3.1)

Approximating the function f(x) leads to

〈f(x)〉 =

∫

V

f(x′)W (x,x′;h) d3x′, (3.2)

with the kernel function W (x,x′;h) and the smoothing length h. The latter is a measure of

the width of the kernel, thus representing the range of the interaction. The following relations

have to be satis�ed by the kernel function

lim
h→0

W (x,x′;h) = δ(x− x′), (3.3)

as well as ∫

V

W (x,x′;h) d3x′ = 1. (3.4)

It is advantageous to choose a spherically symmetric kernel function which reads

W (x,x′;h) = W (|x− x′|;h) = W (r̃;h), (3.5)

with r̃ denoting the distance between the positions x and x′. If the spherically symmetric kernel

converges fast to zero for large x′, then it satis�es the following two equations

∫

V

∇′W (r̃;h) d3x′ = 0, (3.6)

and

∇W (r̃;h) = −∇′W (r̃;h). (3.7)
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These equations allow for the approximation of partial derivatives of a function f

〈
∂f(x)

∂xα

〉
=

∫

V

f(x′)
∂W (r̃;h)

∂xα
d3x′. (3.8)

Due to the fact that the function f in most cases is only given as numbers at some discrete

points in space, the integration is only solvable numerically. Thus, the approximation of the

integral is given by a sum calculated at discrete values with weighting factors. This results in

the summation over all SPH particles. The particle density n can be de�ned as

n(x) :=

Np∑

j=1

δ(x− xj), (3.9)

where Np is the number of randomly distributed particles with positions xj and functions f(xj)

as well as the index j = [1, ..., Np]. Using the characteristics of the kernel, the limit of the

particle density for a vanishing smoothing length can be written in the following way

lim
h→0
〈n(x′)〉 = lim

h→0

Np∑

j=1

W (x′,xj;h) = n(x′). (3.10)

Thus, n(x′)/ 〈n(x′)〉 is an approximation of 1 (Laguna, 1995). Now, we can execute the inte-

gration for eq. (3.2) and eq. (3.8). As a result, approximating f(x) gives

〈f(x)〉 =

Np∑

j=1

f(xj)

〈n(xj)〉
W (x,xj;h). (3.11)

Introducing the particle mass mj as

mj :=
ρj
〈nj〉

, (3.12)

where n is the particle density and ρ the mass density, simpli�es this further. Finally, the

following equation is obtained

fi =
∑

j

mj

ρj
fjWij(h), (3.13)

with its partial derivative
∂fi
∂xαi

=
∑

j

mj

ρj
fj
∂Wij(h)

∂xαi
, (3.14)

using the common abbreviations fi = f(xi) and Wij(h) = W (xi,xj;h). The summation is not

over all particles but just the respective interaction partners of particle i. For a more elaborated

explanation and derivation look, e.g., into Schäfer (2005) or Speith (1998).

3.1.1 Hydrodynamic equations

In this part, we present and explain the important hydrodynamical equations and their repre-

sentations in the SPH formalism.
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The density can be calculated with the SPH sum (3.13) and fi = ρi via the simple form

ρi =
∑

j

mjWij. (3.15)

The particles residing on the edges of a solid body have less interaction partners, which leads

to a lower density for particles with �xed smoothing lengths. However, this is problematic

since the Tillotson or Murnaghan equation of state (EOS) calculates the pressure p using the

ratio of the density ρ and the initial density ρ0. Thus, p = 0 is only the case for one density.

The pressure for the particles on the edges would not vanish, e�ectively leading to a force.

Therefore, the body would not be in a stable state. In order to avoid this, the continuity

equation is integrated using the SPH scheme.

Continuity equation

The continuity equation describes the conservation of mass and reads in Lagrangian form

dρ

dt
+ ρ∇ · v = 0. (3.16)

The formulation by Randles & Libersky (1996) is as following

dρi
dt

= −ρi
∑

j

mj

ρj
vj · ∇iWij(h). (3.17)

After adding a zero to the right-hand side, we obtain the continuity equation that is used

throughout this thesis for solid body simulations

dρi
dt

= −ρi
∑

j

mj

ρj
(vj − vi) · ∇iWij(h). (3.18)

Conservation of momentum

The Euler equation represents the conservation of momentum. In Lagrangian formalism and

without an external force, it is represented by the following equation

dv

dt
= −1

ρ
∇p. (3.19)

Using some general relations and applying the SPH formalism, it follows

dvi
dt

= −
∑

j

mj

[
pi
ρ2i

+
pj
ρ2j

]
∇iWij(h). (3.20)

Conservation of internal energy

The following equation conserves the speci�c internal energy u

ρ
du

dt
= −p∇ · v. (3.21)

24



CHAPTER 3. NUMERICS

Translating it into the SPH formalism leads to the following equation

dui
dt

=
1

2

∑

j

mj

[(
pi
ρ2i

+
pj
ρ2j

)] (
vαi − vαj

) ∂Wij(h)

∂xαi
. (3.22)

3.1.2 Solid body mechanics

The perfectly elastic behaviour of a solid body is based on Hooke's law and the implemented

basic equations are presented in chapter 2.3 in Schäfer et al. (submitted) and chapter 2.2 in

Wandel et al. (2017) following the concepts and ideas of Stellingwerf & Wingate (1994) and

Benz & Asphaug (1994).

3.2 Physical and numerical models

This section shortly describes the other models included in our simulations, which are mentioned

for the sake of completeness and are described in more detail in the aforementioned publications.

3.2.1 Equation of state

An EOS gives a relation between the thermodynamic state variables and completes the system

of PDEs. It relates the pressure, density, and temperature or internal energy of a speci�c

material. For di�erent physical problems and simulations, various EOS are applied since no

EOS can be used universally for all materials under all circumstances. Following EOS are

available: liquid EOS, the Murnaghan EOS, the Tillotson EOS, a polytropic gas EOS, an

isothermal gas EOS, an ideal gas EOS as well as ANEOS. For a more detailed description see

chapter 2.6 in Schäfer et al. (submitted).

3.2.2 Strength models

Perfectly elastic behaviour of solid bodies is not realistic in many cases. The deformation

becomes plastic as soon as the applied strain surpasses the elastic limit. We have three di�erent

plasticity models at our disposal for di�erent simulations, which are the von Mises yield stress

model, the Drucker-Prager yield and the Mohr-Coulomb yield criterion, as well as a pressure

dependent yield stress combined with the fragmentation model. They are described in chapter

2.4 in Schäfer et al. (submitted).

3.2.3 Fragmentation model

We use the Grady-Kipp fragmentation model to treat fracture and brittle failure (Grady &

Kipp 1980 and Benz & Asphaug 1995). It is based on �aws which are assigned to the SPH

particles throughout the body. They follow a Weibull distribution with parameters that depend

on the material. More details can be found in chapter 2.3 in Wandel et al. (2017). This model

is solely for tensile damage but due to porosity and the compaction coming along with it, a

compression part is added and presented in chapter 2.4 in Wandel et al. (2017).
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3.3 Porosity models

Three porosity models have been implemented into our graphics processing unit (GPU) SPH

code miluphcuda (Schäfer et al., submitted). These models describe the porosity on a micro-

scopic level with pore sizes below the spatial resolution. This implies that there are no real

voids inserted into the initial distribution but instead we have an isotropic and homogeneous

porosity.

The three porosity models are:

• The P -α model by Herrmann (1969), which was later modi�ed by Jutzi et al. (2008).

The underlying idea behind this model is to divide the change in volume within a porous

material into two parts: on the one side is the pore collapse of the porous material and

on the other there is the compression of the solid matrix material. Hence, we introduce a

so called distention parameter α = ρs/ρ calculating the porous pressure P from the solid

pressure Ps with P = 1/α ·Ps(αρ, u). A short description can be found in chapter 2.5.1 in

Schäfer et al. (submitted) and a more detailed one in chapter 2.4 in Wandel et al. (2017).

• The ε-α model, for which the main di�erence to the above mentioned model lies in the

calculation of α (Collins et al., 2011). Instead of the pressure it uses the volumetric strain

εV , thus removing the iterative nature of the P -α model. The volumetric strain is given

by dividing the change in volume by the initial volume for small changes. It is used in the

same research �eld as the P -α model and can be easily used with ANEOS, which is an

analytical equation of state for shock physics codes. This model is explained in chapter

2.5.2 in Schäfer et al. (submitted).

• The Sirono model by Sirono (2004) and later modi�ed by Geretshauser et al. (2010). This

model is limited to isothermal compression, thus to a low velocity regime of up to some

m/s, and is described in chapter 2.5.3 in Schäfer et al. (submitted).
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Publications

All publications composed in the context of this thesis are presented in the following chapter.

The publications consist of various studies regarding porous small bodies in our Solar System.

They strongly di�er in the velocity of the collision and the size ratio of the two bodies. We also

vary the porosity as well as the material strengths accordingly. Therefore, a large �eld of small

body collisions have been studied in this work resulting in the following publications, which

were reproduced with the respective permissions:

• Wandel, O. J., Schäfer, C. M. and Maindl, T. I.: Collisional fragmentation of porous

objects in planetary systems. In T. I. Maindl, H. Varvoglis & R. Dvorak (Eds.) The First

Greek-Australian Workshop on Extrasolar Planetary Systems, (pp. 225-242) (2017).

• Haghighipour, N., Maindl, T. I., Schäfer, C. M. and Wandel O. J.: Triggering the Acti-

vation of Main-belt Comets: The E�ect of Porosity. The Astrophysical Journal, 855(1),

60 (2018). http://dx.doi.org/10.3847/1538-4357/aaa7f3.

• Grishin, E., Malamud, U., Perets, H. B., Wandel O. and Schäfer C. M.: The wide-binary

origin of (2014) MU69-like Kuiper belt contact binaries. Nature, 580(7804), 463-466

(2020). https://doi.org/10.1038/s41586-020-2194-z.

• Schäfer, C. M., Wandel, O. J., Burger, C., Maindl, T. I., Malamud, U., Buruchenko,

S. K., Sfair, R., Audi�ren, H., Vavilina, E. and Winter, P. M.: A Versatile Smoothed

Particle Hydrodynamics Code for Graphic Cards. Astronomy & Computing (submitted).

Wandel et al. (2017) present an introduction to the SPH formalism, the implementation of the

P -α porosity model into the code, as well as a study regarding the formation of crater Stickney

on the Mars moon Phobos. Phobos is simulated as an ellipsoid made up of porous basalt,

whereas the impactor is a slightly porous basalt sphere with a radius of the order of some

hundred meters. The study includes high impact velocities vimp between 6.5 km/s and 8.5 km/s

(all super-sonic) as well as a selection of impactor radii rimp, impact angles, and porosities.

The high impact velocities in combination with a relatively big projectile, in comparison to the

target, leads to a large crater.

This paper was written in collaboration with Christoph M. Schäfer and Thomas I. Maindl. All
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simulations were conducted by myself, as well as the main parts of the analysis, the interpreta-

tion and the composition of most parts of the manuscript. Christoph M. Schäfer and Thomas

I. Maindl contributed to all parts of the publication. The former concentrated mainly on the

analysis and conclusion section and the latter on the scienti�c ideas.

In Haghighipour et al. (2018), we investigate impacts into MBCs and thus the possibility to

trigger their activation. The target (MBC) is km-sized with a m-sized impactor. Four di�erent

simulation cases have been carried out:

• A rocky and non-porous target.

• A non-porous target with 50% water-mass fraction of non-porous ice.

• A rocky and porous target with 50% porosity.

• A 50% porous target containing 50% water-mass fraction of 50% porous ice.

The impactor and the solid part of the target are regarded as basalt. Impact velocities are in

the range of some km/s, since the mean impact velocity in the main belt is ∼5.3 km/s (Bottke

et al., 1994). Due to the high impact velocities, the deformation is mainly in the plastic regime.

This paper was written in collaboration with Nader Haghighipour, Thomas I. Maindl, and

Christoph M. Schäfer. Most of the simulations were done by myself, the other simulations by

Thomas I. Maindl. The publication was mainly written by Nader Haghighipour with excep-

tions to the section about SPH simulations and initial set-up, which was written by myself. The

section about the results were mainly written by Christoph M. Schäfer and Thomas I. Maindl.

The analysis and interpretation of the simulations were mostly done by Thomas I. Maindl and

myself.

Grishin et al. (2020) is the third paper of this thesis and has recently been published in Na-

ture. We point out the possibility of forming contact binaries, e.g., the KBO MU69, through

semi-secular Lidov-Kozai oscillations. This formation channel is able to explain such slightly

deformed objects due to the very slow and gentle merging of two objects. In our example, the

two objects Ultima and Thule that make up MU69 are simulated as ellipsoids. They collide in a

velocity range around their combined escape velocity of ∼4.42 m/s. Therefore, we have a very

slow (subsonic) collision and the deformation happens mainly in the elastic regime.

This publication was written in collaboration with Evgeni Grishin, Uri Malamud, Hagai B.

Perets, and Christoph M. Schäfer. Evgeni Grishin led the project and performed the analytic

calculations, as well as ran and analysed the N-body simulations. Uri Malamud had the leading

role in the hydrodynamical modelling as well as its analysis and wrote most of the hydrody-

namical section. Hagai B. Perets initiated and supervised the publication. The main ideas and

concepts for this project was from him and he took part in all of the analysis. I conducted

the hydrodynamical simulations, as well some parts of the analysis afterwards. Christoph M.

Schäfer supervised the hydrodynamical simulations and is the main developer of the code used

for the simulations. The main text of the publication was written by Evgeni Grishin and Hagai

B. Perets.

In Schäfer et al. (submitted), we present an updated version of our GPU SPH code miluphcuda

together with validation calculations, examples, and possible scenarios that the code can han-

dle. The SPH method is explained further regarding solid body mechanics and the di�erent
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strength models. We also discuss the Tillotson equation of state that is used throughout this

thesis.

This publication was written in collaboration with Christoph M. Schäfer, Christoph Burger,

Thomas I. Maindl, Uri Malamud, Sergey K. Buruchenko, Rafael Sfair, Hugo Audi�ren, Evita

Vavilina, and Philip M. Winter. Christoph M. Schäfer led the project, had the main ideas and

concepts, did a lot of validation simulations as well as calculations and wrote the main text.

The text about the porosity models as well as the simulations and analysis of them was done by

myself. I also contributed to most parts of the publication especially to the �rst three sections.

The text, the simulations for the direct N-body - SPH hybrid section, as well as the forma-

tion of massive exomoons of super-terrestrial exoplanets were conducted by Christoph Burger.

Thomas I. Maindl contributed to the whole project and is one of the main developers. Sergey

K. Buruchenko wrote the section about high-speed dynamics and conducted the simulations for

this part. Rafael Sfair wrote the text about ring structures around Chariklo and Haumea and

did the simulations for this section. Hugo Audi�ren wrote the section about circumbinary disk

evolution and did the simulations mentioned there. Evita Vavilina contributed to the review

and some editing parts. Philip M. Winter wrote the section about the viscously spreading ring.
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Abstract. We investigate the formation of the crater Stickney on the Mars moon
Phobos. With 9 km in width, Stickney is the largest crater on Phobos. Our goal is
to tighten the parameter space regarding the possible scenarios to form Stickney.
Therefore, we performed Smooth Particle Hydrodynamics (SPH) simulations with
varying impact velocity, impact angle, radius of the impactor as well as the degree
of porosity. Our simulations show that the impactor radius rp was smaller than
500 m. They further indicate, that the impactor was very likely around 300 m to
400 m with an impact velocity vp between 6.5 km/s and 8.5 km/s. In addition, our
results point to a porosity of around 25%. Regarding the topology of Stickney
and our simulations, the impact angle was most likely rather steep.

Keywords. simulations: numerical, porosity, crater, impact, Phobos, Stickney

1 Introduction

Phobos is the larger (26.1 km × 22.8 km × 18.3 km, Willner et al. 2014)
and inner (≈ 6200 km from the Mars surface) one of the two satellites
orbiting Mars. Its origin is rather uncertain. With its density, shape and
spectral characteristics being similar to primitive C-type asteroids (Thomas
D. Jones et al., 1990) it was proposed that Phobos had its origin in the
middle or outer Main Belt (Veverka et al., 1978). With regard to the
dynamics it is challenging to explain how asteroids can get permanently
captured into an orbit around Mars. Thus, Giuranna et al. (2011) proposed
that Phobos formed in-situ and has been orbiting Mars since its formation.
Phobos is exposed to strong tidal forces and experiences some dynamical
friction, implying that its current orbit is unstable and continues to shrink,
which leads to the conclusion that Phobos was in a higher orbit in the
past (Burns, 1978). With all these uncertainties of the dynamical history
of Phobos, Schmedemann et al. (2014) suggested two extreme cases with
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the one case being the scenario where Phobos has been in its current orbit
since its formation and the other case in which Phobos was captured by
Mars recently. To describe the two cases, different impact velocities were
assumed. For the first case the impact velocity was ≈ 8.5 km/s and for the
second case it was ≈ 5.3 km/s.

Phobos’ leading hemisphere is dominated by the considerably largest
crater on the surface, Stickney, with a diameter of roughly 9 km. There-
fore, Stickney is of the order of Phobos’ effective radius. In this work
we model the formation of the impact crater Stickney using the SPH code
miluphcuda (Schäfer et al., 2016). Specifically we consider different scenar-
ios (impact velocity vp, impact angle φ, radius of the impacting projectile
rp and degree of porosity) that could form the well-studied crater in order
to gain more insight about the scenario and settings needed to form Stick-
ney. We are also interested in the impact geometry and we want to improve
our understanding on the formation of large craters on small bodies. Fur-
thermore, simulation results could help in discriminating between multiple
hypotheses that have been suggested to explain the origin of Phobos.

2 Model

The simulations in this work were performed with the SPH code using
700.000 particles in 3D. For calculating the pressure we use the Tillot-
son equation of state (EOS) (Tillotson, 1962) with material parameters
from Benz & Asphaug (1999) and the initial densities ρ0,t = 2350 km/m3

for Phobos and ρ0,p = 2500 kg/m3 for the impactor. Fragmentation is
included using the damage model by Grady & Kipp (1980) with an addi-
tional part coming from the porosity to include fracture during compression
(see Section: 2.4). A simple strength model which is widely used to de-
scribe plasticity (Mises, 1913) is used. Phobos being between 25% and 35%
porous (Andert et al., 2010), as well as the impactor being an estimated
10% porous (derived from the average meteorite types Britt et al. 2002),
it is unavoidable to use a porosity model. Therefore, to describe porous
material we include the modified P -α model by Jutzi et al. (2009). It mod-
els porosity on a microscopic scale giving every SPH particle an individual
porosity.

Throughout this paper, the Einstein summation rule is used, Greek
indices denote spatial coordinates and run from 1 to 3.
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2.1 Hydrodynamic equations

2.1.1 Continuity equation

The continuity equation describes the conservation of mass and reads in
Lagrangian form

dρ

dt
+ ρ

∂vκ

∂xκ
= 0, (1)

where ρ represents the density and v the velocity of the solid body or fluid.

2.1.2 Conservation of momentum

The conservation of momentum in continuum mechanics for a solid body
in Lagrangian form is represented by the following equation

dvκ

dt
=

1

ρ

∂σκλ

∂xλ
, (2)

where σκλ denotes the stress tensor given by the pressure P and the devi-
atoric stress tensor Sκλ

σκλ = −Pδκλ + Sκλ, (3)

with the Kronecker delta δκλ.

2.1.3 Conservation of internal energy

The following equation conserves the specific internal energy u

du

dt
= −P

ρ

∂vκ

∂xκ
+

1

ρ
Sκλε̇κλ, (4)

where ε̇κλ is the strain rate tensor for small deformations

ε̇κλ =
1

2

(
∂vκ

∂xλ
+
∂vλ

∂xκ

)
. (5)

2.2 Constitutive equations

The elastic behavior of a solid body is based on Hooke’s law and leads in
three dimensions to

Sκλ ≈ 2µ

(
εκλ − 1

3
δκλεγγ

)
, (6)
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with the material dependent shear modulus µ and the strain tensor εκλ.
The time evolution can then be written as follows

d

dt
Sκλ = 2µ

(
ε̇κλ − 1

3
δκλε̇γγ

)
+ rotation terms. (7)

The rotation terms are needed since the constitutive equations have to
be independent from the material frame of reference. There are various
possibilities to achieve this. The usual approach for particle codes is the
Jaumann rate form. The rotation terms of the Jaumann rate form are

SκγRγλ −RκγSγλ, (8)

with the rotation rate tensor

Rκλ =
1

2

(
∂vκ

∂xλ
− ∂vλ

∂xκ

)
. (9)

2.3 Damage model for brittle material

The tension damage model we use was developed by Grady & Kipp (1980)
and is based on the presence of incipient flaws in the material and on crack
propagation under increasing strain. If an applied force on a solid brittle
body is large enough, the atomic bonds can break and the material begins
to fracture and develop cracks. The active flaws are distributed using the
Weibull distribution (Weibull, 1939)

n(ε) = kεm, (10)

where n is the number of flaws per unit volume with failure strains lower
than ε and the two Weibull parameters k and m. Common values for
basalt are k = 1061 m−3 and m = 16 (Nakamura et al., 2007). The scalar
parameter damage D is 0 for undamaged material and 1 for fully damaged
material that can not undergo any tension or deviatoric stress. Damage
reduces the strength under tensile loading and shear and the stress tensor
σκλ is decreased by the factor (1−D)

σκλ = −Pδκλ + (1−D)Sκλ, (11)

where the pressure P is also reduced by (1 −D) but only for p < 0 since
this only applies for tensile forces.



Collisional fragmentation 229

2.4 Porosity

The implemented porosity model is the so called P - α model (Herrmann,
1969) which was modified by Jutzi et al. (2009). The concept behind the
P - α model is the separation of the volume change in a porous material
into the pore collapse of the porous material and the compression of the
matrix material. The distention is defined by following equation

α =
ρs
ρ

=
1

1− Φ
, (12)

where ρ is the density of the porous material, ρs the density of the corre-
sponding matrix material and Φ the porosity. We gain the pressure of the
porous material using the empirically found equation using the distention
α and the pressure of the solid material Ps (Carroll & Holt, 1972)

P =
1

α
Ps(ρs, Es) =

1

α
Ps(αρ,E), (13)

where ρs and Es are the density and the energy of the solid and ρ and E
of the porous material. The last equation is gained using Eq. 12 and the
assumption that the energy of the surface pores are neglected and therefore
the energy of the porous material equals that of the solid material (E = Es).

The pressure is a function of the density, the energy and the distention
P (ρ,E, α) and is calculated with the Tillotson EOS (Tillotson, 1962).

Normally, the change of the distention is divided into two parts: on the
one hand the elastic part where the change of the distention is reversible,
and on the other hand the plastic part with an irreversible change. For the
elastic regime the distention changes only slightly and therefore dα/dP is
often assumed to be zero. If not mentioned otherwise, the elastic change
of the distention with regard to the pressure is set to zero. In the plastic
regime the distention α is computed

α(P ) =





(αe − αt) (Pt−P )n1

(Pt−Pe)n1
+ (αt − 1) (Ps−P )n2

(Ps−Pe)n2
+ 1 if Pe < P < Pt

(αt − 1) (Ps−P )n2

(Ps−Pe)n2
+ 1 if Pt ≤ P < Ps

1 if P ≥ Ps,
(14)

where Pe is the pressure where the transition from the elastic to the plastic
regime happens, Ps the pressure where the porous material is fully com-
pacted and the density equals the matrix density, resulting in α = 1, and
the pressure Pt indicates a transition between the two regimes with different
slopes n1 and n2 (Jutzi et al., 2009). The distentions αe and αt correspond
to the points where the pressure equals Pe and Pt, respectively. The pa-
rameters were gained through the fitting of the function to the crush-curve
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Table 1. Parameter table of the crush-curve fitted to the experiment.

Pe[N/m
2] Pt[N/m

2] Ps[N/m
2] α0 αt n1 n2

1.0× 106 6.80× 107 2.13× 108 4.64 1.90 12 3

Figure 1. Relation between the distention α and the pressure P . The
three regimes of the crush-curve as well as the total crush-curve for an initial
distention of α0 = 3.0 is shown. The blue line shows the regime for a pressure
P between Pe and Pt, the green line between Pt and Ps and the red line for
a pressure above Ps. The yellow line shows the total crush-curve.

of porous pumice, using a compression testing machine (for more details
see Jutzi et al. 2009). The fitted parameters of the crush-curve are in Ta-
ble 1. The crush-curve was fitted to an initial distention of α0,fit = 4.64,
which needs to be rescaled for the initial distention used in the specific
simulation. Thus, to rescale the equations a correction factor is multiplied
to each term except the 1, which is

χ =
α0,sim − 1

α0,fit − 1
(15)

with α0,sim as the initial distention of the specific simulation and α0,fit as
the initial distention of the fitted crush-curve. Figure 1 shows the relation
between the distention α and the pressure P . Depending on the pressure,
the distention changes accordingly. Since we are interested in the time
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evolution of the distention, we can calculate it using the equation

α̇ =
dα

dP

dP

dt
. (16)

The derivative dα/dP is given by

dα

dP
=

{[
dα
dP

]
elastic

if P < Pe or dP ≤ 0[
dα
dP

]
plastic

otherwise,
(17)

which is just a case distinction between the elastic and the plastic regime,
as well as the assumption that unloading (from a partially compacted)
state is elastic. The derivative dα/dP reads

dα

dP
=





−n1χ(αe − αt) (Pt−P )n1−1

(Pt−Pe)n1
− n2χ(αt − 1) (Ps−P )n2−1

(Ps−Pe)n2
if Pe < P < Pt

−n2χ(αt − 1) (Ps−P )n2−1

(Ps−Pe)n2
if Pt ≤ P < Ps

0 if P ≥ Ps.
(18)

The time evolution of the pressure dP/dt can be written as

dP

dt
=

(
∂P

∂ρ

)

E,α

dρ

dt
+

(
∂P

∂E

)

ρ,α

dE

dt
+

(
∂P

∂α

)

E,ρ

dα

dt
. (19)

With the use of the relations ρs = ρα, P = Ps/α and E = Es, as well as Eq.
19 and Eq. 16, the final equation for the time derivative of the distention
can be calculated

α̇ =
Ė
(
∂Ps
∂Es

)
+ αρ̇

(
∂Ps
∂ρs

)

α+ dα
dP

[
P − ρ

(
∂Ps
∂ρs

)] dα

dP
. (20)

Therefore, we know how the distention evolves in time which enables us
to calculate the density of the matrix material at later times. Since the
Tillotson EOS is used for the porosity model, the parameters ∂Ps/∂Es
and ∂Ps/∂ρs are gained by deriving the Tillotson EOS. However, since the
equations always refer to the pressure of the matrix material, the density
in these equations also refers to the density of the matrix material and thus
is replaced by ρs = ρα.

In section 2.2 and 2.3, the deviatoric stress tensor Sκλ and the damage
D were introduced and need to be adapted to porous materials.

Because we used the density of the matrix material to calculate the
pressure we introduce a factor f for the deviatoric stress tensor

f ≡ [∇v]s
[∇v]

. (21)
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The motivation for this definition of the factor f is the fact that both, the
velocity divergence and the time derivative of the deviatoric stress tensor
are linear combinations of the spatial derivative of the components of the
velocity vector.

After using the continuity equation for the matrix material and for the
porous material, as well as using ρ̇s = α̇ρ+ αρ̇ we get

f = 1 +
α̇ρ

αρ̇
. (22)

The factor f is used to compute the time evolution of the deviatoric stress
tensor Sκλ for the porous material

dSκλ

dt
→ f

dSκλ

dt
. (23)

Since according to Eq. 21, the velocity divergence of the matrix is given
by

[∇v]s = f [∇v] , (24)

we obtain [
dSκλ

dt

]

s

= f

[
dSκλ

dt

]
. (25)

In addition to the multiplication by f , the deviatoric stress tensor Sκλ is
multiplied by α−1 as it is done with the hydrostatic pressure P . We finally
write the time evolution of Sλκ in the following form

d

dt

[
1

α
Sκλ

]
=

1

α

dSκλ

dt
− 1

α2
Sκλ

dα

dt
, (26)

where dSκλ/dt is modified according to equation (23).
As mentioned above, the damage model also needs to be adapted. In

the fragmentation model by Grady & Kipp (1980), the parameter damage
D also depends on the pressure P , which was divided by the distention
to account for porosity. First, since the volume of the matrix material is
smaller than the total volume for porous material, one needs to divide the
total volume by the distention and distribute the flaws with respect to the
actual volume of the matrix. Second a compaction part is introduced as
a linear correlation between the damage and the distention to account for
the distention change. This is assumed, because both variables are defined
as volume ratios. The boundary conditions for the relations are D = 0 for
α = α0 and D = 1 for α = 1 which leads to

D = 1− α− 1

α0 − 1
. (27)
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To avoid divergence for α = α0, we use a small quantity δD = 0.01 . After
normalizing the damage, the porous part of the time evolution of D1/d with
the dimension d is then given by

dD
1
d

dt
= −1

d

[
1− α−1

α0−1 + δD
] 1

d
−1

(1 + δD)
1
d − (δD)

1
d

1

α0 − 1

dα

dt
. (28)

Thus, the total time evolution of the damage is given by

(
dD

1
d

dt

)

total

=

(
dD

1
d

dt

)

tension

+

(
dD

1
d

dt

)

compression

, (29)

where the tension part comes from the normal fracture model by Grady &
Kipp (1980) and the compression part is the addition by Jutzi et al. (2009).
The sound speed for a porous material in this model is given by

c2
s =

∂

∂ρ
P (ρ,E, α) (30)

at constant entropy. For porous material using the Tillotson EOS it follows

c2
s =

α
(
∂Ps
∂ρs

)
+ Pρ−2

(
∂Ps
∂Es

)

α+ dα
dP

[
P − ρ

(
∂Ps
∂ρs

)] . (31)

In the end we have a relation between the distention α and the pressure P
which was measured for porous pumice. We have an equation which gives
us the time derivative of the distention, a modified deviatoric stress, an
additional term to the damage and a different sound speed.

At first, a new pressure, as well as the derivatives ∂Ps/∂ρs and ∂Ps/∂E
are calculated using the Tillotson EOS. Then, the change in pressure from
the previous time step to the current is calculated. With this we can
calculate the derivative dα/dP . After obtaining the change in distention
with regard to the pressure, we can calculate the sound speed, as well as
the factor for the deviatoric stress tensor. As soon as the integration of
the density and energy is done, we evolve the distention in time. The time
evolution of the damage is calculated last.

3 Simulations

The simulations performed in this work are chosen in a way that the pa-
rameter space of the impact scenario to create Stickney covers the extreme
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Table 2. Parameters for all impact simulations with the target Phobos
(ellipsoidal parameters a, b and c, density ρt and mass mt) and the impacting
projectile (density ρp, mass mp and distention αp).

Phobos data Source

a [km] 13.5 Willner et al. (2014)

b [km] 11.0 Willner et al. (2014)

c [km] 9.0 Willner et al. (2014)
ρt [kg/m3] 1880 Rosenblatt (2011)
mt [1016 kg] 1.05 (calculated)

ρp [km/m3] 2250 Britt et al. (2002)
αp 1.11 Britt et al. (2002)

cases. Phobos was modeled as an ellipsoid with parameters a, b and c and
the impactor was modeled as a sphere with radius rp. Table 2 shows the
fixed parameters and Table 3 shows the varied parameters. With two pro-
jectile radii, two impact velocities, two porosities and two impact angles
we get a total amount of 16 different simulations.

The impactor hits Phobos in the x − y plane. For the head on case
the impactor only has a velocity in x direction and hits Phobos on the
semi-major axis with y, z = 0. The 45◦ impact is also in the x − y plane
and the point of impact is still on the semi-major axis with y, z = 0 and to
this point of impact the angle is taken. Figure 2 and 3 show the geometry
of the impact simulations for the two angles.

We assumed a porosity of 10% for the projectile, regarding the average
meteorite types suggested by Britt et al. (2002). As for Phobos we assumed
a porosity of 20% and 33.3% to cover the parameter space taken from
Andert et al. (2010). The two impact velocities vp were 5.3 km/s and
8.5 km/s taken from Schmedemann et al. (2014). In the simulations the
radius of the impactor rp was 250 m and 500 m. For the impact angle φ we
chose 0◦ and 45◦ to get an impression of the impact influences for ellipsoidal
bodies and their resulting craters.

For the calculation of the crater depth and width we calculated the
particles which remain near the crater (with a velocity of vx < 4 m/s). We
chose this criteria, since the escape velocity of Phobos is roughly 11 m/s
and particles close to the escape velocity will not stay near the crater.
The crater depth was then calculated as the difference in height (x values)
between the highest and lowest point of the remaining particles and the
width as the difference in width (y values for φ = 0◦ and z values for
φ = 45◦) between the highest particles on both sides of the crater.
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c

a

vx

rp

z

x

Figure 2. Schematic geometry of the impact scenario for a head on scenario
with φ = 0◦. The x-axis and z-axis are shown, as well as the ellipse with the
semi-major axis a and semi-minor axis c. The impactor with radius rp has
only a velocity component in x direction vx.
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b

a

v
rp

y

x φ

Figure 3. Schematic geometry of the impact scenario with φ = 45◦. The x-
axis and y-axis are shown, as well as the ellipse with the semi-major axis a
and semi-minor axis b. The impactor with radius rp has a velocity component
in x and y direction with vx = vy.



Collisional fragmentation 237

Table 3. Varied parameters in the impact simulations are the impact angle
φ, the radius rp (and the resulting mass mp), the impact velocity of the
projectile vp and the distention αt of Phobos. Combining all variations, we
performed 16 simulations in total.

Phobos data Source

rp [m] 250 Bruck Syal et al. (2016)
mp [1011 kg] 1.47 (calculated)
rp [m] 500 Lucchetti et al. (2015)
mp [1011 kg] 11.78 (calculated)
φ [◦] 0 (head-on)
φ [◦] 45
vp [m/s] 5300 Schmedemann et al. (2014)
vp [m/s] 8500 Schmedemann et al. (2014)
αt 1.25 Andert et al. (2010)
αt 1.5 Andert et al. (2010)

4 Simulation results

Figures 5 to 7 show a slice of the x-z plane and Figure 8 of the x-y plane
at t = 150 s. Figure 4 shows the impact scenario with the low velocity, low
porosity and low impactor radius for the head on case. The crater is rather
shallow and not very wide. Compared to Stickney, it is far off. Figure 5
shows the same impact scenario with the higher impact velocity. The crater
is clearly wider and deeper than in the previous case. The crater width
is close to that of Stickney, yet still too narrow. The impact scenario in
Figure 6 shows the same as in the previous one but with the higher porosity.
Once again, the crater becomes deeper and slightly wider. For the more
porous case, we get much less ejected material. The impact scenario in
Figure 7 included the lower velocity and lower porosity, and with a larger
impactor radius. The crater differs strongly from the previous ones in both
width and depth. Compared to Stickney, one may conclude that the larger
impactor at the velocity has too much kinetic energy, resulting in a larger
crater. In Figure 8 the low impact velocity, the small impactor and the low
porosity simulation is shown with an impact angle of 45◦. The crater is
slightly deformed compared to the head on collision with one steeper and
one more shallow crater side. The crater depth and width do not differ a
lot from the head on impact results. In Table 4, we present the results
of our simulations. Those regarding the impactor with rp = 500 m and
vp = 8.5 km/s could not be evaluated since the crater was almost as wide
as Phobos itself and thus only one case was simulated and for the other
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Figure 4. Impact on Phobos with an impactor radius rp = 250 m, an impact
velocity of vp = 5.3 km/s and an impact angle of φ = 0 ◦. The distention of
Phobos was α = 1.25 which translates to a porosity of Φ = 20%. The resulting
crater was 5.1 km in width and 1.25 km in depth.

Figure 5. Impact on Phobos with an impactor radius rp = 250 m, an impact
velocity of vp = 8.5 km/s and an impact angle of φ = 0 ◦. The distention of
Phobos was α = 1.25 which translates to a porosity of Φ = 20%. The resulting
crater was 7.3 km in width and 1.6 km in depth.
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Figure 6. Impact on Phobos with an impactor radius rp = 250 m, an impact
velocity of vp = 8.5 km/s and an impact angle of φ = 0 ◦. The distention of
Phobos was α = 1.5 which translates to a porosity of Φ = 33.3%. The
resulting crater was 7.4 km in width and 1.9 km in depth.

Figure 7. Impact on Phobos with an impactor radius rp = 500 m, an impact
velocity of vp = 5.3 km/s and an impact angle of φ = 0 ◦. The distention of
Phobos was α = 1.25 which translates to a porosity of Φ = 20%. The resulting
crater was 11.0 km in width and 3.6 km in depth.
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Figure 8. Impact on Phobos with an impactor radius rp = 250 m, an impact
velocity of vp = 8.5 km/s and an impact angle of φ = 45 ◦. The distention
of Phobos was α = 1.25 which translates to a porosity of Φ = 20%. The
resulting crater was 6.2 km in width and 1.5 km in depth.

cases we did not simulate the large impactor with high velocity.

5 Conclusions

In this paper, we have presented a variation of simulations of impacts on
Phobos to investigate the formation of Stickney. Our goal was to discern
which impact parameters are realistic and to improve our understanding
on the formation of large craters on small bodies.

1. Regarding the impactor radius: We can clearly see in our simulations,
that an impactor with a radius of rp = 500 m results in a crater which
exceeds the crater depth and width of Stickney by far. Therefore, we
conclude that the impactor on Phobos had to be smaller than 500 m
and most probably larger than 250 m, since the resulting craters are
smaller than Stickney.

2. Regarding the impact velocity: Obviously, a higher impact velocity
leads to a deeper and wider crater. Therefore, it strongly depends on
the impactor radius to discern the velocity. For a larger impactor, a
slower and for a smaller impactor, a higher impact velocity is reason-
able.
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Table 4. Overview of the impact simulations including the radius of the
impactor rp, the distention α, the impact velocity vp, the impact angle φ and
the depth d and the width w of the resulting crater.

rp [m] α vp [km] φ w [km] d [km]

250 1.25 5.3 0 5.1 1.25
250 1.25 5.3 45 4.5 1.1
250 1.25 8.5 0 7.3 1.6
250 1.25 8.5 45 6.2 1.5
250 1.5 5.3 0 5.3 1.75
250 1.5 5.3 45 4.6 1.5
250 1.5 8.5 0 7.4 1.9
250 1.5 8.5 45 5.5 1.8
500 1.25 5.3 0 11.0 3.6
500 1.25 5.3 45 9.5 3.4
500 1.25 8.5 0 16.4 3.8
500 1.25 8.5 45 - -
500 1.5 5.3 0 10.1 3.8
500 1.5 5.3 45 9.7 3.2
500 1.5 8.5 0 - -
500 1.5 8.5 45 - -

3. Regarding the porosity: A more porous target leads to a deeper and
at most slightly wider crater. Thus, this also needs to be taken into
account to tighten the parameter space to form Stickney.

4. Regarding the impact angle: A head on impact forms a symmetric
crater, whereas an impact with a more shallow angle results in a
slightly deformed crater and the higher the velocity and/or the larger
the impactor, the stronger this effect becomes.

Taking the different parameters into account, we conclude, that the im-
pactor to form Stickney needs to be smaller than 500 m in radius. Our
resulting craters for the rp = 250 m impactor were a bit too narrow, even
with vp = 8.5 km/s, which would indicate that the impactor was at least
slightly larger. Realistically between 300 m and 400 m with a velocity
around 6.5 km/s to 8.5 km/s. With respect to the porosity, our results
suggest that Phobos is roughly 25% porous, as Stickney is wide and shal-
low and the effect of porosity on the crater depth is stronger than on the
crater width. The impact angle could not be pinpointed to a certain range.
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ABSTRACT

It has been suggested that the comet-like activity of Main Belt Comets is due

to the sublimation of sub-surface water-ice that is exposed when these objects are

impacted by meter-sized bodies. We recently examined this scenario and showed

that such impacts can in fact excavate ice and present a plausible mechanism for

triggering the activation of MBCs (Haghighipour et al. 2016). However, because

the purpose of that study was to prove the concept and identify the most viable

ice-longevity model, the porosity of the object and the loss of ice due to the

heat of impact were ignored. In this paper, we extend our impact simulations to

porous materials and account for the loss of ice due to an impact. We show that

for a porous MBC, impact craters are deeper, reaching to ∼ 15 m implying that

if the activation of MBCs is due to the sublimation of sub-surface ice, this ice has

to be within the top 15 m of the object. Results also indicate that the loss of ice

due to the heat of impact is negligible, and the re-accretion of ejected ice is small.

The latter suggests that the activities of current MBCs are most probably from

multiple impact sites. Our study also indicates that in order for sublimation from

multiple sites to account for the observed activity of the currently known MBCs,

the water content of MBCs (and their parent asteroids) needs to be larger than

the values traditionally considered in models of terrestrial planet formation.

Subject headings: methods: numerical – minor planets, asteroids: general
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1. Introduction

With orbital and dynamical properties characteristic of asteroids, and tails similar to

those of comets, Main-Belt Comets (MBCs) have attracted a great deal of interest since

their identification as activated asteroids by Hsieh & Jewitt in 2006. Most of the interest

in these objects is due to the implication that their comet-like activity is the result of the

sublimation of sub-surface volatiles, presumably water-ice. This, combined with results of

dynamical studies that suggest MBCs are native to the asteroid belt (see below), argues

strongly in support of the idea that water-carrying planetesimals and planetary embryos

from the outer part of the asteroid belt provided the majority of Earth’s water during its

formation.

At the time of this writing, 8 unambiguous MBCs were known1. Table 1 and figure

1 show these objects along with some of their physical and orbital properties. As shown

here, MBCs are km-sized bodies with orbits that are mainly in the outer part of the asteroid

belt. Dynamical studies by Haghighipour (2009, 2010) and Hsieh & Haghighipour (2016)

strongly suggest that these objects are most probably fragments of larger asteroids, and were

scattered to their current orbits through interactions with giant planets. This scenario is

also supported by the fact that three of these objects, namely, 133P/(7968) Elst-Pizzaro,

313P/Gibbs, and P/2012 T1 (PANSTARRS) are members of two asteroid families (Nesvorný

et al. 2008; Hsieh et al. 2013, 2015). We refer the reader to Haghighipour et al. (2016,

hereafter Paper I) for a comprehensive review of the origin, dynamics, and activation of

MBCs.

It has been suggested that the activity of MBCs is most likely due to the sublimation

of sub-surface water-ice that has been exposed through impacts of these objects with small,

meter-sized bodies (Hsieh et al. 2004; Hsieh & Jewitt 2006). We would like to note in

addition to collision, rotational disruption, for instance due to YORP effect (Steckloff et

al. 2016; Graves et al. 2017) or rapid rotation (Sheppard & Trujillo 2015) has also

been proposed as a mechanism to break up comets and activated asteroids, and expose their

sub-surface volatiles. In Paper I, we examined the collision-activation scenario of MBCs by

modeling impacts using our SPH code. We showed that for a wide range of material strength

and water content of MBCs, and for impact velocities typical of those in the asteroid belt,

the impact craters are deep and large enough to expose water-ice. Our results also indicated

that the depths of impact craters, resulted from collisions of m-sized bodies with km-sized

objects, are slightly larger than 10 m implying that

1We call an MBC unambiguous if its activation can only be explained by sublimation of volatiles.
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• if the activity of MBCs is due to the sublimation of water-ice, ice must be buried no

deeper than approximately 15 m from the surface of the object, and

• the water content of MBCs (as well as those planetesimals and planetary embryos

responsible for the delivery of water to the accretion zone of Earth) must be much

higher than the 5% water-mass fraction that is traditionally considered in models of

terrestrial planet formation.

While results of our simulations in Paper I clearly demonstrated that impacts of m-

sized objects can in fact excavate ice (and other volatiles) to trigger the activation of MBCs,

they had some limitations. Because in that paper, focus was placed on proving the con-

cept and identifying the most viable ice-longevity model that would be consistent with the

sublimation-driven activity of MBCs, the porosity of the target and the loss of ice due to the

heat of impact were ignored. Porosity can play an important role as porous materials have

lower strength which causes impactors to penetrate deeper in the target, and also affects the

geometry and morphology of the impact crater. For instance, while the results presented in

paper I were consistent with the ice-longevity model proposed by Schörghofer (2008) (this

author suggests that a thin layer of solid material on the surface of an asteroid would be

sufficient to preserve water-ice for the age of the solar system), if porosity causes impact

craters to be deeper than 50 m, a competing theory by Prialnik & Rosenberg (2009) for

ice-longevity in asteroid belt may also be applicable. These authors suggest that water-ice

inside an asteroid can sublimate during the evolution of the solar system causing the ice level

to sink to depths below 50 m.

In this paper, we extend our simulations to include porous targets, and examine the

degree to which porosity plays a role in the final depth and size of an impact crater, as well

as the plausibility of the two ice-longevity models. To consider porosity, we implemented in

our SPH code the P−α porosity model of Jutzi et al. (2008), and simulated the impact

between a m-sized body and a km-sized object for different impact velocities, impact angles,

and water contents of an MBC.

The outline of our paper is as follows. We continue in section 2 by explaining our

computational method and the implementation of porosity. In section 3, we present results

of our impact simulations and present a comparison between these results and those in Paper

I. We conclude our study in sections 4 and 5 by discussing the implications of the results

and presenting highlights of our findings.
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2. SPH Simulations and Initial Set-up

To simulate impacts, we use a 3D SPH code developed by Schäfer et al. (2007, 2016)

and Maindl et al. (2013). This code solves the continuity equation and the equation of

the conservation of momentum in continuum mechanics. It also includes material strength

and implements a full elasto-plastic model (see, e.g., Maindl et al. 2013, 2014). We model

any specific material using the Tillotson equation of state (Tillotson 1962; Melosh 1996).

Fracture and brittle failure are treated using the Grady-Kipp fragmentation prescription

(Grady & Kipp 1993; Benz & Asphaug 1994, 1999). This prescription is based on flaws

that are distributed in the material following a Weibull distribution with material-dependent

parameters.

The colliding bodies are discretized into mass packages (known as SPH particles) with

each package carrying all physical properties (e.g., mass, momentum, energy) of the part

of the solid body that it represents. As a result, depending on the type of the impactor

or target material, particles may have different material parameters such as bulk and shear

modulus and yield strength, or have different activation thresholds for the development of

cracks. Each SPH particle moves as a point mass following the equation of motion.

To include porosity, we implemented an extension of the so called P −α model by

Herrmann (1969) as described by Jutzi et al. (2009). Conceptually, this model is based

on dividing the change in the volume of a porous material into two parts; the pore-collapse

of the porous material, and the compression of the matrix material. These two parts are

connected via a distention parameter α defined as

α =
ρs
ρ
. (1)

In this equation, ρ is the density of the porous material and ρs is the density of the cor-

responding matrix material. Following Carroll & Holt (1972), the pressure of the porous

material (P ) can be expressed as a function of the distention parameter (α) and the pressure

of the solid material (Ps) as

P =
1

α
Ps(ρs, Es) =

1

α
Ps(αρ,E) . (2)

Quantities ρs, ρ, Es and E in equation (2) represent the density and internal energy of

the solid and porous material, respectively. The internal energy corresponds to the energy

contained inside the system due to the thermodynamical state of its internal parts excluding

the kinetic energy of the object due to its bulk motion and its potential energy due to an

external force. We note that in equation (2), it has been assumed that the energy of the

surface pores (i.e., the energy necessary to change the assembly of pores on the surface of
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an object) are negligible and, therefore, the energy of the porous material is equal to that

of the solid material (i.e. E = Es, Carroll & Holt 1972). We use the Tillotson equation of

state (Tillotson 1962) to calculate the pressure as a function of ρ, E, and α.

3. Results of Impact Simulations

We considered a similar set up as in Paper I and simulated the impact between a m-

sized impactor and a km-sized target. Because we are interested in the effect of porosity, we

carried out simulations for four different cases: a dry and non-porous target, a non-porous

target with 50% water-mass fraction of non-porous ice, a dry and porous target with 50%

porosity (i.e., α = 2), and a 50% porous target containing 50% water-mass fraction of 50%

porous ice. We considered the impactor and the solid part of the target to be basalt2, and

because the size of the impactor is much smaller than the target, we considered the impactor

to be non-porous. The material parameters for basalt and ice used in the Tillotson equation

of state, and the Weibull parameters for the flaw distributions are given in Table 2.

We resolved the combined system of the impactor and target into approximately 500,000

SPH particles. Because compared to the time of the influence of the gravitational force of

the target body, the impact timescales are very short (the collision velocities are in the order

of km/s whereas the MBCs’ surface escape velocities are less than a few m/s, see Table 1),

we simulated collisions without self-gravity (see Maindl et al. 2015, for more details). To

analyze the evolution of the system during each impact, we took 100 snapshots every 0.4 ms.

In between snapshots, time integration was continued with an adaptive step-size.

We carried out simulations for impact velocities of 1.5, 2.5, 3.5, 4.4, and 5.3 km/s. These

values were chosen based on the study by Bottke et al. (1994), who showed that for objects

of 50 km and larger, impact velocities in the asteroid belt have a mean value of ∼ 5.3 km/s

with a most probable value at 4.4 km/s. We considered an abundance of objects smaller than

50 km with similar orbital elements (e.g., semimajor axis, eccentricity, inclination) in the

asteroid belt (i.e., e . 0.25). Given the small size of these objects, and therefore, their small

gravitational interactions, collisions between these bodies will occur with relative velocities

much smaller than a few km/s. Combining this assumption with results from Bottke et al.

2Although MBCs are most probably carbonaceous chondrites (CC), at the moment, no equation of state is

known for CC material. Also, the purpose of this study is merely to understand the significance of including

porosity in impact simulations. Because the equation state of basalt is well known, we, therefore, considered

objects to be basaltic. A comprehensive model of the impact of m-sized bodies with km-sized CC MBCs is

currently in the works.
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(1994), we considered a range of impact velocities from 1.5 km/s to 5.3 km/s. The impact

angles were chosen to be 0, 30◦ and 45◦.

Figure 2 shows snap shots of the final craters of two sets of simulations for an impact

velocity of 4.4 km/s. The target is a mixture of 50% porous basalt and 50% porous water-ice

and has a 50% water-mass fraction. The left column shows the impact for a head-on collision

and the right column shows the results for an impact angle of β = 30◦. The orange color

represents porous basalt and blue is porous water-ice. As expected, water-ice is exposed in

the interior part of the impact crater and is also scattered out due to the impact. Movies of

these simulations can be found in the electronic supplementary material.

A comparison between these results and those of non-porous simulations points to inter-

esting differences. The most prominent difference is in the shape and morphology of craters.

Figure 3 shows impact craters of simulations with porous (top) and non-porous (bottom)

targets. Both objects have a water-mass fraction of 50%. The impact velocities in all sim-

ulations are 4.4 km/s. As shown here, craters in the porous targets are noticeably deeper

and narrower, and extend in the direction of impact velocity. In contrast, the craters in

non-porous targets are shallower and much wider. Figure 4 shows this more clearly and for

all our simulations with different target material and different impact velocities.

Figures 2 and 3 also show that craters form in a very short time and have irregular

shapes. This asymmetry in the shapes of the final craters seems to be in contrast with the

works of Collins (2014) and Milbury et al. (2015) who assumed that except for the most

oblique cases, all impacts produce approximately radially symmetric craters. We believe

that the reason for the quick formation of craters in our simulations and their irregular

shapes lies in the fact that the gravity of our targets (i.e., MBCs) are negligible. Gravity is

the main factor in forming final craters from transient ones. In the absence of gravity, the

plastic flows during the impact phase stop rather quickly after the impact. In our systems,

the MBCs do not have much gravity and as a result, the craters are formed quickly and are

solely strength-dominated. We refer the reader to Collins et al. (2009) for crater formation

in oblique impacts without gravity.

Because in porous targets, craters are irregularly shaped, we determined their depth by

directly measuring the distance between the lowest point of their crater to the surface of the

target. To determine the surface area of a crater, we followed the methodology presented in

Paper I and calculated the area by fitting an ellipsoid to the crater. We refer the reader to

sections 3.1 and 3.3 of of Paper I for more details on the technical aspects of our calculations.

The increase in the penetration of the impactor in a porous target can, then, be attributed to

the fact that compared to non-porous objects, porous targets, especially those with mixture

of water-ice, have lower material strength. As a result, when these objects are impacted,
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the momentum and energy of the impact carry the impactor deeper in the target whereas in

non-porous objects, the rapid compaction of the target at the impact site causes the energy

of the impact to be transferred laterally creating a less deep but wider crater. An important

implication of the results shown by figure 4 is that crater depths are still smaller than 15 m

suggesting the model by Schörghofer (2008) as the most viable ice-longevity model in the

asteroid belt.

It has been suggested that the activity of an MBC, in addition to ice sublimation from

the bottom and interior of an impact crater, may also be due to the sublimation of scattered

ice that was re-accreted on the surface of the MBC. To examine this scenario, we calculated

the amount and velocity of ejected ice after each collision. Figures 5 and 6 show the results.

Figure 5 shows the amount of scattered ice in terms of the impact velocity and figure 6

separates this quantity into groups based on the ejection velocity of scattered ices. The

vertical axis in this figure shows the accumulative mass of the ejected ice and the horizontal

axis shows its velocity. Each curve corresponds to a different impact velocity for both porous

and non-porous targets. As shown here, in all simulations, the ejection velocity of ice is larger

than 20 m/s. An examination of Table 1 indicates that this ejection velocity is almost 10

times greater than the largest escape velocity of the currently known MBCs implying that

almost all ejected ice is lost and there is basically no re-accretion. This strongly suggests

that the activity of MBCs is most likely due to ice sublimation from multiple impact sites.

We also studied the change in the porosity of the target due to an impact. Figure 7

shows variations in the porosity of the targets of figure 2 during an impact. The color coding

represents the value of the distention parameter α corresponding to the porosity of the tar-

get. Yellow represents 50% porosity where α = 2 and black corresponds to no porosity where

α = 1. The left column corresponds to a dry, porous target and the right column represents

the same object with 50% water content. As shown here, material on the surface of the

impact crater is strongly compacted with the strongest compaction occurring at the bottom

where the target becomes non-porous. As the shock of the impact propagates throughout

the object, the degree of compaction lessens at deeper distances suggesting that away from

the impact site and well inside the object, the target maintains its original porosity. Our

simulations show that the propagation of shocks do not cause the target to disintegrate, and

therefore, in addition to the maintaining its original porosity, the target maintains its orig-

inal water content as well. The latter has important implications for the delivery of water

to the accretion zone of Earth with water-carrying planetesimals and planetary embryos.

As the orbits of these objects evolve during their dynamical evolution and they reach the

accretion zone of Earth, they are repeatedly impacted by planetesimals and planetary em-

bryos. However, as shown here and given the sizes of these objects, they can still maintain

their water-ice deep inside until they are accreted by the still-forming Earth. Movies of the
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simulations of figure 7 can be found in the electronic supplementary material.

4. Discussion

We carried out an extensive analysis of the impact of a m-sized body with a km-sized

MBC. We extended our previous simulations (Paper I), where objects were considered to

be non-porous, to more realistic cases where the porosity of an MBC is taken into account.

We carried out simulations for different values of impact velocities and impact angles, and

considered different water contents for the target. Results of simulations indicate that as

expected, substantial amount of water-ice is exposed on the interior surface of impact craters

providing a viable pathway for triggering activity of MBCs. Results also indicated that the

depth and size of craters increase for porous targets, however, the increase in depth is still

within the regime (< 15 m) where the ice-longevity model by Schörghofer (2008) applies.

In addition to being more realistic, our new simulations advanced those in Paper I by

including vaporization due to the heat of impact. We treated phase transition during ice

vaporization at the time of the impact by using the Tillotson equation of state. Results

are shown in figure 8. As shown here and in agreement with the results obtained from

observations, the amount of ice vaporized during an impact is very small. For instance, for

the case of 176P/(118401) LINEAR, the entire ice vaporization due to an impact is less than

5 tons whereas the rate of ice-sublimation due to the activation of this body is ∼ 720 kg/day.

Other MBCs sublimate about an order of magnitude higher per days. This finding suggests

that when modeling impacts as a way of excavating sub-surface ice to trigger activation of

MBCs, vaporization due to impacts can be safely ignored.

As mentioned earlier, the combination of the high material strengths of our targets (see

Table 2), small sizes of our impactors, and very low surface gravity of MBCs points to the fact

that our impacts and their final craters are strength-dominated. This has strong implications

when comparing our results with previous studies, in particular those of Richardson et al.

(2007). These authors used the mathematical model developed by Holsapple (1993) and

presented a thorough study of many impact properties of comets. A comparison of our

results with those of these authors indicates that although our results are comparable with

their findings within the order of magnitude, our crater diameters are smaller. This is not

unexpected as our impacts involve asteroids which naturally have higher dynamic material

strengths (Asphaug et al. 2002) compared to soft targets such as comets Basilevsk et al.

(2016). For instance, our assumed porous, wet MBC material has an average density of 685

kg/m3. With an effective MBC diameters between 0.3 km and 4.0 km (see Table 1), the

mean surface gravity of our targets range from 0.057 mm/s2 to 0.38 mm/s2, mostly lower
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than Richardson et al. (2007)’s nominal value of 0.34 mm/s2. Given the range of our impact

velocities (1.5 km/s - 5.3 km/s), our crater diameters fall between 3 m and 13.3 m, which,

quite understandably, are smaller than those presented by Richardson et al. (2007). The

crater diameters estimated by these authors range between 22 m to 26 m, and correspond

to considerably faster projectiles (10.2 km/s) impacting softer targets.

Our assessment of the amount of the re-accreted ice after an impact indicated that,

because of the low gravity of the target, except for cases where the impact velocities are very

low, most scattered ice particles are lost and are not accreted back. This finding is consistent

with previous results as reported in Paper I, and confirm that activation of MBCs must be

due to ice sublimation from multiple impact sites.

In this study, we did not consider a regolith layer on the top of the target. We assumed a

random distribution for ice inclusions and considered ice to exist everywhere throughout the

target including its top surface. Although inclusion of a regolith layer might have resulted

in craters with slightly smaller depths, the scattered fragments of the regolith layer could

impact other parts of the target and expose ice in other sites causing underlying ice to be

exposed in a larger area. The latter may compensate for smaller ice re-accretion and smaller

ice exposure in the main impact crater. This scenario is currently being investigated.

5. Concluding Remarks

We close this study by presenting highlights of our findings.

• Impacts of small bodies presents a viable mechanism for exposing sub-surface volatiles

including water-ice to trigger sublimation-driven activity of MBCs.

• The loss of ice due to the heat of impact is negligible.

• Most of the ejected ice particles are lost and not re-accreted.

• A comparison between ice sublimation from impact craters obtained from our simula-

tions with results of observations suggests that activity of the current MBCs are most

probably from multiple impact sites.

• Results of simulations suggest that the water content of MBCs and those of their

parent asteroids needs to be larger than those traditionally considered in the models

of terrestrial planet formation so that the sublimation of the exposed water-ice can

account for the rate of sublimation obtained from observations of these objects.
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• If the activation of MBCs is due to the sublimation of sub-surface water-ice, this ice

must be buried within the top 15 m. This result points to the model of ice-longevity

by Schörghofer (2008) as the most viable model for the retention of water-ice in the

asteroid belt. This author suggested that a small layer of regolith on the outer surface

of an asteroid can allow the body to maintain its sub-surface water ice for the age of

the solar system.
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Fig. 1.— Locations of the currently known MBCs in the asteroid belt. The background

shows all asteroids and the positions of mean-motion resonances with Jupiter.
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Fig. 2.— Snapshots of the collision of a m-sized object with a porous basaltic target with

50% water-mass fraction. The degree of porosity is 50%. The impactor is pure basalt with

no porosity (red). The impact velocity is 4.4 km/s. The impact angle is β = 0 (left) and 30◦

(right). The orange color represents porous basalt and blue is for porous ice. The panels

show 2D slices of 3D data.
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Fig. 3.— Comparing the depths and surface areas of impact craters with and without

porosity. The target in the top panels is porous basalt with 50% water-mass fraction. The

target in the bottom panels is non-porous basalt with 50% water-mass fraction. The impact

velocity in all panels is 4.4 km/s. In the top panels, the orange color represents porous

basalt and blue is for porous ice. In the bottom panels, the orange color represents non-

porous basalt and blue is for non-porous ice. The panels show 2D slices of 3D data.
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Table 1: Physical properties of the currently known MBCs. The quantity De represents

an MBC’s effective diameter, a , e and i are its semimajor axis, eccentricity and orbital

inclination, respectively, TJ is its Tisserand number with respect to Jupiter, and vesc is the

value of its escape velocity. Adopted from Jewitt et al. (2015).

Object De [km] a [AU] e i[deg] TJ vesc [m/s] Ref. a

133P/(7968) Elst-Pizarro 3.8 ± 0.6 3.157 0.165 1.39 3.184 2.13 1

176P/(118401)LINEAR 4.0 ± 0.4 3.196 0.192 0.24 3.167 1.95 1

238P/Read (P/2005 U1) 0.8 3.165 0.253 1.27 3.152 .... 1

259P/Garradd (P/2008 R1) 0.3 ± 0.02 2.726 0.342 15.90 3.216 0.62 2

324P/La Sagra (P/2010 R2) 1.1 3.099 0.154 21.39 3.100 0.49 3,4

288P/(300163) 2006 VW139 3 3.050 0.200 3.24 3.203 ... 5

P/2012 T1 (PANSTARRS) 2.4 3.154 0.236 11.06 3.134 ... 6

313P/Gibbs (P/2014 S4) 1.0 3.156 0.242 10.97 3.132 0.86 7

a1=Hsieh & Jewitt (2006), 2=Jewitt et al. (2009), 3=Hsieh et al. (2012a), 4=Hsieh et al. (2015), 5=Hsieh

et al. (2012b), 6=Hsieh et al. (2013), 7=Hsieh et al. (2015)



– 22 –

T
ab

le
2.

M
at

er
ia

l
p
ar

am
et

er
s

fo
r

b
as

al
t

an
d

ic
e.

T
h
e

q
u
an

ti
ty
%
0

is
th

e
b
u
lk

d
en

si
ty

of
th

e
ob

je
ct

.
T

h
e

10
q
u
an

ti
ti

es

ρ
0
,
A

T
,
B

T
,
E

0
,
E

iv
,
E

cv
,
a
T
,
b T
,
α
T

an
d
β
T

ar
e

th
e

p
ar

am
et

er
s

u
se

d
in

th
e

T
il
lo

ts
on

eq
u
at

io
n

of
st

at
e

(M
el

os
h

19
96

).

T
h
e

re
m

ai
n
in

g
q
u
an

ti
ti

es
,
K
,
µ

,
an

d
Y
0

ar
e

th
e

b
u
lk

m
o
d
u
lu

s,
sh

ea
r

m
o
d
u
lu

s,
an

d
y
ie

ld
st

re
ss

,
re

sp
ec

ti
ve

ly
.

V
al

u
es

fo
r

b
as

al
t

an
d

ic
e

ar
e

ta
ke

n
fr

om
(B

en
z

&
A

sp
h
au

g
19

99
).

N
ot

e
th

at
A

T
an

d
B

T
ar

e
se

t
eq

u
al

to
th

e
b
u
lk

m
o
d
u
lu

s.

M
a
te
ri
a
l

%
0

[k
g
/
m

3
]

A
T

[G
P
a
]

B
T

[G
P
a
]

E
0
[M

J
/
k
g
]

E
iv

[M
J
/
k
g
]

E
c
v
[M

J
/
k
g
]

a
T

b T
α
T

β
T

K
[G

P
a
]

µ
[G

P
a
]

Y
0
[G

P
a
]

B
a
sa
lt

2
7
0
0

2
6
.7

2
6
.7

4
8
7

4
.7
2

1
8
.2

0
.5

1
.5
0

5
5

2
6
.7

2
2
.7

3
.5

Ic
e

9
1
7

9
.4
7

9
.4
7

1
0

0
.7
7
3

3
.0
4

0
.3

0
.1

1
0

5
9
.4
7

2
.8

1



Nature  |  Vol 580  |  23 April 2020  |  463

Article

The wide-binary origin of (2014) MU69-like 
Kuiper belt contact binaries

Evgeni Grishin1 ✉, Uri Malamud1, Hagai B. Perets1, Oliver Wandel2 & Christoph M. Schäfer2

Following its flyby and first imaging of the Pluto–Charon binary, the New Horizons 
spacecraft visited the Kuiper belt object (KBO) 2014 MU69 (also known as (486958) 
Arrokoth). The imaging showed MU69 to be a contact binary that rotates at a low spin 
period (15.92 hours), is made of two individual lobes connected by a narrow neck and 
has a high obliquity (about 98 degrees)1, properties that are similar to those of other 
KBO contact binaries inferred through photometric observations2. However, all 
scenarios suggested so far for the origins of such configurations3–5 have failed to 
reproduce these properties and their probable frequent occurrence in the Kuiper 
belt. Here we show that semi-secular perturbations6,7 operating on only ultrawide 
KBO binaries close to their stability limit can robustly lead to gentle, slow binary 
mergers at arbitrarily high obliquities but low rotational velocities, reproducing the 
characteristics of MU69 and other similar oblique contact binaries. Using N-body 
simulations, we find that approximately 15 per cent of all ultrawide binaries with a 
cosine-uniform inclination distribution5,9 are likely to merge through this process. 
Moreover, we find that such mergers are sufficiently gentle to deform the shape of the 
KBO only slightly. The semi-secular contact binary formation channel not only 
explains the observed properties of MU69, but may also apply to other Kuiper belt or 
asteroid belt binaries and in the Solar System and extra-solar moon systems.

The discovery of the bilobate shape of MU69 and its peculiar configura-
tion provided new clues and opened avenues of exploration into the 
physical processes that sculpt the Solar System. Here we describe an 
evolutionary channel for the formation of MU69 from an initially wide 
binary. We consider the initial binary to be a member of a hierarchical 
triple together with the Sun. Owing to secular evolution induced by 
the Sun, the inner orbit may experience changes in its eccentricity (e) 
and mutual inclination (i) on secular timescales much longer than the 
orbital period, known as Lidov–Kozai (LK) oscillations, which can be 
modelled using a secular orbit-averaging approach10,11. Large LK oscil-
lations take place when the mutual inclination is large (40° ≱ i ≱ 140°). 
The highest eccentricities are attained as the binary evolves to the 
lowest inclinations and vice versa12.

If the eccentricity of the binary exceeds a threshold ecoll, the small 
pericentre allows binary collisions. Thus, LK evolution could lead to 
coalescence of individual Kuiper belt binary (KBB) members into a 
single, probably irregularly shaped, KBO5. However, because the closest 
approach occurs concurrently with the lowest inclinations, collisions 
mostly occur near i ≈ 40° and i ≈ 140° (ref. 13). Moreover, tidal effects and 
the non-spherical structure of KBB components quench LK evolution, 
which makes collision possible only in a small part of the parameter 
space5,14. The standard LK mechanism is therefore disfavoured for the 
origin of the highly oblique MU69, but can explain the origin of highly 
eccentric KBBs such as WW31 and 2001 QW3225,15,16.

For larger ratios of the inner period to outer period, secular averag-
ing breaks down and the evolution becomes semi-secular. The orbit of 

the inner binary now evolves considerably on timescales of the outer 
orbit, and short-term fluctuations arise, making the LK evolution more 
complex6,7,17. The maximal eccentricity can be calculated analytically, 
including in domains where it is unconstrained7 and the evolution is 
non-secular. Figure 1a shows the analytical two-dimensional parameter 
space for allowed and forbidden domains for collisions in terms of the 
initial inclination cosi0. The initial separation of the inner binary is 
normalized to the Hill radius, rH = aout(min/3M☉)1/3, where aout is the outer 
semi-major axis, M☉ is the mass of the Sun and min is the mass of the inner 
binary. For an inner semi-major axis a, the (dimensionless) separation 
α ≡ a/rH cannot exceed the Hill stability limit for highly inclined orbits8, 
αH = 0.4. We use the outer orbit parameters of MU69: aout = 44.581 au 
and eccentricity eout = 0.041. We model the lobes as triaxial ellipsoids 
of dimensions approximately 22 × 20 × 7 and 14 × 14 × 10 km3 (ref. 1), 
leading to a total radius Rtot = 18 km and inner mass min = (1.61 + 1.03) × 
1018 g = 2.64 × 1018 g for a density of ρ = 1 g cm−3 (see Methods for  
other densities). Secular collisions occur only for sufficiently large 
critical inclination and beyond a certain initial separation αcoll, which 
overcomes LK quenching (see equation (12) and Methods). Non-secular 
collisions will dominate over secular collisions beyond a transitional 
separation αt:
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In our case, αt ≈ 0.174. Figure 1b demonstrates the separation in the 
non-secular regime before the collision. During the high-eccentricity 
phase, there are about 10 cycles where the instantaneous separation 
drops below 103 km. A collision occurs during the third LK cycle after 
about 4,600 yr. The mutual inclination flips its orientation during the 
high-eccentricity peak of the LK cycle (Fig. 1c). The eccentricity is essen-
tially unbound and a collision eventually occurs (Fig. 1d).

To explore in detail the overall evolution and statistics of KBBs in 
the chaotic non-secular regime, we defer to detailed N-body simu-
lations, which provide us with the probability for collisions and the 
post-collision characteristics. We use the publicly available code 
REBOUND18 with the IAS1519 integrator (see Methods for details and 
stopping conditions). We integrate four sets of initial conditions in 

the non-secular regime. The first three sets have initial separations of 
α = 0.2, 0.3 and 0.4, and the fourth set has uniformly sampled separa-
tions in α = [0.2, 0.4]. The orbital angles are sampled uniformly. The 
mutual inclination of observed binaries is cosine-uniform9, and thus 
we follow cosine-uniform sampling with a cut-off at |cosi| ≤ 0.4 (lower 
inclinations cannot lead to a collision). For each case, we run 250 simu-
lations (except for α = 0.2, for which we run 200 simulations and use 
|cosi| ≤ 0.3), each up to 5 × 104 yr.

Figure 2 shows the cumulative distribution function of various 
parameters of the colliding orbits. Both the closest-approach dis-
tance q = a(1 − e)/Rtot (Fig. 2a) and the final inclinations (Fig. 2c) at 
collision are consistent with a uniform distribution (in cosi) between 
40° and 140°, suggesting that the orbits are indeed chaotic and in the 
non-secular regime, as expected. Most orbits induce collisions after 
about a few thousand years (Fig. 2b). The mean collision time increases 
with increasing separation. The velocity at impact is comparable to the 
escape velocity with a very small dispersion, consistent with a gentle  
collision20 (Fig. 2d).

We find the overall merger fractions of wide binaries to be around 
12%−18% (see Extended Data Table 1), which is roughly consistent with 
the observed 10%−25% occurrence of contact binaries for the cold 
classical belt21. Most mergers occur for initially high inclinations, as 
expected. About 1%−3% of all wide binaries produce highly oblique 
contact binaries (i = 80°−100°), consistent with the observed high 
obliquity of MU69 and providing predictions that can be verified by 
future KBO observations. There is little dependence on the underlying 
distribution of α, and merger rates are bounded between minimal and 
maximal values of 12% (for α = 0.2) and 18% (for α = 0.4). Moreover, in a 
collisional environment22 the binary orbits can be perturbed such that 
originally low-inclination orbits become highly inclined and become 
subject to semi-secular evolution, forming contact binaries; the quoted 
formation rates are thus lower limits to the total fraction of contact 
binaries formed through this process.

The non-merging systems continue to evolve quasi-periodically. On 
longer timescales, three-body encounters are expected to shape the 
populations of KBBs3,23. Exchange interactions can drive the binaries 
into equal masses24, and the loose nature of the binaries can result in 
evaporation (Heggie’s law)25. There are only a handful of KBBs beyond 
a ≳ 0.05rH with either prograde or retrograde orbits that are not highly 
inclined (see figure 1 of ref. 26), whereas the widest known binary, 2001 
QW322, with a ≈ 0.2rH, is expected to disrupt within a billion years16.

To test the feasibility of the semi-secular collision origin of MU69, 
we also need to account for the observed spin period of MU69. Angular 
momentum conservation enables us to find the resulting spin period 
depending on the impact angle and the primordial spins of each com-
ponent. The final impact parameter at collision (which corresponds 
to an impact angle; see Methods) is uniformly distributed, and thus 
our model can robustly produce a wide range of possible final rotation 
periods, without any fine-tuned modelling of the composition and 
density of MU69, thus also alleviating the angular momentum problem 
of other models1.

Figure 3a shows the outcome of a collision at a 40° impact angle with 
high-material-strength composition, which reproduces the shape of 
MU69. Low- or medium-strength materials result in a deformed shape 
and are thus ruled out. If the density of MU69 is halved compared to 
the fiducial 1 g cm−3 value (as suggested by ref. 1), the escape veloc-
ity vesc—at which typical collisions occur—is lower, and thus using 
medium-strength-material parameters also produces an undeformed 
shape. Random collisions—even at relative velocities as low as 10vesc—
destroy or heavily deform binaries with high-strength-material com-
position; they are likewise ruled out (see Methods). Figure 3b shows 
the expected spin-period dependence on the impact angle. An impact 
angle of about 40° reproduces the observed spin period (see Methods) 
for initially non-spinning objects. Taking a typical initial spin period 
of about 10 h with random orientations extends the range of plausible 
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impact angles to about 20° and 70°, for the maximally aligned and 
anti-aligned configurations, respectively. Smoothed particle hydrody-
namics (SPH) collision simulations agree with our simplified estimate 
and support our assumptions of undeformed, rigid bodies when mod-
elled with high-strength material parameters, or else medium-high 
strength parameters if the density and impact velocity are slightly 
lower (see ref. 27 and Methods for details).

Together, our dynamical and post-collisional modelling yields a 
coherent picture for the origin of MU69 from an ultrawide KBO binary. 
Such wide KBB progenitors could be a natural byproduct of KBO and 
KBB evolution in the early Solar System3,28,29. It is most probable that the 
characteristics of MU69 are not unique, and that secular or semi-secular 
evolution plays a major role in the evolution of many KBBs and in the 

production of low-velocity collisions between individual KBB com-
ponents. In fact, modelling of the Pluto–Charon system also suggests 
a low-velocity impact origin30. Moreover, given the high obliquity of 
the Pluto–Charon system, it is possible that it also originated from an 
initially wide binary and followed a secular or semi-secular evolution, 
similar to MU69. Similar evolutionary scenarios might also apply to the 
evolution of other contact binaries such as (139775) 2001 QG298 (ref. 2), 
as well as moons and exo-moons, as all of these form hierarchical triple 
systems with their host star.
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Methods

Lidov–Kozai secular evolution
Let us consider the evolution of a binary KBO due to LK secular evolu-
tion. Let the inner binary start with an initial separation of a0 = αrH, eccen-
tricity e0 and mutual inclination i0. The Hill radius is rH = aout(min/3M☉)1/3. 
The most stable orbit is around αH ≈ 0.4 (ref. 8). The minimal eccentricity 
required for collision is

e
R
αr

= 1 − (2)coll
tot

H

Using the standard LK formula, the maximal eccentricity is
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For a collision occur, we require that emax ≥ ecoll, which yields the 
critical inclination i0
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such that collisions occur for  i icos ≤ cos0 0
c . Here, Rtot/rH ≪ 1 has been 

expanded to linear order. The probability for collision can be expressed 
in terms of integrating over the distribution function fa,θ(a, θ) and where 
θ ≡ cosi. For uniform independent distribution in cosi, as inferred from 
KBO observations9, the probability is

∫P e f a θ a a( ) = ( ) ( )d (5)
a

a

a0 c
min

max

where θc(a) is given by equation (4).

Inclination angle at impact. From the conservation of  e i1 − cos =2  
jconst ≡ z  the inclination at impact is
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To find the impact angle icoll, we invert equation (6):
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To find the observed obliquity icoll = 98°, the critical inclination is at 
least |cosi0| ≤ 0.00585, (89.33° ≤ i0 ≤ 90.66°) for α = 0.1, which is unlikely. 
Moreover, for α ≱ 0.1, collisions are unlikely regardless of the initial 
inclination, owing to the effects of oblateness, as shown below.

Effects of oblateness. Small KBOs might not have spherical shapes, in 
which case their gravitational potential is not spherical. Such a configura-
tion induces extra precession on the orbit which can considerably affect 
the secular evolution. The leading term is encapsulated in a dimension-
less parameter J2, which is related to ratio of the axes, or the polar and 
equatorial radii of the bodies31. Planets are mostly spherical, and their 
deviation is small—J2 ≈ 10−3 for Earth and around J2 = 0.014 for Jupiter—and 
is related to the flattening of the planets induced by their rotations. In 
the case of the components of MU69, the objects are highly non-spherical 
and J2 could be large. Using the principal moments of inertia of an oblate 
spheroid, we have J2 = [1 − (c/a)2]/5, which is around J2 ≈ 0.18 for the primary 
component and J2 ≈ 0.1 for the secondary component.

The additional precession may quench the LK oscillations if it is too 
strong. To quantify the effects of the additional precession we can 

define a dimensionless quantity, εrot, that measures the ratio between 
the LK-induced and the oblateness-induced precessions32,33
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Setting εrot = 3/2 leads to the definition of the Laplace radius33,34 in 
terms of the Hill radius, rL ≡ αLrH where
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leading to32 εrot = 1.5(α/αL)−5. It has been previously shown that the maxi-
mal eccentricity attained is given by the implicit expression for cosi0 = 0 
(their equation 50):
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Note that a similar analysis can be performed for tidal distortions 
or relativistic corrections32. In this case, they are much weaker than 
the rotational effects.

Non-secular Lidov–Kozai evolution
In the previous section we considered the evolution due to secular LK 
evolution. In the semi-secular (semi-LK) regime6,7, short-term fluctua-
tions can substantially change the evolution. In the following we discuss 
the overall effects of such short-term perturbations. The strength of 
the perturbations is encapsulated in the single averaging parameter7,17:
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One important quantity is the (averaged) z angular momentum 
j e i¯ = 1 − cosz 0

2
0, assuming that i0 and e0 have their mean value.

In this case, jz is no longer conserved, but its value averaged over the 
outer orbit, jz, is conserved. The eccentricity of the orbit becomes 
unbound once the fluctuation in jz (Δjz) is larger than its initial value, 
namely j jΔ >z z. The fluctuation has been estimated analytically7,17, and 
can be used to show that the eccentricity is unbound if
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where ∼ε ε e ε= (1 + 2 2 /3) ≈ 1.039SA SA out SA  has been defined for con-
venience.

The width of the non-secular semi-LK regime increases with α, 
whereas the width of the secular LK regime decreases with increasing 
α. Comparing equation (4) and equation (14) yields the transitional 
separation αt found in equation (1).

Spin period
There is little evidence for structural changes of MU69 since its for-
mation, and the spin period is believed to be primordial1. In our 
model, the collision is gentle and occurs at relatively low velocities 
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(vesc = 442.4 cm s−1 for our nominal density and vesc = 3.128 cm s−1 for 
the lower density of 0.5 g cm−3 assumed in ref. 1), such that almost any 
impact parameter (or impact angle) is allowed. Therefore, to obtain the 
observed spin period, we can use the standard arguments of angular 
momentum conservation and derive the impact parameter (or impact 
angle) that yields the desired spin rate.

Consider triaxial ellipsoidal bodies i with masses mi and axes ai ≥ bi ≥ ci, 
with i = 1, 2. We assume that the major axes ai are parallel, similar to the 
observed object, and that the collision occurs in parallel with the major 
axes. The largest moment of inertia is ( )I m a b= + /5i

i i i3
( ) 2 2 .

After the collision the distance between the centre of masses of 
the joint body and each centre of the ellipsoid is ri. Then the principal 
moment of inertia of the joint body is
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Now, the ellipsoids collide with relative velocity vesc and impact param-
eter b. The orbital angular momentum is Lz = μbvesc, where μ = m1m2/
(m1 + m2) is the reduced mass. If the two bodies are non-rotating, then 
the joint angular frequency is
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If the individual bodies are rotating around the z axis with frequen-
cies Ωi, the additional angular momentum of each body is I Ωi

i3
( )  for 

i = 1, 2, and thus equation (15) becomes
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For an impact angle θ, the distance of the point of contact to the cen-
tre of each ellipsoid is ξ a θ b θ= cos + sini i i

2 2 2 2 . The impact parameter 
is related to the impact angle by sinθ = b/(ξ1 + ξ2) = b/d. The distances 
from the centre of mass are r1 = m2d/(m1 + m2) and r2 = m1d/(m1 + m2) 
and the spin rate is
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Figure 3 shows the spin-period dependence on the impact angle for 
the typical parameters of MU69. The spin period is P = 2π/Ω, where Ω is 
given by equation (17), and when there is no internal rotation, Ω1 = Ω2 = 0. 
We see that an impact angle of about 40° gives the observed spin period. 
We have performed hydrodynamical simulations based on the code of 
ref. 27 that qualitatively agree with our assumptions and produce similar 
results. Typical classical KBOs could have primordial spin periods35 
with comparable contributions to the angular momentum budget. 
Recently, it was found21 that the mean cold classical KBO spin period is 
9.48 ± 1.53 h. Generally, there is no reason for the spin vectors of each 
body to be correlated, so on average the contribution is zero. In extreme 
cases, the spin vector of both objects could be aligned or anti-aligned 
with the orbital angular momentum. In these cases, a large range of 
impact angles and spin configurations are possible, resulting in the 
observed spin period after the collision. For a typical period of 10 h, 
the impact angle is about 20° in the aligned case, and about 70° in the 
anti-aligned case.

N-body stopping conditions and tests
We impose a stopping condition that the distance between the two 
bodies is less than their mutual radius. During the non-secular highly 
eccentric passage, the change in the pericentre q is much faster than the 

inner orbital period (this is the definition of the non-secular regime), 
and hence the orbital elements are not reliable at this stage. Once the 
simulation stops it records the orbital elements at impact, which we 
use for our statistics, but these are not involved in the stopping con-
dition. From the output we know the closest approach at impact. We 
have tested the stopping condition by varying it to be slightly smaller 
or larger than the q found in the first run. Indeed, when the stopping 
condition was below q the objects did not collide and the code con-
tinued running. We thereby concluded that the collision is physical 
and reliable.

Extended Data Table 1 shows the merger fractions from the simu-
lations. The total merger fraction fi is the total number of mergers 
divided by the initial number of runs, multiplied by the relative frac-
tions of the inclination distribution, assuming that no mergers occur 
outside the sampled inclination distribution. The fraction f80−100 is 
calculated in the same way, except that the only mergers considered 
are those where the mutual inclination during the merger is within 
the designated boundaries of 80°−100°. For example, for α = 0.2, the 
merger fraction is 78/200 = 0.39. Multiplied by the range of the inclina-
tion distribution, fi = 0.39 × 0.3 ≈ 0.12 and the high-obliquity merger  
fraction is f80–100 = 9/200 × 0.3 ≈ 0.014. For α = 0.3, the merger fraction 
is 99/250 = 0.396. Multiplied by the range of the inclination distribu-
tion, fi = 0.396 × 0.4 = 0.158 and the high-obliquity merger fraction is 
f80–100 = 12/250 × 0.4 ≈ 0.019.

Impact modelling
We perform hydrodynamical collision simulations using our SPH code27, 
which treats self-gravity, gas, fluid, elastic and plastic solid bodies that 
have a material strength, including a porosity and fracture model that 
can be applied for small-body collisions36,37. In order to treat numeri-
cal rotational instabilities, a tensorial correction scheme38 is imple-
mented. The miluphCUDA code is implemented with CUDA, and runs 
on graphics processing units (GPUs), with an improvement of approxi-
mately one to two orders of magnitude for a single GPU compared to a  
single central processing unit (CPU). The code has previously been  
successfully applied to several studies involving impact pro-
cesses36,37,39–47.

For the porosity treatment, we implement the P−α model48,49, in which 
the pores are much smaller than the spatial resolution and cannot be 
modelled explicitly. Here, the total change in the volume depends both 
on the compaction or collapse of the pore space and on the compres-
sion of the solid material that constitutes the matrix. The dependence 
is expressed in terms of a porous material pressure P and density ϱ as 

ϱ ϱP P/ = /s s , where Ps and ϱs are the pressure and density of the solid 
matrix material, respectively. The distention parameter ϱ ϱα = /s  is the 
ratio between the solid matrix material and the porous material densi-
ties, and relates to the porosity ψ via ψ α= 1 − 1/ . For the solid matrix 
material we use the Tillotson equation of state (EOS) parameters50 with 
a reduced bulk modulus of A = 2.67 × 108 Pa (the leading term in the 
EOS) to take into account the smaller elastic wave speeds in porous 
materials compared to solid materials, consistent with previous work51. 
Our matrix density is chosen to be 2 g cm−3, about the same as that used 
previously52, which leads to a 50% porosity for our fiducial bulk density 
for MU69, 1 g cm−3. The matrix density and the initial porosity are both 
in rough agreement with what might be expected from an object of 
this origin and size range. In particular, the former constrains the rock–
ice mass ratio to be about 3–4 (depending on the exact choice of silicate 
grain density), which could be compatible with this type of KBO53–56. 
However, we note that given the uncertainties involved, we seek only 
to obtain a rough estimate of the density that will permit us to test our 
working hypothesis. We then also run simulations with 75% porosity 
and half the previous bulk density to establish the qualitative differ-
ences between these two setups.

For collisions between small porous bodies, compressibility is limited 
by the crush curve for α for typical pressures, instead of by the Tillotson 



EOS parameters. We thereby choose three sets of crush-curve param-
eters52, using a simple quadratic crush curve57:

α α
P P
P P

= 1 + ( − 1)
( − )
( − )

(18)0
s

2

s e
2

where α = 20 , Pe is the transition pressure between the elastic and plas-
tic regimes and Ps is the pressure of full compaction. Both Pe and Ps are 
listed in Extended Data Table 2. As ref. 52 treats comet 67P/Churyumov–
Gerasimenko, which belongs to a class of much smaller and active 
objects, we assume MU69 is probably fluffier and more porous. Hence, 
our low-strength crush-curve values correspond to the previous 
high-strength values52, and taking the same modelling approach we 
then increment the parameters in each subsequent model by one order 
of magnitude.

Fracture and brittle failure are treated using the Grady and Kipp 
fragmentation prescription58–60, which is based on randomly dis-
tributed flaws in the material following a Weibull distribution with 
material-dependent parameters. The lowest activation threshold strain, 
κ, derived from the Weibull distribution, is given by κ = kV−1/m, where V is 
the volume of the brittle material and k and m are the material-dependent 
Weibull parameters. We adopt m = 9.5 for pressure-dependent failure61. 
The volume is calculated given the dimensions of the MU69 binary. 
From the material strength parameters K and G, Young’s modulus  
E may be calculated as E = (9KG)/(3K + G). Here K = 2.67 × 108 Pa, which 
is the leading term in the Tillotson EOS, and G = 1.6 × 108 Pa. Finally, for 
undamaged material, κ = YT/E, where YT is the tensile strength given in 
table 30 of ref. 52. k may thus be extracted and is k = 1047, 2 × 1039 and 
2 × 1028 m−3 for the low-, medium- and high-strength-material setups, 
respectively. Damage accumulates when the local tensile strain reaches 
the activation threshold of a flaw.

For the plasticity model we use a pressure-dependent yield strength62 
following the implementation of ref. 61. The yield stress Yi is different 
for damaged and intact material. For intact material, the yield stress is 
Yi = Y0 + μiP/(1 + μiP/(YM − Y0)), where Y0 is the cohesion (again see table 
30 of ref. 52), μi is the coefficient of friction and YM is the shear strength 
at P = ∞. We adopt μi = 1.5 (ref. 61) and a typical YM = 1.5 × 109 Pa (ref. 60), 
which is appropriate for an object composed of ice, rock and organ-
ics. For P = 0, we recover the pressure-independent form Yi = Y0. For 
damaged material the yield stress is Yd = μdP, where μd is the coefficient 
of friction of the damaged material. Here we take μd = 0.6, following 
ref. 61, and thus fully damaged particles still undergo some shear stress.

Extended Data Fig. 1 shows additional results of our simulated 
impacts. We obtain the rotation period of MU69 using the nominal den-
sity of 1 g cm−3 only when using the high-strength-material parameters. 
Medium-strength (Extended Data Fig. 1a) or low-strength (Extended 
Data Fig. 1b) materials deform MU69 and do not produce the observed 
shape of a gently merged contact binary. If the nominal density is 
halved (0.5 g cm−3), the impact velocity vesc is lower, which produces 
less deformation in our simulations. Even medium-strength material 
parameters generate a gently merged contact binary for virtually all 
impact angles (Extended Data Fig. 1c, d). Here, we used the 55° impact 
angle, for which the observed spin period of MU69 is approximately 
obtained. In Extended Data Fig. 2 the shape is considerably deformed 
after the collision if the impact velocity is larger than v = 10vesc, using 
high-strength material parameters. The same velocity with weaker 
material parameters leads to a complete disruption of MU69.

Our simulations were performed for a grid of impact angles, assum-
ing pre-alignment of the two lobes. Simulating higher impact angles 
and low- and medium-strength-material compositions causes the two 
lobes to interact in other ways: in some cases they hit and create contact 
craters and then roll on top of each other; in other cases they collide, 
bouncing off each other instead of rolling, and then return to re-collide 
following a (now) shorter orbital period. These formation channels 
may also generate compatible shapes but, so far, not the exact rotation 

period of MU69. A full investigation of the collision phase space must 
also include the initial self-rotation of each lobe in addition to inclined 
hits. This requires a huge collision phase space, exceeding the scope 
of this work, and necessitates a dedicated hydrodynamical study. Pre-
liminary results (in preparation) indicate that such an approach may 
yield more channels through which the unique orientation of MU69 
might be generated, besides the successful cases for pre-aligned binary 
components that are shown here.

Our standard resolution is 5 × 105 SPH particles. We have additionally 
preformed simulations with 105 and 2.5 × 105 particles. Test simula-
tions were performed on the TAMNUN GPU cluster at the Technion 
Institute in Israel and production runs on the bwForCluster BinAC at 
the University of Tübingen, Germany.

Data availability
The data that support the findings of this study are available from the 
corresponding author upon reasonable request.
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Extended Data Fig. 1 | Additional results of the collision models. a, 40° impact angle, medium-strength material. b, 40° impact angle, low-strength material.  
c, d, Low-density model (0.5 g cm−3) with an impact angle of 55° and medium-strength material. The edge (c) and face (d) views are given.
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Extended Data Fig. 2 | Additional results of the collision models. 5° impact 
angle, high-strength material and large escape velocity, v = 10vesc.



Extended Data Table 1 | Merger rate of the binaries in the non-secular regime

Nm, total number of mergers. 
N80−100, number of mergers with inclinations 80° < i < 100°. 
fi, total merger fraction normalized to the inclination sampling rate. 
f80−100, merger fraction for only those mergers with inclinations 80° < i < 100°.
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Extended Data Table 2 | Crush curve, plasticity and fragmentation parameters
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Abstract

We present the second release of the now open source smoothed particle hydrodynamics code miluphcuda. The code is
designed to run on Nvidia CUDA capable devices. It handles one to three dimensional problems and includes modules
to solve the equations for viscid and inviscid hydrodynamical flows, the equations of continuum mechanics using SPH,
and self-gravity with a Barnes-Hut tree. The covered material models include different porosity and plasticity models.
Several equations of states, especially for impact physics, are implemented. The basic ideas of the numerical scheme are
presented, the usage of the code is explained and its versatility is shown by means of different applications. The code is
hereby publicly available.

Keywords: smoothed particle hydrodynamics, GPU-computing, hydrodynamics, continuum mechanics

1. Introduction

The Lagrangian meshfree particle method smoothed
particle hydrodynamics (SPH) was invented by [50] and
[27] to solve the hydrodynamic equations for compress-
ible flows in astrophysical applications. During the last 40
years, it has been widely used in astrophysics to tackle a
substantial number of problems. In the last two decades
the field of applications have expanded vividly: SPH has
been established as one of the major concepts for fluid
animation and rigid-fluid coupling in computer graphics
[36, 1], it was extended to continuum mechanics to model
high-velocity impacts [45, 86], it is widely used in geo-
sciences to model landslides and granular media [94, 11],
and the method has been improved and extended substan-
tially to model phase separating fluid mixtures [95], to
solve the magnetohydrodynamical equations [72] and to
model relativistic flows [77]. It has also been used to solve
the non-linear Schrödinger equation [62]. The SPH scheme
has proven to be an advantageous method to solve all kind
of different partial differential equations (PDEs). Since the
most astrophysical applications have to include gravity as
the most dominating force, gravitational interactions had
been implemented into the SPH scheme from the early de-
velopment on. Moreover, not only external gravitational
sources but also the self-gravity of the simulated flow or

Email address: ch.schaefer@uni-tuebingen.de (Christoph
M. Schäfer)

solid body can be considered. Especially tree algorithms
for the treatment of the long range gravitational force have
been combined with SPH [32].

Several SPH codes have been developed in the recent
years and we present in the following the codes that have
been published under the GNU General Public License.
The list is most certainly incomplete and we want to apolo-
gize any omitted code. The first popular code GADGET-2
by [85] is a massively parallel TreeSPH code, which is still
widely used in the astrophysical community. A more re-
cent and modern code from the astrophysical community
is the PHANTOM code by [73]. It is a parallel, mod-
ular and low-memory smoothed particle hydrodynamics
and magnetohydrodynamics code with focus on stellar,
galactic, planetary and high energy astrophysics. The sec-
ond version of the GASOLINE code, GASOLINE2, has
also been published under the GPLv2 license [92]. The
code concentrates also on astrophysical problems with a
special focus on cosmology. Another versatile SPH code
written is SPHERAL++ by [70]. Since the field of appli-
cations of the scheme has been broadened thoroughly in
the recent decade, modern and versatile codes outside of
the astrophysical community have emerged. PySPH is re-
producible and high-performance framework for smoothed
particle hydrodynamics is developed by [74]. It is imple-
mented in a mix of Python and Cython. The user writes
pure Python code and the high-performance computing
(HPC) code is generated automatically. PySPH includes
solver for fluid and solid mechanics and supports both

Preprint submitted to CAMWA June 23, 2020



OpenMP and MPI. Another code to study free-surface
flows is DualSPHysics [21], which is the very first SPH
framework featuring a modern design and GUI interface
(DesignSPHysics). AQUAgpusph [18] is a 3D, OpenCL
accelerated SPH solver for GPUs. GPUSPH by Hérault
et al. [35], which has been originally a port of the freely
available SPHysics Fortran code to Nvidia’s CUDA library,
is now a standalone project and supports multiple GPUs.
PersianSPH is an open-source code and features elastic-
plastic soil behaviour and elastic-plastic solid behaviour
[41]. SPHERA [2] is also publicly available and supports
the simulation of flooding including the transport of solid
bodies, bed-load transport, damage on electrical substa-
tions and fast landslides in rocks and solids. Another
versatile code within the astrocommunity is SWIFT by
Schaller et al. [82]. Recent simulations with SWIFT in-
cluded up to 100 million SPH particles [39]. It can directly
read GADGET-2 output files and shows tremendous scal-
ing.

Here, we present the updated version of our GPU SPH
code miluphcuda1. The new version is published under
the GPLv3 license and available on github via https:
//github.com/christophmschaefer/miluphcuda. Orig-
inally, the code has been developed to model collisions
between solid, self-gravitating objects in an astrophysical
context. The basic implementation is described in [78],
and until today, the code is solely applied in the astron-
omy community. The code handles one-, two- and three-
dimensional problems. It has been used to study the ac-
tivation of porous and non-porous asteroids [31, 30], colli-
sions between Earth and its past moons [52], collisional for-
mation of moons [53], impact cratering [93], the formation
of Arrokoth [28], transfer and loss of water in hit-and-run
collisions [13, 12] and sampling of granular material [81]
among other applications. Recent extensions include fur-
ther porosity models, a module to solve the Navier-Stokes
equations, and more sophisticated equation of states like
ANEOS.

The outline of this paper is as follows. The next section
summarizes the characteristics of the code as presented
in Schäfer et al. [78] and provides a comprehensive de-
scription of the new extensions. Section 3 shows some of
the recent applications and numerical tests to provide an
overview of the possibilities of the code. We will conclude
in the final section and present details about the code and
its structure in the appendix.

2. Physical and numerical method

In this section, we present the different physical mod-
els, their numerical implementations, and further aspects
of miluphcuda.

The basic idea of the SPH scheme is to transform a
system of partial differential equations to a system of or-

1miluph is pronounced [maıl2v]

dinary differential equations, which can be solved by stan-
dard integrators. For this transformation the partial dif-
ferential equations are approximated in two steps: First,
with an average over all spatial field quantities by the help
of the convolution with the kernel function and second by
a discretisation of this average. For an introduction to
the fundamental ideas of SPH, we refer to the comprehen-
sive review articles by Benz [7], Monaghan [65], Monaghan
[66], Liu and Liu [47] and Monaghan [63]. In the follow-
ing, we present the SPH equations for viscid and inviscid
hydrodynamics and continuum mechanics as implemented
in the code. The different modules implemented in the
code allow for the simulation of various different astro-
physical objects: By the use of the sole hydrodynamical
module, one can model a gaseous accretion disc, both vis-
cous and inviscid. By adding the self-gravity module, the
gravitational field produced by the disc is also included.
The solid module allows to model brittle, rocky materi-
als, such as smaller, non-porous planetesimals. Adding
the porosity module, the code can be used to simulate
porous objects like porous asteroids, comets and Kuiper
belt objects. Larger planetesimals or dwarf planets can be
simulated with a combination of the solid or hydro mod-
ule with the self-gravity module. The different strength
models included in the solid module allow to model brittle
or granular materials, e.g. a layer of granular regolith on
a brittle and porous asteroid.

2.1. Hydrodynamics
The flow of a fluid is completely described by its ve-

locity field v(x, t), and two thermodynamic field quantities,
where usually the density %(x, t) and the pressure p(x, t) are
chosen. The conservation laws for mass, momentum and
energy determine the dynamics and lead to a set of PDEs
which can be solved with SPH for all locations x and times
t.

The Euler equation describes the flow of an inviscid,
ideal fluid. It reads in Lagrangian representation

%
dv
dt

= −∇p, (1)

with the velocity v, the density % and the pressure p. By
the use of the identity

1
%
∇p =

1
%2−λ∇

(
p

%λ−1

)
+

p
%λ
∇ 1
%1−λ , (2)

one can derive the following two equivalent SPH represen-
tations,

dva

dt
= −

∑

b

mb
pa + pb

%a%b
∇Wab (3)

for λ = 1, and

dva

dt
= −

∑

b

mb


pa

%2
a

+
pb

%2
b

∇Wab (4)

for λ = 2.
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2.2. Viscous flows
The extension of the Euler equation for viscous, New-

tonian fluids is the Navier-Stokes equation. It reads in
Lagrangian representation

%
dv
dt

= −∇p + ∇ · T, (5)

where T denotes the viscous stress tensor. The viscous
stress tensor accounts for the internal friction of the flow.
For a Newtonian fluid, where the viscosity depends linearly
on the gradient of the velocity field, it is given by

Tαβ = η

[
∂vα

∂xβ
+
∂vβ

∂xα
− 2

3
δαβ

∂vγ

∂xγ

]
+ ζδαβ

∂vγ

∂xγ
(6)

with the dynamic viscosity coefficient η and the bulk vis-
cosity coefficient ζ. The kinematic viscosity coefficient ν is
the ratio between the dynamic viscosity coefficient and the
density of the fluid, ν = η/%. The term in the parentheses
in eq. (6) represents the traceless part of the viscous stress
tensor and is called viscous shear stress tensor. The nu-
merical treatment and solution of the Navier-Stokes equa-
tion is demanding because of the second derivatives of the
velocities. We follow the approach by [23] and calculate
the derivatives of the velocity components for particle a
according to

∂vαa
∂xβ

=
∑

b

mb

%b

(
vαb − vαa

) ∂Wab

∂xβ
≡ vαβa . (7)

The viscous stress tensor for particle a can be calculated
via

Tαβ
a = ηa

[
vαβa + vβαa

]
− 2

3
δαβvγγa . (8)

In a second step, the accelerations due to the viscous stress
are determined via

dvαa
dt

=
∑

b

mb
Tαβ

a + Tαβ
b

%a%b

∂Wab

∂xβ
. (9)

If the partial derivatives of the velocities are not calculated
with eq. (7), but with the numerical equivalent SPH sum

∂vαa
∂xβ

=
1
%a

∑

b

mb

(
vαb − vαa

) ∂Wab

∂xβ
, (10)

the accelerations are determined via

dvαa
dt

=
∑

b

mb


Tαβ

a

%2
a

+
Tαβ

b

%2
b


∂Wab

∂xβ
. (11)

The bulk part of the Navier-Stokes equation can also be
used to define an artificial viscosity that prevents mutual
particle penetration and does not yield unwanted spurious
shear. A possible ansatz for an artificial bulk viscosity was
successfully applied in planet-disk interaction simulations

in [79]: the bulk part of the viscous stress tensor is ζ∇ · v,
which leads to an additional acceleration for particle a

dva

dt

∣∣∣∣∣
bulk

=
∑

b

mbζab
(∇ · v)a + (∇ · v)b

%a%b
∇aWab, (12)

or

dva

dt

∣∣∣∣∣
bulk

=
∑

b

mbζab


(∇ · v)a

%2
a

+
(∇ · v)b

%2
b

∇aWab, (13)

in case of the other SPH representation, respectively. The
bulk viscosity coefficient ζab for the interaction between
particles a and b is

ζab =


− f h

2
ab(∇ · v)ab%ab for (va − vb) · (xa − xb)

0 else.
(14)

The term qab denotes an abbreviation for the average 1
2 (qa+

qb) for any quantity q and f a parameter to scale the effect
of the artificial bulk viscosity, usually set to 1.

2.3. Solid body mechanics
The implementation of solid body mechanics with frag-

mentation in our code follows the ideas and concepts of [86]
and [8]. We refer for the thorough description of our im-
plementation in [78] and present the basic equations in the
following.

For a perfect elastic material, the conservation of mo-
mentum reads

%
dvα

dt
=
∂σαβ

∂xβ
, (15)

where the stress tensor σαβ is built up by the pressure p
and the traceless deviatoric stress tensor S αβ

σαβ = −pδαβ + S αβ. (16)

The conservation of the internal energy u is given by

du
dt

= − p
%

∂vα

∂xα
+

1
%

S αβε̇αβ. (17)

Here, ε̇αβ denotes the strain rate tensor for small deforma-
tions

ε̇αβ =
1
2

(
∂vα

∂xβ
+
∂vβ

∂xα

)
. (18)

Additionally, an equation for the time evolution of the
deviatoric stress tensor S αβ is required to describe the
dynamics of the solid body, which is called the consti-
tutive equation. For an perfectly elastic behaviour, we
choose Hooke’s law, where the stress depends linearly on
the strain, which yields using the Jaumann rate eventually

dS αβ

dt
= 2µ

(
ε̇αβ − 1

3
δαβε̇γγ

)
+ S αγRγβ − RαγS γβ, (19)

with the shear modulus µ and the rotation rate tensor Rαβ

Rαβ =
1
2

(
∂vα

∂xβ
− ∂vβ

∂xα

)
. (20)
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2.4. Strength models
A solid material does not deform perfectly elastic for

all experienced strains. Once the applied strain exceeds
the elastic limit, the deformation becomes plastic. The
transition from an elastic to a plastic state of a substance
is characterised by a stress state. The stress at which the
material starts deforming plastically is called yield stress,
and the condition for plastic deformation is the yield cri-
terion. For an isotropic medium, the yield criterion is a
symmetric function of the principle stresses σi

f (σ1, σ2, σ3) = const. (21)

The constant on the righthandside is material dependent
and related to the particular yield limit. Since f is a sym-
metric function of the principle stresses, the stress com-
ponents can be expressed by the invariants of the stress
tensor

f (I1, J2, J3) = const. (22)

In the original code, we have implemented the elementary
von Mises yield strength to model plastic behaviour of solid
bodies, and noted already the shortcoming of this simplis-
tic model. Following [20] and [37], we have added two
additional strength models suitable for the modelling of
granular material and a pressure dependent yield strength
model, which is applicable to rocks and interplays with
the fragmentation model for brittle materials by Grady
and Kipp [78].

2.4.1. Von Mises yield stress
In the von Mises yield stress model [91], the deviatoric

stress is limited once it reaches a constant yield strength
limit YM. At first, the second invariant of the stress tensor
is computed via

J2 =
1
2

S αβS αβ, (23)

for each individual particle, and the limiting factor fY is
calculated according to

fY = min
[
Y2

M/3J2, 1
]
. (24)

Then, the deviatoric stress, which was integrated using
eq. (19), is limited

S αβ → fYS αβ. (25)

2.4.2. Drucker-Prager and Mohr-Coulomb yield criterion
The Drucker-Prager yield strength depends on the pres-

sure and is applicable to model rocky materials. The con-
dition for plasticity reads

√
J2 = A − BI1, (26)

where I1 denotes the first invariant of the stress tensor (I1 =

tr[σαβ]) and J2 the second invariant given by eq. (23). The

two material constants A and B are the so-called Drucker-
Prager constants. The criterion is related to the Mohr-
Coulomb yield criterion, and the constants A, B can also
be expressed in terms of cohesion c and angle of internal
friction ϕ of the material via

A =
6c cosϕ√

3 (3 − sinϕ)
, B =

2 sinϕ√
3 (3 − sinϕ)

. (27)

2.4.3. Pressure dependent yield criterion in combination
with damage model

In our fracture model [78], the reduction in strength
under tensile loading is expressed via a scalar damage
variable 0 ≤ D ≤ 1, where D = 0 corresponds to intact
material and D = 1 to a totally fractured material that
cannot undergo any tension or deviatoric stress. In this
sense, a material with D = 0.5 experiences half the devi-
atoric stress and tension of an undamaged material with
D = 0. In order to relate the fragmentation model with the
yield strength for plastic flow, [20] calculate a damage de-
pendent yield strength in the following way. Undamaged,
intact substances have a pressure dependent yield strength
of

YP = c +
µp

1 + µp/(YM − c)
, (28)

where µ is the coefficient of internal friction, given by
µ = tanϕ, c is the cohesion and YM the shear strength at
infinite pressure. For totally damaged materials, the de-
viatoric stress is usually set to zero. However, as pointed
out by [37], it is important to take into account the friction
in totally damaged material, e.g., shattered rocks. There-
fore, for totally damaged materials with D = 1, the yield
strength is not vanishing but dominated by the pressure
and given by

YD = µD p, (29)

where µD now denotes the coefficient of internal friction of
the totally damaged, granular material. For partially dam-
aged materials, the yield strength is determined according
to

Y = (1 − D)YP + DYD, (30)

while Y ≤ YP is ensured. As soon as one particle exceeds
the yield strength, the deviatoric stress is reduced accord-
ing to eq. (25), with the limiting factor

fY = min
[
Y/

√
J2, 1

]
. (31)

2.5. Porosity Models
Macroscopic porosity can be easily modelled with SPH

by simply adding macroscopic voids on the scale of the
particle volume to the initial distribution. However, sub-
resolution porosity can be troublesome. Various sub-re-
solution porosity models exist in the literature and are ap-
plied to porous materials from metals to rocks. Although
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originally the p−α-model was developed to study impacts
into metal shielding, we have first implemented it for the
simulation of porous, rocky objects such as comets and
asteroids.

2.5.1. The p-α-model
The p-α-model by [33], which was modified by [38],

relates the porous pressure p of a material to the solid
pressure ps and the distention α. The main idea is to
separate the volume change in a porous material into the
pore collapse of the porous material and the compression
of the matrix material. The distention is defined by

α =
%s

%
=

1
1 − φ , (32)

with the solid density %s, the porous density % and the
porosity φ. The porous pressure is calculated with the
empirically found equation using the distention α and the
pressure of the solid material ps [17]

p =
1
α

ps(%s, us) =
1
α

ps(α%, u), (33)

where %s and us are the density and the energy of the
solid, and % and u of the porous material. The crush-
curve relates the pressure to the porosity and yields a
maximum pressure which the porous material can undergo
before crushing. This gives an additional boundary condi-
tion for the pressure in the simulation. Two crush-curves
are currently implemented. One being quadratic and the
other having two regimes with parameters gained by fit-
ting function 34 to the crush-curve of porous pumice, using
a compression testing machine. In the plastic regime the
distention α is computed as follows

α(p) =



(αe − αt)
(pt−p)n1

(pt−pe)n1 + (αt − 1) (ps−p)n2

(ps−pe)n2 + 1 if pe < p < pt

(αt − 1) (ps−p)n2

(ps−pe)n2 + 1 if pt ≤ p < ps

1 if p ≥ ps,

(34)
where pe is the pressure where the transition from the elas-
tic to the plastic regime happens, ps the pressure where the
porous material is fully compacted and the density equals
the matrix density (α = 1) and the pressure pt indicates
a transition between the two regimes with different slopes
n1 and n2 [38].
The distention is evolved in time depending on the pres-
sure as follows

α̇ =
dα
dp

dp
dt
. (35)

One of the most important aspects of the p− α-model im-
plementation is the check function for the timestep. The
relation between the pressure and the distention is an im-
plicit. However, to solve it explicitly, one has to make
sure that the distention is resolved correctly. Hence, the
distention has to follow the crush-curve since each disten-
tion value relates to a specific maximum pressure value.
If the integrated distention yields a pressure beyond the

pe[Pa] pt[Pa] ps[Pa] α0 αt n1 n2

106 6.8 × 107 2.13 × 108 3.45 1.90 12 3

Table 1: Parameters for the crush-curve which were used for the plot
and the simulation in figure 1.

Figure 1: Relation between the distention α and the pressure p. The
initial distention is α0 = 3.45 and until pe is reached the deformation
is elastic and dα

dt = 0.

maximum pressure for this specific distention value, the
time step has been too coarse, the crush-curve is not re-
produced correctly and the timestep has to be reduced,
the integration step has to be repeated. To ensure this
critical boundary condition our integrators have either an
distention or a pressure check function where the change
of the previous to the current value is calculated and if
these values are too large the timestep is decreased accord-
ingly, and the current step is recalculated with the lowered
timestep. In order to validate the porous model, we have
simulated the impact of a nylon, spherical projectile into
a cube of pumice in three dimensions. Figure 1 shows the
pressure-distention values of the SPH particles from the
impact. The distention α lies exactly on the crush-curve
and thus resolving the timestep accordingly with crush-
curve parameters shown in table 1. The simulation was a
nylon sphere impacting into a pumice cube. The parame-
ters for the Tillotson equation of state (EOS) are those of
solid rock with a volume V = 216 cm3 and a matrix density
%s = 2325.3 kg/m3. The impactor sphere has the Tillotson
EOS parameters of nylon with a radius r = 7 mm, a density
%s = 1185 kg/m3 and an impact velocity vimp = 2.58 km s−1.
A shock wave test was performed which travels in one

spatial dimension. The material was porous aluminium
with an initial distention of α0 = 1.275. The crush-curve
parameters are shown in table 2 and the Tillotson EOS
parameters are those of aluminium. The cylinder has a
height h = 2 cm and a radius of r = 0.2 cm. A constant ve-
locity is set in the z-direction with vz = −45.8 cm s−1. The
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pe[Pa] ps[Pa] c0[m s−1] ce[m s−1

8 × 107 7 × 108 5.35 × 103 4.11 × 103

Table 2: Parameters for the crush-curve which were used for the plot
and the simulation in figure 2.

Figure 2: One dimensional shock wave in a three dimensional porous
aluminium cylinder. The pressure is plotted as a function of the
vertical position of the SPH particle in the cylinder. The plot shows
two waves with an elastic precursor followed by the actual shock
wave.

quadratic crush-curve

α = 1 + (αe − 1)
(ps − p)2

(ps − pe)2 (36)

was used and
[

dα
dp , 0

]
elastic

is calculated using
[
dα
dp

]

elastic
=
α2

K0

[
1 −

(
1

h(α)2

)]
(37)

where K0 = c2
0%0 and

h(α) = 1 + (α − 1)
ce − c0

c0(αe − 1)
, (38)

with αe = α(pe). The results are shown in figure 2. We
find perfect agreement with the simulation presented by
[38].

2.5.2. The ε-α-model
Another porosity model has been implemented into the

code which is the so called ε-α-model [19]. The main dif-
ference between this and the above mentioned p−α-model
is the calculation of the distention. In this model the dis-
tention is calculated using the volumetric strain εV which
is given by the change in volume of an element divided by
the initial volume leading to following expression:

εV =

V ′∫

V0

dV
V

= ln
(

V ′

V0

)
, (39)

with V0 as the initial and V ′ as the updated volume. The
volumetric strain can be related to the distention α

εV = ln
(

V ′

V0

)
= ln

(
V ′

Vs

Vs

V0

)
= ln

(
α

α0

)
, (40)

with an ideally constant matrix volume Vs. The com-
paction function is defined as

α(p) =



α0eκ(εV−εe) if εe > εV ≥ εx

1 +
(
α0eκ(εx−εe) − 1

) (
εc−εV
εc−εx

)2
if εx > εV > εc

1 if εV ≤ εc,

(41)

with εe as the elastic-plastic transition strain, εx the thresh-
old strain for the transition between the two compaction
regimes, εc the threshold for full compaction, κ the expo-
nential compaction rate and α0 the initial distention. The
parameter εc has to be calculated beforehand with follow-
ing equation

εc =
2 − 2α0eκ(εx−εe)

κα0eκ(εx−εe) + εx. (42)

In this model the distention is not calculated directly using
the pressure. The change in the distention is calculated as
follows

α̇ =
dα
dεV

dεV

dt
. (43)

2.5.3. Sirono-model
The Sirono porosity model implemented in the code is

by [83] which was later modified by [80], and extended to
different material by [26]. It is an isothermal model, which
is the main difference to the two above mentioned models.
It uses a slightly modified Murnaghan EOS which is an
extension of the liquid EOS with a non-linear dependency
of the pressure on the density

p(φ) = K(φ′0)
(
φ

φ′0
− 1

)
, (44)

where φ′0 =
%′0
%s

and %′0 is the reference density, i.e. the den-
sity at p = 0. To calculate the pressure at a given density
we only need the bulk modulus K(φ) which is given by the
power law

K(φ) = 2µ(φ) = K0

(
φ

φi

)γ
, (45)

with the shear modulus µ(φ) and φi = %i/%s. Since there
is no energy dependency in this EOS it is only used for
the low velocity regime. The pressure is restricted by the
compressive strength Σ(φ) and tensile strength T (φ). Un-
til the pressure reaches the upper limit (the compressive
strength) the deformation is elastic and once it surpasses
the compressive strength the deformation process will be
plastic. This changes the slope for the calculation of the
pressure (equation 44) and thus deforming the material
irreversibly. The pressure is limited in following way

p(φ) =


Σ(φ) if φ > φ+

c

T (φ) if φ < φ−c .
(46)
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Figure 3: Crater depth of the glass bead falling into the porous dust
cake. The colour mapped is the filling factor φ = %/%s.

The compressive strength is calculated using this equation

Σ(φ) =



pm

(
φmax−φmin
φmax−φmin−ε − 1

)∆ ln 10
if φ ≤ φmin + ε

pm

(
φmax−φmin
φmax−φ − 1

)∆ ln 10
if φmin + ε < φ < φmax

∞ if φ ≤ φmax,

(47)
with the material dependent parameters pm, ∆, ε and the
minimum and maximum filling factors φmin and φmax. For
the test calculation presented in figure 3, the following
values have been calibrated using [29] the mean pressure
pm = 260 Pa, ∆ = 0.58, ε = 0.005, φmin = 0.12 and φmax =

0.58. The tensile strength is given by

T (φ) = −10a+bφ Pa, (48)

with a = 2.8 and b = 1.48. Figure 3 shows one of these (in
this case two dimensional) simulations where a glass bead
falls into the porous dust cake (SiO2). The used values for
the setup are shown in table 3.

2.6. Equation of states
The equation of state relates the thermodynamic state

variables and closes the system of PDEs. It is normally
defined as a relation between the density, pressure and
temperature or internal energy of a specific material. De-
pending on the physical regimes, different EOS are ap-
plied. There is no universal EOS, which can be used for
all materials under all conditions, liquid, gaseous or solid.
Therefore, various EOS are implemented and available in
the code. In the original version, the available EOS were
liquid EOS, Murnaghan EOS, and Tillotson EOS. In the
new version, we have added the EOS for polytropic gas,
isothermal gas, ideal gas, and ANEOS. The use of porosity
models require additional porosity-dependent pressure re-
lations, which are implemented via special EOS for these
porous materials. Hence, there are several additional ver-
sions for porous materials with Tillotson EOS for the p−α-
, the Sirono-, and the ε − α-model. Additional EOS may
be included to the code straightforwardly by adding an-
other EOS_TYPE_* to pressure.h and the calculation of
the pressure to the kernel function in pressure.cu.

Physical Quantity Value with Unit

Glass bead
Matrix density %0 2.54 × 103 kg/m3

Bulk modulus K0 5 × 109 Pa

Murnaghan exponent n 4

Radius r 0.55 × 10−3 m

Impact velocity v0 0.65 m s−1

Dust target
Initial filling factor φ0 0.15

Matrix density %s 2000 kg/m3

Reference density %′0 300 kg/m3

Bulk modulus K0 3 × 105 Pa

Radius rdust 3.3 × 10−3 m

Other parameters
Artificial viscosity α, β 0.1, 0

Table 3: Parameter table of the two dimensional crater depth vali-
dation simulations for the Sirono model.

2.6.1. Murnaghan EOS
The Murnaghan EOS can be derived from the assump-

tion that the bulk modulus varies linearly with pressure
[67]. It reads

p =
K0

n

((
%

%0

)n

− 1
)
, (49)

where K0 is the bulk modulus and %0 the density in the
relaxed state. The Murnaghan EOS can be used to model
weakly compressible materials. In this publication, it was
applied to model the gravitational collapse of a granular
column, see section 3.4.

2.6.2. Tillotson EOS
A widely used non-linear EOS for simulating high-ve-

locity impacts was introduced by [90] and can be applied
over a wide range of physical conditions, while being com-
putationally simple. It provides rudimentary distinction
between the solid and vapour phase, but lacks a consistent
treatment of phase changes. In the case of compressed re-
gions (% ≥ %0) and u lower than the energy of incipient
vaporization uiv the equation of state reads

p =

[
aT +

bT

1 + u/(u0η2)

]
%u + AT ξ + BT ξ

2, (50)

with η = %/%0 and ξ = η − 1. In case of expanded material
(u greater than the energy of complete vaporization ucv)
the equation of state takes the form

p =aT%u +

[
bT%u

1 + u/(u0η2)
+ AT ξ exp

[
−βT

(
η−1 − 1

)]]
(51)

× exp
[
−αT

(
η−1 − 1

)2
]
. (52)
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The symbols %0, AT , BT , u0, aT , bT , αT , and βT are ma-
terial dependent parameters. In the partial vaporization
uiv < u < ucv, the pressure is linearly interpolated between
the two values obtained via (50) and (51), respectively.
The Tillotson EOS has the advantage of being computa-
tional very simple, and still sophisticated enough for the
application over a wide regime of physical conditions in
high pressure ranges, such as high-velocity collisions and
impact cratering.

Note, that the Tillotson EOS can also yield negative
pressure values for expanded (η < 1) and cold (u < uiv)
states. This corresponds to a tension in the solid mate-
rial. As stated by [58], a fluid will fragment into smaller
droplets at lower densities, limiting the tension. In or-
der to consider this behaviour, a density limit parameter
can be defined for each material type in the simulation.
As soon as the ratio η falls below this limit, the pressure
is set to zero instead of becoming negative. Additionally,
there is also a compile time option which prevents negative
pressure values at all.

2.6.3. ANEOS
A more sophisticated treatment of phase changes is

possible with the analytic equations of state (ANEOS)
package [see, e.g., 60]. ANEOS is based on calculating
the Helmholtz free energy from first principles, where all
relevant quantities can then be deduced from. This also
holds for the temperature, which is not directly possible
for the Tillotson EOS. However, ANEOS requires more
than 40 input parameters (10 for the Tillotson EOS), and
is not freely available. It consists of several thousand lines
of FORTRAN code, which has to be utilized to produce
lookup- tables, which can then be interpolated from. To
enhance the thermodynamical aspects of our SPH code’s
material model, we have recently finished implementing
ANEOS to overcome the limitations of the Tillotson EOS
[? ].

2.7. Fixed and variable smoothing
The code supports three different methods for SPH

smoothing: Either a fixed smoothing length for each ma-
terial type is set or the smoothing length varies for each
particle separately. In the latter case, a fixed number of
interaction partners can be set individually for each mate-
rial type or the smoothing length is integrated according
to the following evolution equation

dh
dt

=
h
d
∇ · v, (53)

where d denotes the dimension. Additionally, an upper
and lower limiter can be chosen for each material type. If
two particles with differing smoothing lengths ha and hb in-
teract, the kernel is calculated with their mean 1

2 (ha + hb).
The search for the interaction partners is conducted by
the help of the Barnes-Hut tree. For each particle, a
tree walk starting at the root of the tree is performed.

The search continuous descending only into nodes that in-
tersect with the sphere with the radius of the particle’s
smoothing length. Finally, individual particles in the low-
ermost nodes (the leaves) are checked for interaction by
calculating the distance and comparing to the smoothing
length. Since the interaction partner search for one parti-
cle is independent from the search for the partners of an-
other particle, the search algorithm parallelizes perfectly.

2.8. Time integrator
The default time integrator is an embedded second

order Runge-Kutta integrator, which uses an additional
third step to determine an adaptive time step. Its imple-
mentation is based on the description in Butcher [16]. Four
more integrators are implemented: a simple Euler integra-
tor for test purposes during new developments, two differ-
ent predictor-corrector schemes, one with a prediction step
of half the time step and a correction step with the whole
time step and vice versa, and a special purpose coupled
Heun and fourth order Runge-Kutta integrator. The time
step size for all integrators is limited by the Courant con-
dition and the artificial viscosity is also taken into account
[63]

∆t ≤ CFL
h

cs + 1.2(csα + µmaxβ)
. (54)

Here, CFL is the Courant number, cs denotes the sound
speed, h is the smoothing length, α and β are the artificial
viscosity parameters and µmax is the maximum value of µab

from all interaction pairs. The term µab is an approxima-
tion for the velocity divergence and calculated according
to

µab =
hab(va − vb) · (xa − xb)

(xa − xb)2 + εvh
2
ab

. (55)

The term h
2
ab is the average of the smoothing lengths of

particle a and b. and the factor εvh
2
ab in the denomina-

tor prevents divergence of µab. Apart from the Courant
time limit, there exist additional limit check functions to
ensure convergence of the crush-curve for simulations in-
cluding porosity, see section 2.5, and upper limits for an
absolute change of specific values like the damage variable
in simulations including brittle fracture can be specified to
ensure convergence, i.e.

∆t ≤

ε |ξ|+ξmin∣∣∣∣ dξ

dt

∣∣∣∣
for

∣∣∣∣ dξ
dt

∣∣∣∣ > 0

∆tmax else,
(56)

for all quantities ξ which are integrated, where ε < 1 and
ξmin is a measure to set the minimum time step.

In addition, a combined Heun and fourth order Runge-
Kutta (RK4) integrator is implemented with intended ap-
plication for circumbinary disks following the method by
[88]. The Heun part is used to solve the hydrodynami-
cal equations, i.e. to integrate the SPH equations and the
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RK4 part is used to integrate the orbits of the gravitating
objects. For each complete timestep in the Heun integra-
tor, the four steps of the RK4 are performed. In every
substep of the RK4 the accelerations for all gravitational
point masses are calculated. At the end of timestep, both
integrators are at the new time t+∆t and the cycle restarts.

2.9. Additional gravitating bodies
An arbitrary number of purely gravitationally inter-

acting (point-)masses may be included in the simulation.
The gravitational force from these objects leads to an ad-
ditional acceleration of the particles. These masses also
interact mutually and their motions are integrated with
the same integrator that integrates the fluid or solid body.
This renders simulations possible that include more than
one central object, e.g. collisions of smaller objects in a
planetary system or the simulation of accretion disks a-
round circumbinaries with one or more potentially em-
bedded planets. The point masses are stored in additional
data files and a minimum and maximum distance for the
particle can be specified individually for each point mass.
Once a particle comes too close or too far, it is deactivated
in the simulation.

2.10. Long-range forces
Currently, miluphcuda allows to simulate the self-gra-

vity of the mass distribution given by the particle distri-
bution. The long-range forces due to the mutually grav-
itational interaction of the particles is either calculated
directly via a N2 algorithm or approximately using the
Barnes-Hut tree [4] that is also used for the interaction
partner search. The latter one may be also a starting point
to implement other long-range forces like Coulomb’s law.
The additional acceleration due to the gravitational inter-
action is added to the momentum equation of the applied
module, i.e. one of eqs. (1,5,15).

The self-gravity module has been validated by the sim-
ulation of an isothermal, spherical and initially uniformly
rotating collapsing molecular cloud by Schäfer et al. [78].
The module is used in the three applications presented in
sections 3.1 to 3.3.

3. Applications

In this section we intent to display the versatility of
miluphcuda. We have adapted the code to various dif-
fering physical problems including hydro- and solid me-
chanics, with and without gravitational forces, self-gravity,
strength-dominated and strengthless bodies, inviscid and
viscous flows. The subsections contain examplary simula-
tions of various projects which make use of our code. In
practice, each numerical investigation with SPH has to in-
clude a convergence study, i.e. varying number of particle
numbers, varying smoothing lengths, and different values
for other parameters of the method such as the artificial
viscosity. Since our intention is to present many different

simulations with all available modules, we do not present
these convergence studies here, and focus only on variety
of applications.

3.1. Embedding realistic collision outcomes into long-term
planet formation simulations

The formation of terrestrial planets is believed to pro-
ceed in several relatively distinct steps, where during the
last and final phase, often termed ’late-stage accretion’,
planetary embryos (∼Moon- to Mars-sized objects) and
remaining smaller planetesimals eventually accrete into
planets. This phase is characterized by chaotic interaction
and giant collisions among large, similar-sized, gravity-
dominated bodies, which shape many of a planet’s final
characteristics – its orbital parameters, spin and obliquity,
and not least its composition, especially also volatile/wa-
ter contents. Since (giant) collisions are naturally the core
agent of accretion, it is crucial to study those events indi-
vidually in detail. However, to obtain truly self-consistent
results especially in the context of a chaotic planet forma-
tion environment it is eventually the combination of the
long-term dynamical evolution of protoplanets/planetesi-
mals with realistic outcomes of individual encounters that
is necessary. We follow two different approaches for this
problem, both centered around physically accurate colli-
sion simulations with miluphcuda. The first one is to use
a catalog of collision outcomes, spanning the most relevant
parts of parameter space, where the outcome of a particu-
lar collision scenario is then interpolated from (Sect. 3.1.1).
The second approach is to run a dedicated SPH simulation
for each occurring collision event ’on the fly’, whose results
are directly re-inserted into the further underlying N-body
evolution (Sect. 3.1.2).

Our main aim in these applications is to study vola-
tile/water transport, which may have been delivered to
the accretion zone of Earth by successive collisions among
water-carrying planetesimals and planetary embryos from
the outer asteroid belt region. Even though semi-analyti-
cal models (scaling laws) to approximately predict collision
outcomes have been developed in recent years [44, 43, 55],
they are currently not able to reliably predict the more
subtle consequences for water inventories [12], where exist-
ing studies have almost exclusively assumed oversimplified
perfectly inelastic merging of water-bearing bodies. This
is despite the fact that water and other volatile material
is particularly susceptible to collisional fragmentation and
loss processes, and thus masses as well as water contents
of final terrestrial planets are considerably overestimated
in most cases.

Giant collisions of similar-sized bodies (cf. Figure 4)
are complex and generally super-sonic events, where strong
shocks dissipate large amounts of energy, which can lead
to large-scale melting and vaporization, or even eject outer
layers mechanically. In addition material initially under
high pressure can be released from the deep interior when
bodies are (partly) disrupted (cf. Figure 6). Correct mod-
eling of the thermodynamic response with a suitable equa-
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Figure 4: Collision geometry for similar-sized, differentiated bodies
in a target-centric frame. |v0 | is the impact velocity, α the impact
angle (0◦ for head-on).

tion of state is therefore crucial (Sect. 2.6), while the pre-
cise material rheology becomes typically less important
once in the gravity-dominated regime. The majority of
such encounters is more or less oblique, which makes them
naturally fully 3-dimensional events, and gives rise to fre-
quent hit-and-run outcomes (e.g., Figure 6), where the col-
liding bodies separate again (gravitationally) after the in-
teraction phase.

3.1.1. Collisions catalog for protoplanetary bodies
In order to arrive at a more realistic estimate of the

amount of water transported to Earth’s accretion zone, we
systematically investigated the rate of water transport in
collisions by performing a suite of several hundred collision
simulations with miluphcuda. Here, we present results in
terms of the fraction of water retained after a collision for
different parameters of the system including collision ve-
locity, impact angle, and the masses and water-mass frac-
tions of the projectile and target. The resulting catalog
of collisional water loss focuses on planetary embryos of
masses in the Ceres to Earth range and initial water con-
tent. Table 4 lists the parameters chosen for the catalog.
In order to limit the parameter space we assumed a uni-
form structure consisting of a basaltic silicate rock interior
covered by a water ice mantle for all bodies. Our material
model is based on the Tillotson equation of state [see 59]
and uses the parameters given in Table 4. The Weibull pa-
rameters for the damage model are m = 16 and k = 1061 m−3

[68] for basalt and m = 9.1 and k = 1046 m−3 [42] for water
ice, respectively.

The outcome in terms of the masses of the largest two
surviving fragments and the water remaining on these sur-
vivors is given in the supplementary data to this article.
The data is given in xlsx format with columns as described
in Table 6. Visualizing our high-dimensional data is dif-
ficult. In order to properly present our catalog, we thus
apply the embedding algorithm UMAP [56, 57], which al-
lows an efficient, non-linear down-projection of our six-
dimensional input space. We use the default hyperparame-
ters for the UMAP mapping, except for n_neighbours=15
and min_dist=0.99. Figure 5 visualizes the embedded
dataset. Each of the original six dimensions is contribut-
ing some structure to the embedding. There are 17 clus-
ters which are – each for itself – homogeneous in impact
angle and projectile/target water mass fraction and com-
posed of different impact velocities and masses. Although
the plots are still difficult to interpret, a comparison of
the color gradients indicate that the water retention of the
two largest fragments is correlated with both the impact
velocity and the impact angle: while the gradients of the
velocity closely describe the intra-cluster gradients of the
water retention, the impact angle does so with the global
gradient across all clusters.

In the near future we plan to create a scheme that al-
lows us to integrate data from an extended catalog into
N-body calculations that will use predicted collision out-
comes instead of perfect merging. First experiments with
multi-dimensional interpolation work satisfactorily regard-
ing the water loss, but fail in terms of predicting correct
fragment sizes, positions, and velocity vectors after the im-
pact. Therefore, we currently run a simulation campaign
of thousands of collisions – enough to apply machine learn-
ing methods to predict detailed collision outcomes as they
occur in planet formation simulations (Winter, Winkler,
Maindl, and Schäfer, in prep.).

3.1.2. Direct N-body – SPH hybrid simulations
The direct combination of an underlying N-body com-

putation [realized with the versatile REBOUND package,
75] with dedicated individual collision simulations has the
advantage of full self-consistency and allows to precisely
model all collisions at hand, including more subtle pro-
cesses like water loss and transfer between colliding bodies
in hit-and-run encounters. Such a direct hybrid approach
has been applied only rarely and with limited resolution
[25, 24], and never to follow water or other volatiles to our
knowledge.

In order to ensure the flawless handover from the N-
body computation to an SPH collision and back, several
well-synchronized steps are necessary, implemented via a
Python interface, which calls the necessary subprocesses
(including miluphcuda) and handles communication be-
tween them. Once bodies are found to be on colliding
trajectories, the N-body integration continues until they
have approached to a well-defined starting distance for the
SPH simulation – several times the sum of their radii to
allow for the build-up of potential pre-collision tidal defor-
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Parameter Values

Total mass Mtot = Mprojectile + Mtarget 2 MCeres(1.88 × 1021 kg), 2 M$(1.47 × 1023 kg),
2 M♂(1.28 × 1024 kg), 2 M⊕(1.19 × 1025 kg)

Mass ratio γ = Mprojectile/Mtarget 0.1, 0.5, 1.0
Projectile water mass fraction wp 0.1, 0.2
Target water mass fraction wp 0.1, 0.2
Impact velocity v [vesc] 1.0, 1.5, 2.0, 3.0, 5.0
Impact angle α [deg] 0, 20, 40, 60

Table 4: Scenario parameters of the collision catalog. The velocity vesc denotes the two-body escape velocity.

Material %0 [kg/m3] AT [GPa] BT [GPa] E0 [MJ/kg] Eiv [MJ/kg] Ecv [MJ/kg]

Basalt 2700 26.7 26.7 487 4.72 18.2
Ice 917 9.47 9.47 10 0.773 3.04

Material αT βT aT bT µ[GPa] YM [GPa]

Basalt 0.5 1.5 5 5 22.7 3.5
Ice 0.3 0.1 10 5 2.8 1

Table 5: Tillotson EOS Parameters adopted from Benz and Asphaug [9] used in the simulations for the collision catalog. The bulk modulus
is set equal to AT and BT , shear modulus and the von Mises yield stress are denoted by µ and YM , respectively.

Figure 5: For visualization, the six-dimensional input space was embedded into two dimensions component a and component b using UMAP.
The titles of the plots indicate the respective color codings. Note that only the water retention color code represents a result after evaluating
the collision outcomes, the others represent the initial conditions.
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Column Description

v collision velocity [vesc]
alpha collision angle [deg]
m Mtot = Mprojectile + Mtarget [kg]
gamma mass ratio γ = Mprojectile/Mtarget

wp projectile water mass fraction
wt target water mass fraction

mS1 mass of survivor 1 [kg]
mS2 mass of survivor 2 [kg]
wmfS1 survivor 1 water mass fraction
wmfS2 survivor 2 water mass fraction

wretained 1 − water lost to debris [kg]
total initial water [kg]

Table 6: Column description of the collision outcome data in the
supplement.

mations. The colliding bodies are initialized already with
self-consistent hydrostatic profiles following Burger et al.
[12], which works practically instantaneously and elimi-
nates the need for lengthy numerical relaxation. To en-
sure a self-consistent (gravity) environment, the star and
all other bodies in the N-body system (besides the two
colliding ones) are additionally included as point masses
for the whole duration of the SPH simulation. Once the
collision / interaction phase is over (potential post-collision
fragments have clearly separated), we first identify spa-
tially connected fragments via an octree / friends-of-friends
algorithm, followed by additional search for gravitation-
ally bound fragments, which are then each considered a
single post-collision body. Eventually their (barycenters’)
positions and velocities are re-inserted into the N-body in-
tegration. The vastly different time as well as size scales of
individual collisions vs. long-term N-body evolution pose
particular challenges. Individual collisions cover ∼hours to
days at most, while the whole planetary accretion phase
lasts for several 100 Myrs. The spatial domain of individ-
ual collisions is usually considerably below 106 km, while
the whole system covers tens of au (∼ 109 km). The capa-
bilities of miluphcuda allow us to run the necessary multi-
material collision simulations (including surface water lay-
ers), where the various available strength /material models
(Sect. 2.4) and equations of state (Sect. 2.6) can be utilized
to account for the broad range of physical states of water in
an active planet formation environment. The actual con-
ditions at the onset of some currently simulated collision
however, depend on many parameters, among them the
distance to the star, the body’s (especially thermal) his-
tory, and the time since the last (large) collision / impact
event. For a truly holistic picture all these processes (and
likely more) will have to be included eventually, which
is our ultimate but not yet accomplished goal, therefore
a preliminary solution is to model water inventories as

(strengthless) fluid, properties that likely resemble a sur-
face ocean on average. Our SPH code provides the neces-
sary fast and efficient computations to run typically ∼hun-
dreds of dedicated collision simulations per underlying N-
body scenario, where individual ones (with resolutions be-
tween 25 000 to 75 000 SPH particles) require on the order
of an hour to complete (with all pre- and post-processing
steps).

In order to model collisional water transport we ap-
ply this hybrid framework to an evolving system of sev-
eral hundred planetary embryos and planetesimals which
extends into the water-rich region beyond the ice conden-
sation line (snow line). We include either no (very disrup-
tive), one (accretion or erosion), or two (hit-and-run) post-
collision bodies in the further N-body evolution. The ra-
tionale is that collisions between large, gravity-dominated
bodies generally result in at most two large post-collision
bodies besides orders-of-magnitude smaller additional de-
bris, which has either been desiccated directly during the
collision, or remaining water is otherwise likely often lost
quickly, once vaporized by large-scale energy deposition
during impact. An example of such a collision is illus-
trated in Figure 6.

3.2. Formation of massive exomoons of super-terrestrial
exoplanets

Most simulation studies of giant impacts have focused
on the collisional phase space conductive to the forma-
tion of Solar system planets and satellites [5]. Despite an
extensive collision simulation literature, there have only
been a few studies that investigated giant impacts rele-
vant to exoplanets that are more massive than the Earth
[54, 55, 48, 6], and in particular studies that focus on the
formation of exosolar satellites Barr and Bruck Syal [6].
We also use miluphcuda in order to simulate novel scenar-
ios which enable the formation of massive exomoons. We
investigate the mass, long-term tidal-stability, composition
and origin of material of such exomoons.

Since super-terrestrial planet collisions are often highly
energetic, the debris discs which they generate typically
require sensitive treatment which goes beyond the capa-
bilities of the more common, Tillotson EOS. We therefore
implement the M-ANEOS EOS. Our M-ANEOS parame-
ter input files are derived from Melosh [61]. We consider
differentiated impactors and targets composed of 30% iron
and 70% dunite by mass. The initial setup of each simula-
tion is calculated via a pre-processing step, in which both
impactor and target are generated with relaxed internal
structures, i.e. having hydrostatic density profiles and in-
ternal energy values from adiabatic compression, following
the algorithm provided in appendix A of Burger et al. [12].
All our simulations have a resolution of 106 SPH particles.

An example of a particularly interesting simulation is
shown in Figure 7. While most collisions generate a mas-
sive disk, which later evolves to coagulate into a massive
satellite, we also find this rare and illustrative case in which
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Figure 6: Snapshots of a hit-and-run collision between protoplanet-sized bodies. The impactor (white) approaches from the left. Both objects
are differentiated into an iron core (black), a silicate mantle (red) and a water shell, color-coded in blue for the target and white for the
impactor, to illustrate not only collisional losses but also water transfer between the bodies. Refer to Burger et al. [12] for more details.

an exomoon forms through a graze & capture scenario be-
tween a super-Earth and an Earth-sized planet. The result
is an intact, planet-sized exomoon, containing about half
the mass of the Earth. At this size, an exomoon can be
potentially detectable using our best available observing
instruments. E.g., see the Hunt for Exomoons with Ke-
pler (HEK) [40] initiative. We note that to date, there has
not been any confirmed detection of an exomoon, hence
this finding may be important.

We validate our model by successfully reproducing the
results obtained in a predecessor study [6] which uses a
different, adaptive mesh refinement (AMR) code. Indeed
our results are broadly compatible with theirs, and the
data follows similar trends.

3.3. Ring structures around Chariklo and Haumea
All the four giant planets of our solar system host ring

structures in equatorial orbits within their Roche radius,
and recently at least two other bodies are found to host
ring structures: the Centaur 10199 Chariklo [10] and the
dwarf planet Haumea [69]. The characteristics of the rings
vary widely, but in many systems it is possible to find dense
and narrow rings mainly composed by particles with sizes
ranging from centimetres to a tens of meter bodies. In
such case the particles’ interaction cannot be neglected,
what poses a computational challenge for usual N-body
approach usually applied to study the particles dynamics.

Furthermore, dense rings are optically thick and highly
collisional systems. The typical impacts might happen at
multiple times the metal escape velocity, so the collisions

outcome cannot be safely determine from the extrapola-
tion of the usual prescriptions [e.g., 44].

Some of the issues mentioned above can be solved us-
ing SPH simulations. The parallel nature of the technique
allows an efficient way to compute the mutual interaction
among a large ensemble of particles. Besides being pos-
sible to take into account the material properties, SPH
simulations also allow the inclusion of fragmentation and
porosity effects, so the collisions are treated in a more re-
alistic way.

Our code has been successfully adapted to simulate
the system of Chariklo aiming to explain the formation
the region depleted of material between the two rings, and
to investigate the interaction of the ring particles with a
putative satellite that may inhabit this gap. We employed
the Tillotson equation of state, and the initial setup con-
sisted in a small section of 10 × 5 km of the rings filled
with 20~m bodies, each one being composed by particles
spaced by 1 m. The number of bodies where determined
to result in an optical depth comparable to the observed
value. The self-gravity was taken into account, and all
bodies were assumed to be composed by ice particles sub-
ject to the gravitational force of Chariklo and the satellite,
both treated as external forces. The motion of the parti-
cles were followed in a rotating frame that moves with the
satellite and periodic boundary conditions were applied in
the azimuthal direction.

To validate the results obtained with miluphcuda we
compared the simulation outcome with a similar setup in-
tegrated using the IAS15 algorithm, a high-order numer-
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(a) 0.17 hours

(b) 1.5 hours

(c) 3 hours

Figure 7: The first three hours of a giant impact between a 0.83 M⊕
impactor and 6.4 M⊕ target, obtaining a graze & capture scenario,
which generates an intact, 0.5 M⊕ exomoon. The colour scheme
shows the density in units of kg × m−3.

ical integrator implemented in REBOUND [76]. Prelim-
inary results show that both runs are in agreement and
the SPH code performed well, even more when we con-
sider that N-body run required some simplification in the
effects that can be added to the simulation.

3.4. Collapse of a granular column
To show the applicability of the code to model granu-

lar medium, we have simulated the three dimensional col-
lapse of a granular column under gravitation following a
validation simulation from Szewc [87], who compared sim-
ulations to experimental results by Lube et al. [49]. Ini-
tially, a granular column of radius R0 and height H0 = aR0
(with a = 0.55 in the simulation presented here) is placed
on the ground. The granular material has a density of

% = 2.6 g/cm3, a sound speed of 100 m/s, an internal angle
of friction of 30 deg and zero cohesion. Depending on the
ratio a between initial height and radius, Szewc [87] and
Lube et al. [49] find fitting values for the final runout R∞ of
the medium on the ground. The runout length determined
by Szewc [87] is

R∞ =


0.72aR0 + R0 a < 1.7

1.02a3/5R0 + R0 a ≥ 1.7
, (57)

while the experimental data indicate [49]

R∞ =


1.24aR0 + R0 a < 1.7

1.6a1/2R0 + R0 a ≥ 1.7.
(58)

The rheology is modelled using the Mohr-Coulomb yield
strength. In order to obtain a weakly compressible mate-
rial, we apply the Murnaghan EOS with n = 7, use a bulk
modulus of K = 108 Pa and a shear modulus of µ = 107 Pa.
The number of particles in the simulation is about 470 000.
We find a final runout length of R∞ = 17.94 cm, which is
larger than the experimental value of 16.32 cm, found by
Lube et al. [49], a deviation of about 6%. For the same
ratio a and initial radius R0, the simulations of Szewc [87]
yield a runout length of 13.54 cm, a lower value than the
experimental outcome. Figure 8 shows renderings of the
initial granular column and the material at the end.

3.5. High-speed dynamics
The code was used to simulate several high-velocity

impacts in the context of asteroid target fragmentation by
[15]. Moreover, its performance was compared to commer-
cial software. In this section we present exemplary sim-
ulations showing the capability of miluphcuda to handle
high-speed dynamics and shock-wave physics related prob-
lems. [71] studied the experimental outcome of hyperve-
locity impacts of non-spherical projectiles on zinc plates by
looking at specific features in the produced debris clouds.
He documented changes in the debris clouds by shooting a
zinc sphere, rod, and disk into 0.965 mm-thick zinc plates
with a speed of about 5 km s−1. The three different shapes
of the projectile yield highly distinct debris clouds: The
debris cloud produced by the spherical projectile features
a hourglass shape, the rod forms a cone-like structure of
plate material attached to the remaining intact material
of the impacting rod, the disk projectile generates a pillar-
shaped debris cloud with only little dispersion. We have
simulated the impact with 212 000, 795 000, and 175 000
particles respectively, using the Tillotson EOS with the
values as specified in table 7 in two dimensions, and a con-
stant smoothing length of 2.5 × the initial particle separa-
tion. The parameters of the three impact experiments are
as follows: the diameter of the sphere is 5.76 mm and the
impact speed is 4.98 km s−1, the dimensions of the rod are
3.988 mm diameter and 14.148 mm length, and of the disk
13 mm are diameter and 0.795 mm thickness, with impact
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Figure 8: Gravitational collapse of a granular column. The SPH density is shown in the volume rendered image for the initial state on the
left hand side and for the final state on the right hand side. The initial ratio between radius and height was a = 0.55.

Figure 9: Debris clouds produced in high-velocity impacts of three
differently shaped projectiles into zinc plates. The left panels show
the radiographs as published by [71] and the right panels show the
two dimensional simulation outcome using the SPH code. The pro-
jectile was (from top to bottom) a sphere, rod, disk.

speeds of 4.97 km s−1 and 5 km s−1, respectively. The ra-
diographs of the debris clouds produced in the experiment
and the result of the SPH simulation are shown in figure 9.
The simulation is capable to reproduce the resulting debris
clouds accurately in shape and size.

3.6. Shocktube test problem
One standard test for a hydro code is the one dimen-

sional shocktube test problem [see, e.g., 64]. The initial
values at t = 0 are given by

U(x, t = 0) =


Ul x ≤ x0

Ur x > x0
, (59)

where Ul,r = (%l,r, vl,r, ul,r) denotes the constant initial values
for density, velocity and internal energy left and right of
x0. The pressure is given by the ideal gas equation

p = (γ − 1)%u, (60)

Figure 10: Shocktube problem. The initial density distribution is
indicated by the black dots. The analytical solution at time t =

0.228 is given by the dashed blue curve. The density after this time
obtained with the SPH simulation is shown by the red dots..

with γ = 7/5 in our setup. We place particles in the inter-
val [−1, 2] with x0 = 0.5, and set Ul(x, t = 0) = (1, 0, 2.5) and
Ur = (0.125, 0, 2). The particles have equal masses with a
separation of 4 × 10−3 in the lower density region [−1, 0.5]
and a %r/%l narrower separation in the higher density re-
gion ]0.5, 2], leading to a total number of 3376 particles.
The smoothing length is 1 × 10−2. We apply the standard
Monaghan artificial viscosity with α = 1, β = 2. The initial
density at t = 0, the density at t = 0.0228 and the analyt-
ical solution is shown in fig. 10. We find good agreement
with the analytical solution.

3.7. Viscously spreading ring
In order to test the Navier-Stokes implementation, we

simulate the two dimensional viscously spreading ring with
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%0 [kg/m3] AT [GPa] BT [GPa] E0 [MJ/kg] Eiv [MJ/kg] Ecv [MJ/kg]

7140 145 115 315 1.138 1.138

αT βT aT bT µ[GPa] YM [GPa]

0.5 1.5 10 10 39 0.34

Table 7: Parameters for the Tillotson EOS which were applied for the high-velocity impact simulations. The shear modulus µ and the von
Mises yield stress YM are also given.

Figure 11: Radial surface density profile of the viscous dust ring
after the viscous time τ = 0.126. The black dashed line denotes the
azimuthally averaged surface density, the green dots the density of
the particles, and the solid red line the analytical solution given by
eq. (62).

the parameters given in [84]. The viscously spreading ring
is pressure-less and orbits a central point mass on a Kep-
lerian orbit. With the approximation of a small kinematic
viscosity coefficient ν that is independent of the surface
density, an analytic solution was derived by [51]. With
the initial radial profile of a ring with total mass M at
t = 0

Σ(R) =
M

2πR0
δ(R − R0), (61)

the surface density evolves according to

Σ(τ, x) =
M
πR2

0

1
τx1/4 I 1

4

(
2x
τ

)
exp

(
−1 + x2

τ

)
, (62)

with x = R/R0, τ = 12νt/R2
0, and I 1

4
is the modified Bessel

function to the order of 1/4. Following [84], we simulate
the viscously spreading ring with N = 40 000 particles. The
mass of the ring is 10−10 M�, the central mass is Mc = 1 M�,
and the initial radius is R0 = 1 R�. The kinematic viscosity
coefficient is ν = 3 × 10−8 R2

�/s. The (constant) smoothing
length is set to h = 0.0501 R�. The initial particle distribu-
tion represents the surface density given by eq. (62) at the
viscous time τ = 0.018. The initial velocity for each par-
ticle is given by the Keplerian velocity around the central

mass

vϕ =

√
GMc

R
. (63)

Figure 11 shows the radial surface density profile of the
ring after the viscous time τ = 0.126. The simulation
matches the analytical solution amply while slightly over-
estimating the surface density at the outer rim of the ring.
We find also the spiral instability as described and anal-
ysed by [84]. The variation of the azimuthally averaged
surface density (black dashed line) around the analytical
(1D-) solution emerges from this (2D-) instability.

3.8. Circumbinary disk evolution
An arbitrary number of (point-) mass objects can be

added to the simulation as described in section 2.9. We
have simulated the evolution of a circumbinary disk in a
two dimensional simulation. A circumbinary disk is an
accretion disk orbiting a binary system that consists for
example of a binary star. The numerical simulation of
circumbinary disks may be quite arduous depending on
the dynamical parameters of the binary system, e.g., the
eccentricity [89]. The gravitational force acting from the
binary stars on the gas may lead to spiral shock waves in
the disk and to the formation of a inner gap around the
two stars eventually. The code was applied to model the
accretion disk around HD104237 using the parameters as
described in [22]. The two binaries have masses of 2.2 M�
and 1.4 M�, a semi-major axis of a = 0.22 au and an eccen-
tricity of e = 0.6. The gas density shows the spiral shock
waves exerted by violent gravitational interaction with the
binary stars. The detailed analysis of our simulations of
circumbinary disks are beyond of the scope of this paper
and will be published elsewhere (Audiffren et al., in prep.).

4. Conclusion

The numerical particle method SPH has proven to be
an appropriate scheme when dealing with PDEs in the
context of hydrodynamics and continuum mechanics. The
GPU SPH code miluphcuda is now publicly available with
this new release. We have presented several applications
of the code from a wide range of fields, including inviscid
and viscous flows, strengthless bodies and solid bodies, and
self-gravitating objects. The main focus of the code lies in
collisional and impact studies with different materials and
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Figure 12: The surface density distribution in the circumbinary disk
around HD104237 after a simulation time of 159 binary orbits on a
logarithmic scale. The two white stars indicate the current position
of the primary secondary.

high and low velocities, although it has been extended to
handle liquid and gaseous flows from one to three dimen-
sions, e.g., to study circumbinary disks. Another promis-
ing application has been the combination of the SPH code
with the REBOUND software package to study the long
term evolution of water transfer in late stage accretion.
The code runs on single Nvidia GPU, which can be plugged
in normal workstations running Linux or macOS with ease,
and allows for speed-ups compared to a single core CPU
code [78] depending on the specific problem up to 40 in
pure SPH simulations and up to 80 in simulations includ-
ing self-gravity. Since the new modules have only been im-
plemented in the GPU version of our SPH code, we cannot
provide speed-up values for simulations including porosity.
Compared to non-porous simulations, simulations includ-
ing porosity demand for much lower time step sizes to ob-
tain convergence of the crush-curve. Since the computa-
tional effort per time step remains unchanged overall, we
expect comparable speed-ups for porous simulations.
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Appendix A. The code basics and speedup

The code is written in the C programming language
and uses the Nvidia CUDA application programming in-
terface (CUDA version ≥ 6.0). The different physical mod-
ules and the dimension can be set by compile time switches.
The basic tree code is based on the implementation by
[14]. A description of the source and configuration files
are shown in table A.8. The material configuration files
are parsed using libconfig [46]. The preferred data for-
mat for the data files is HDF5. However, if the library is
missing, the simulations can also run with simple ASCII
table files, one SPH particle per line. A skeleton Makefile
is included in the repository and has to be modified accord-
ing to the local settings and GPU architecture. The code
runs on Linux and macOS with a CUDA-capable GPU.
The number of threads for each CUDA kernel can be set
as a compile time option in timeintegration.h. Note,
that the best settings depend on your specific hardware
and physical model. There is no distinct recommendation
we can provide. Usually, a reduction of the computational
time can be obtained by changing slightly the number of
threads for the kernel with the maximal computational
time. It is advisable to tweak the number of threads for
the kernels before starting production runs. All compile
time options related to the physical and numerical model
are set in parameter.h. More options like the choice of
the integrator, simulation time and number of output files,
are parsed on the command line on the execution. All
available command line options are explained via the help
option miluphcuda -h.

If you intend to implement additional physics to the
code, the following steps are required: Add new variables
to the Particle structure in miluph.h and include the
corresponding memory allocation in memory_handling.cu.
For each substep of the integrator, the central function
rhs() is called, which subsequently calls the CUDA ker-
nels to determine all derivatives that are required by the
integrator. A skeleton CUDA kernel running over all par-
ticles in the simulation is shown in listing 1.

1 __global__ void skeleton_function(int *
interactions)

2 {
3 int i, inc;
4 inc = blockDim.x * gridDim.x;
5 /* main loop over all sph particles */
6 for (i = threadIdx.x + blockIdx.x *

blockDim.x; i < numParticles; i += inc) {
7
8 /* loop over all interaction partners

of particle i */
9 for (j = 0; j < p.noi[i]; j++) {
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10 /* index of interacting particle is
stored in array interactions /*

11 ip = interactions[i *
MAX_NUM_INTERACTIONS + j];

12 // now p.rho[i] contains the
density of particle i and

13 // p.rho[ip] the density of its
interaction partner ...

14
15 // insert your sph calculation here
16
17 } // neighbour loop end
18
19
20 } // proceed with next particle
21 }

Listing 1: A skeleton CUDA kernel running over all particles and
their interaction partners.

The main reason to port the code to CUDA is the ex-
pected speedup compared to the CPU-only implementa-
tion. Modern SPH codes like SWIFT are designed to run
on HPC architectures like clusters with distributed mem-
ory and use the Message Passing Interface (MPI) for the
process communication. However, access to HPC clusters
might be limited and scarce for several reasons. Moreover,
long (∼ several weeks) running simulations are normally
not possible due to queue regulations. Our code was es-
pecially designed to run on standard workstations with
Nvidia GPUs to render high resolution SPH simulations
possible without the access to special dedicated cluster
hardware. Running on single GPUs only, the resolution
is limited by the memory of the GPU, which is obviously
much less than the distributed memory of a cluster. Hence,
with current GPU hardware (12 GB memory), the maxi-
mal number of particles in a simulation with miluphcuda
is 4 × 106 to 107 depending on the activated modules in
the code.

The speedup for a three dimensional hydro simulation
including self-gravity is presented in fig. A.13. We have
compared the runtime for four different tasks: (i) neigh-
bour search, (ii) SPH equations, (iii) self gravity, (iv) to-
tal right hand side. The last task combines (i)-(iii) and
includes also the time to build the tree and calculate pres-
sure and sound speed for all particles. Task (ii) includes
the SPH equations for momentum only, since the test case
was isothermal. The highest speed up is achieved in the
self-gravity module, followed by the speedup in the neigh-
bour search. These results justify our motivation to port
the code to CUDA, since most of the computational time
is spent in the self-gravity task for simulations including
self-gravity, and in the neighbour-searching task for simu-
lations without self-gravity.
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Filename Purpose
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euler.cu, euler.h simple Euler integrator for test purposes
gravity.cu, gravity.h functions for the calculation of self gravity and gravitational interaction

of SPH particles with point masses
internal_forces.cu, inter-
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compute the change of stress tensor (regolith) and/or deviatoric stress
tensor (all other solid materials), time evolution of density

io.cu, io.h functions for input/output, ASCII and HDF5
kernel.cu, kernel.h calculate SPH kernel values
linalg.cu, linalg.h helping functions for matrix operations, etc.
little_helpers.cu, little_helpers.h
Makefile Makefile for GNU Make. Needs customization!
material.cfg material configuration and parameters, see material_data/ subdirec-

tory.
memory_handling.cu,
memory_handling.h functions for memory allocation and copying between host and device
miluph.cu main
miluph.h header file with Particle structure definition
parameter.h file includes all important compile time options, physical model and

numerical settings
pc_values.dat mininum absolute values, which are needed for the predictor-corrector

integration schemes
plasticity.cu, plasticity.h material models (rheology): Drucker-Prager, Collins, von Mises
porosity.cu, porosity.h porosity models
predictor_corrector.cu,
predictor_corrector.h Predictor-Corrector integrator with predictor step dt/2
predictor_corrector_euler.cu,
predictor_corrector_euler.h Predictor-Corrector integrator with predictor step dt
pressure.cu, pressure.h calculation of the pressure according to the chosen EOS; currently there

is, for solids: Tillotson EOS, Murnaghan EOS, Regolith EOS (Drucker-
Prager model), ANEOS; for porous solids: Jutzi EOS (Tillotson EOS
with p − α), Jutzi-Murnaghan EOS (Murnaghan EOS with p − α); for
gas: Ideal gas EOS, Polytropic gas EOS, Isothermal gas EOS

rhs.cu, rhs.h right-hand sides, calls the kernels that compute the time derivatives
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RK4 integrator for gravitating pointmasses
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artificial viscosity and artificial stress
tree.cu, tree.h functions for the Barnes-Hut tree, interaction search
velocity.cu, velocity.h calculate velocities
viscosity.cu, viscosity.h Navier-Stokes equation
xsph.cu, xsph.h functions for the XSPH algorithm

Table A.8: List of files in miluphcuda.
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[29] Güttler, C., Krause, M., Geretshauser, R.J., Speith, R., Blum,
J., 2009. The Physics of Protoplanetesimal Dust Agglomerates.
IV. Toward a Dynamical Collision Model. ApJ 701, 130–141.
doi:10.1088/0004-637X/701/1/130, arXiv:0906.0088.

[30] Haghighipour, N., Maindl, T.I., Schäfer, C., Speith, R., Dvo-
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Chapter 5
Conclusion & Outlook

Throughout the composition of this thesis we encountered many challenges and learned a variety

of new things. One of the biggest challenges was the incorporation of a well-functioning timestep

regulation, which is necessary due to the iterative nature of the P -α scheme. The pressure P

and the distention α depend on each other, therefore a small timestep is required in order to

get the correct pair of values. If they deviate from the crush-curve during the compaction

phase, the desired behaviour of the porous crushing cannot be guaranteed anymore. For that

purpose, we implemented a timestep checking function for our time integrators. This function

compares the changes regarding the distention and pressure, and in case they are too large,

reduces the timestep and recalculates the last step. It is tuned in such a way that the timestep

size is optimally calculated in order not to waste valuable simulation time but still ensure the

resolution of the crush-curve. Hence, we make sure that our porosity model is always accurate

and the calculations are as fast as possible.

Another challenge is the large parameter space for the di�erent simulation scenarios. The

collision speed can vary between some cm/s up to several km/s, which means that they vary

from sub- to supersonic, as well as from almost isothermal to strongly dissipative collisions. A

smaller, not really well-studied parameter is the sound speed cs. In the matrix material it is

somewhat well-known and a simple approximation is cs =
√
K/% using the bulk modulus K.

However, for porous materials this is not as simple as before. Measurements suggest values down

to some tens of m/s, while the sound speed in solid matrix material is of the order of some km/s.

In the end, we settled on using a mixture between a) a linear function interpolating between the

porous sound speed cs,por and the solid sound speed cs,solid with decreasing distention ranging

from α0 to α = 1 and b) a variable sound speed calculated for the Tillotson EOS by Reinhardt

& Stadel (2017).

Our research provided the following new information regarding porous small bodies in our Solar

System:

• Impacts of small bodies are a reasonable mechanism for exposing sub-surface volatiles,

thus triggering the sublimation-driven activity of MBCs. The water content of MBCs has

to be larger than traditionally suggested and the water-ice must be buried within the top

15 m.

• We limited the parameter space for the impact on Phobos that created the crater Stickney.

105



CHAPTER 5. CONCLUSION & OUTLOOK

We got more insight regarding the most probable scenario needed to create this large

crater, which is consistent with other researchers' results.

• It is possible to explain and form contact binaries through the merger of two objects

that have a wide initial separation. The binary orbit can be perturbed in a collisional

environment. As a result, even binaries with originally low inclinations can get excited to

higher inclinations and, thus, be subjected to semi-secular Lidov-Kozai evolution leading

to the formation of contact binaries. We demonstrate the feasibility of this evolution in

case of the KBO Arrokoth which likely is not unique. It could be a natural by-product

of the evolution of KBOs in the early Solar System and the formation pathway suggested

for KBO binaries.

However, this is not the end but rather just another step in investigating the di�erent in�uences

of porosity, improving the models and code as well as �nding possible formation channels to

understand why and how our Solar System evolved the way it did. There are still a lot of

aspects with room for improvement.

Regarding an outlook towards future studies, the most important thing which was already

implemented but not improved yet in this thesis is the equation of state. Most of our simulations

were performed with the Tillotson EOS which lacks a consistent treatment of phase transitions.

For low velocity simulations this is �ne, however for high speed impact simulations with large

amounts of energy being deposited in the material, this can be problematic. A sophisticated

thermodynamical description is important to realistically model temperatures and phases of the

material. Therefore, we included the P -α porosity model into ANEOS due to this equation of

state being an analytic one based on calculating the Helmholtz free energy from �rst principles.

This yields a more realistic description of the thermodynamical aspects and will thoroughly be

tested and used in the near future.

Further important things which have room for improvement are:

• The understanding of material properties like tensile strength, crush behaviour, and bulk

parameters. There have not yet been enough measurements and experiments for a satis-

fying understanding of how porous materials behave exactly, under which pressure they

start to deform, and so forth.

• The research for an EOS which can be used for a mixture of materials like ice and basalt,

which is present in many of the small bodies.

• Narrowing down the parameter space regarding EOS parameters for porous materials.

• Further optimization of the SPH scheme to increase the spatial resolution (using more

particles).

To conclude, a variety of �ndings were thoroughly elaborated and explained in this thesis.

With the above mentioned improvements coming in the next years, we hope that the formation

processes of our Solar System will be even better understood, shedding light on the darkest

corners.
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