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A B B R E V I AT I O N S

AMD age-related macular degeneration

AP action potential

cGMP cyclic guanosine monophosphate

CMOS complementary metal-oxide-semiconductor

e-RF electrical receptive field

FET field-effect transistor

FLEX MEA flexible MEA

HD high density

HDAC histone deacetylases

IT inferior temporal cortex

INL inner nuclear layer

IPL inner plexiform layer

LGN lateral geniculate nucleus

MEA microelectrode array

MPDA multi photodiode array

OGFET open-gate field-effect transistors

OPL outer plexiform layer

OSFET oxide-semiconductor field-effect transistors

PCA principal component analysis

RF receptive field

RGC retinal ganglion cell

RP retinitis pigmentosa

RPE retinal pigment epithelium

STA spike-triggered average

V1 primary visual cortex

v-RF visual receptive field
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A B S T R A C T

Millions of people worldwide suffer from retina degeneration pathologies.

To this day the only clinically approved treatment for these pathologies

are retina implants. However, state of the art implants fail to rescue vision

beyond the level of legal blindness. New stimulation strategies are therefore

required to improve retina implant performances, and new treatments must

be developed to avoid or delay retina degeneration. In this framework,

microelectrode arrays represent an optimal platform to investigate vision

restoration strategies in vitro.

In the dissertation three different studies are included, with the goal of

evaluating current approaches to vision restoration and to investigate new

solutions to improve artificial vision. (1) I investigated subretinal electrical

pulsatile stimulation of photoreceptor-degenerated mouse retina (rd10 strain)

using the retina implant ALPHA AMS R3 chip. I demonstrated efficient and

safe stimulation with a single 30 µm electrode. I evaluated the charge thresh-

old dependency with electrode size and reported non-monotonic stimulus

response relationship. (2) Using a high-density CMOS based microelectrode

array, I evaluated spatial and contrast resolution obtained by sinusoidal

epiretinal stimulation. I demonstrated reliable and continuous stimulation

without fading and axonal stimulation. Using a logistic regression model

to analyze RGCs responses with simple shapes stimulation, I demonstrated

high accuracy discrimination of spatial object displacement of 32 µm and

artificial contrast level of 10%. (3) Evaluating light responsiveness of organ-

otypic retina culture, I contributed to the assessment of the efficacy of HDAC

inhibition to improve cone survival in retinitis pigmentosa.
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1 S Y N O P S I S

Vision is one of the fundamental senses, serving as one of the primary

means of interaction with the world. For people suffering from late stage

retina degeneration pathologies, vision is lost, deeply affecting life quality.

Retina degeneration affects the ability of the retina to detect light, leading

initially to vision impairment, and eventually to blindness. Degeneration

affects the photosensitive layer of the retina and only partially the remaining

retina structure, while connection to higher brain structure is still functional.

Exploiting the remaining retina functionality and artificially restoring pho-

tosensitivity is possible to recover vision. Different approaches have been

proposed to achieve artificial vision. However, to date the only clinically

approved therapy for these patients are retina prosthetics.

Retina prosthetics aim to restore vision by electrically stimulating the retina

using an implanted microchip, converting light in electrical pulses. The idea

of using electrical stimulation to elicit visual percept is one century old [1]

and it was applied to vision restoration more than 50 years ago [2]. But the

technology able to implement this approach to implanted clinical devices

has been developed only much later [3, 4]. During the early 2000s, several

groups around the world started developing such devices, and within 10-15

years retina implants obtained clinical approval [5, 6]. However, despite the

great efforts and remarkable results in the field, current technology is still

far from achieving a full sight recovery. The two implants that reached the

market, the Retina Implant ALPHA AMS (Retina Implant AG, Reutlingen

Germany) and the ARGUS II (Second Sight, Sylmar CA, USA), were discon-
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tinued in 2019. The main drawback of these implants was the poor degree

of vision restoration, especially compared to patients’ expectations. In addi-

tion, more and more alternative solutions provided by portable electronics,

i.e. smartphone apps, offer life quality improvement without the need of

invasive surgical procedures [7].

The future of Retina prosthetics relies on the capacity to overcome several

limitations of the current clinical outcomes. There is a need for faster and

less invasive surgical procedures. New Implant designs are required to

achieve chronic stability and larger visual field. But most importantly new

stimulation strategies must be developed to achieve higher spatial resolution

and improved contrast.

Long regulatory process slows down the implementation of lab-tested tech-

nical solutions to clinical devices [7]. Advancement of in vitro testing is

therefore crucial to develop new stimulation strategies, and to bridge the

gap between laboratory and clinical conditions. In this framework, mod-

ern microelectrode arrays provide a powerful tool. Here I show how this

technology can be applied to study artificial vision and treatment for retina

degeneration.

In the dissertation three different studies are included, with the goal of

evaluating current approaches to vision restoration and to investigate new

solutions to improve artificial vision. First, I investigated electrical stimu-

lation using the retina implant ALPHA AMS R3 chip. I demonstrated the

stimulation of retinal ganglion cell activity in photoreceptor-degenerated

mouse retina (rd10 strain) with single pixels of the chip in ex vivo subretinal

configuration. In the same configuration I investigated charge threshold

dependency with electrode size and non-monotonic stimulus response rela-

tionships (Chapter 2). Secondly, using a high-density CMOS based micro-

electrode array I demonstrated continuous, reliable and spatially localized
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sinusoidal stimulation in epiretinal configuration without axonal activation.

For this stimulation strategy, the discrimination accuracy of spatial displace-

ment and artificial contrast upon simple shapes stimulation was evaluates

whit a logistic regression model (Chapter 3). Thirdly, I contributed to the

assessment of the efficacy of HDAC inhibition to improve cone survival in

retinitis pigmentosa, as an alternative or complementary treatment to retina

implants (Chapter 4).
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1.1 micro electrode arrays a platform to study vision restora-

tion

1.1.1 Visual System

The visual system is the part of the central nervous system allowing visual

perception. Its function is to sense the visual input and elaborate it to extract

visual information. Its structure is very well conserved across animal species,

in this document I will especially focus on human and mammalian visual

systems. Visual system is composed of a sensory organ, the eye, a part of

the human cerebral cortex, the visual cortex, and the neuronal pathway that

connects them.

The first step of vision happens in the retina, where photoreceptors, a light

sensitive neuron, transduce the light in an electrical signal. The output of

the retina is conveyed by the optic nerve and is transmitted to the lateral

geniculate nucleus (LGN) and from the LGN to the primary visual cortex

(V1). From V1 the visual signal is elaborated along different visual pathways

involving specific areas of the visual and cerebral cortex. Each pathway and

area extracts and elaborates specific features of the visual stimulus and the

different visual information are processed in parallel. According to the "two-

streams hypothesis" [8] two main visual streams can be identified in humans,

the dorsal and the ventral stream. The dorsal stream, comprising V1, V2,

V3 and V5/MT, is involved in guided motor behaviors. The ventral stream,

comprising V1, V2, V4 and the inferior temporal cortex (IT), is involved in

object and face recognition. (Figure 1.1, A).

Parallel processing of different information of the visual input is one of the

mechanisms at the base of visual system information processing efficiency.

Every element of the visual system performs a signal processing step, where
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only relevant information are extracted while unnecessary ones are discarded.

Most importantly every element of the pathway is developed to receive

and transmit exclusively specific signals. Retina is not only responsible

for phototransduction but provides the first steps of visual information

processing. Some of the major limitations of current retina implants arise

from their incapability to restore these functions. Understanding retina signal

processing of the retina and how to possibly replicate it is therefore crucial to

achieve vision restoration via retina stimulation. Retina functionality arises

from his peculiar structure and anatomy, that will be described in detail in

the next dedicated section.

1.1.2 Retina structure and functionality

Retina includes five major cell types and its structure is divided in three

nuclear and two synaptic layers (Figure 1.1, B):

photoreceptor The outer layer, located towards the back of the eye

in contact with the retinal pigment epithelium, is composed by two types

of photo sensitive neurons (photoreceptors): the rods and the cones. Pho-

toreceptors are responsible for visual photo-transduction, the mechanism

translating light in electrical signals. A photoreceptor is composed of four

anatomical regions, the synaptic terminal, the nucleus, the inner segment

and the outer segment. The photoreceptor outer segment contains the light-

sensitive protein responsible for the cell photosensitivity. When unstimulated

(resting state, in the dark), photoreceptors are depolarized by the influx of

sodium ions through GMP-gated membrane channels ("dark-current"). The

light-sensitive protein contained in the outer segment is composed by a

chromophore bound to an opsin, a cell membrane protein. When hit by
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Figure 1.1: (A) The visual system structure and the retina anatomy with its major
cell classes. Incoming light is projected by the eye optics on the retina. The visual
input is processed by the retina, and traveling across the optic nerve is transmitted to
the LGN and then to V1. From V1 the visual signal is elaborated along two different
visual streams: The dorsal stream comprising V1, V2, V3 and V5/MT and the ventral
stream comprising V1, V2, V4 and IT.
(B) Retina structure and anatomy. Retina performs two main functions, one is
phototransduction, i.e. converting light input in electrical signal, and the second is
to extract visual features from visual input and transmit them to the visual cortex.
Photoreceptors cells are responsible for phototransduction. In the retina there are
two types of photoreceptors, rods and cones. Signal processing is guaranteed by
retina structure and anatomy. Together with the photoreceptor, in the retina there
are 4 other main cell classes: bipolar cells, retinal ganglion cells (RGCs), horizontal
cells and amacrine cells. Photoreceptor, bipolar cells and horizontal cell synapsis
connect in the outer plexiform layer (OPL). Bipolar cells, RGCs and amacrine cells
connect in the inner plexiform layer (IPL).
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a photon the chromophore undergoes photoisomerization and the opsin

undergoes a conformational change leading to a signal transduction cas-

cades lowering the intracellular concentration of cGMP (cyclic guanosine

monophosphate) [9]. The lower concentration of cGMP causes the closure of

GMP-gated sodium channels, blocking the dark current and hyperpolarizing

the cell. The hyperpolarization causes calcium channels to close that results

in a decrease of glutamate release in the synapsis with the bipolar cells. The

phototransduction cycle ends with the photoreceptor returning to its original

resting state .

The light-sensitive protein contained in the rods is the rhodopsin, while

cones can contain different light-sensitive proteins (photopsins) with differ-

ent absorption spectrum. Based on the absorption spectrum of the photopsin,

in primates there types of cones can be identified: S-cones, M-cones, and

L-cones (short, medium, and long wavelengths). Cone differentiation is at

the base of color vision.

Rods and cones are differentiated by the light intensity level in which they

operate. Rods are responsible for vision at low intensity levels, i.e. night

vision. Cones instead are active in day-light vision. In humans and some

other mammalians, the central area of the retina, the macula, contains almost

entirely cones. In the central part of the macula, the fovea, photoreceptors

are connected with a single bipolar cell and RGC to generate high acuity

vision. Mouse retina, the animal model used in the studies presented here,

has a comparable structure to primate retina. However, it only contains S-

and M-cones, and does not have a fovea.

bipolar , horizontal and amacrine cells The central nuclear

layer of the retina is the inner nuclear layer (INL). It contains the nuclei of

three different cell types, the bipolar cells, the horizontal cells and amacrine
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cells. Bipolar cells synaptically connect to photoreceptors in the outer plexi-

form layer (OPL) and to retinal ganglion cells (RGCs) in the inner plexiform

layer (IPL). Bipolar cells receive input exclusively from a single photorecep-

tor type, and therefore it is possible to identify rod bipolar cells and cone

bipolar cells. Rod bipolar cells are activated solely by rod depolarization to

incoming light. Cone bipolar cells instead, can be classified as ON or OFF.

ON-bipolar cells are depolarized by a light intensity increase (decrease of

glutamate release due to cone phototransduction), while OFF-bipolar cells

are hyperpolarized. The diverse response of the cone bipolar cell arises from

the receptor type in the synapsis with the photoreceptor, metabotropic for

ON-bipolar cells and ionotropic for OFF-bipolar cells.

Horizontal and amacrine cells are exclusively connected inside the synap-

tic layers, respectively in the outer and the inner plexiform layer. They

do not transmit the signal across the retina but through lateral inhibition

along the horizontal pathway, serving in several image processing functions.

For example, horizontal cells integrating signals from several photorecep-

tors provide inhibitory feedback to the photoreceptors playing a crucial

role in the antagonistic center-surround organization of bipolar and retinal

ganglion cells receptive fields (RF) (see next paragraph). Acting on the

photoreceptor-bipolar cell synapse they also modulate retina response in

respect of environmental light conditions, increasing the light intensity range

of retina response.

retinal ganglion cells The last nuclear cell layer of the retina is

the RGC layer. RGCs receive inputs from bipolar and amacrine cells and

their axons collect in the optic nerve to connect to the LGN. RGCs are, with

few exceptions, the only cell type in the retina generating action potentials.

RCGs can be morphologically identified in two major classes, midget and
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parasol cells. Midget cells are characterized by their smaller size and a more

confined receptive field when compared to the parasol cells.

RGCs can be also classified based on their functionality, i.e. the visual feature

extracted from the light input, that is defined by the RGC visual receptive

field (v-RF, or RF for simplicity). For a sensory neuron a receptive field is

the portion of the sensory space that, if stimulated, elicits a response in the

neuron. A receptive field has a spatial dimension but can also include other

parameters as time or, for a v-RF, light intensity or light pattern [10]. Each

RGC collects signals from several bipolar cells and therefore from several

photoreceptors (Figure 1.2, A). The portion of the visual field covered by the

photoreceptor connected to a RGC defines the spatial extent of the RF. The

processing of the visual input done by the receptive field network, defines

the spatio-temporal pattern of the stimulus activating the cell. Together, all

the receptive fields of RGCs are organized as a mosaic, fully covering and

spatially segmenting the visual field. The main classification divides RGC

in center-surround receptive fields. ON-center neurons respond to a light

spot on a dark surround and OFF-center neurons to a dark spot on a dark

surround (Figure 1.1, B). However, the complete RGC classification is more

complex. For example, some RGC could respond to selective directional

motion or to color. In recent studies at least 32 different RGC types were

identified in mice [11].

Due to the current limitations of the technology, in the field of retina implants,

a simplified functional classification in only two RGC types is used. RGC

are classified on ON and OFF cells based on the polarity of the receptive

field centers. An ON RGC increases its firing rate upon stimulation with

incremental light, while the same stimulus reduces the activity of the OFF

RGC.

RGCs can be also classified based on the response firing patterns’ frequency
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or duration. A cell can be defined as "brisk" or "sluggish" if it produces

respectively a high or low firing rate response. A brisk or sluggish cell can

be in turn transient or sustained. Transient cells generate a short burst in

response to an intensity change; sustained cells are active across the full

length of the stimulus [12, 13].

In mouse retina, cones cell density is ~12,400 cells/mm2 while RGCs density

is only ~3300 cells/mm2, resulting in a ratio close to 4:1 [17]. In humans the

ratio is supposed to be lower and more variable between central, especially in

the fovea, and peripheral retina [18], however still larger than one. The size

difference of the two cell populations represents a true bottleneck in terms of

the amount of visual information that can be transmitted to the visual cortex.

Retina cannot transmit all the information collected by photoreceptors across

the optic nerve, but must process the visual input to reduce the number of

information. To achieve this, retina uses different RGC RF to extract different

features from the visual input creating different neuronal representations

of the visual stimuli that will be processed by the visual system (Figure 1.2,

C) . Each representation will be a simplified version of the original input

including a specific visual information.

1.1.3 Micro electrode array

The retina and the visual system are a part of the central nervous system.

To understand retina functionality, and how to restore it, we need to under-

stand how neural networks work and how the brain transmits and elaborates

information and which techniques can be used to study or modulate it. The

nervous system is able to acquire and process a large amount of information

at millisecond time scale. To perform its functions, it operates at different
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Figure 1.2:
(A) Schematic of the visual RGC receptive field. Each RGC integrates and elaborates
signals from several photoreceptors, horizontal, bipolar and amacrine cells. The
network topology and the type of synaptic connection of a RGC with the other retina
cells define the RGC RF type, i.e. the stimulus parameters that evoke a response of
that cell. (B) Schematic representation of the two major receptive field types in the
retina and their responses to different light stimuli. An ON-center RGC responds to
a light stimulus in RF center with an increase of firing rate, while an OFF-center cell
responds with a decrease. The response pattern is inverted in case of a light stimulus
in the RF surround.
(C) Schematic of retina signal processing. Different receptive fields extract different
features from the visual input, i.e. image edges, colors and motion. Different RGC
functional classes create multiple neural representations of the original image that
are processed by the visual system. The same principle, but to a higher level of
abstraction with more complex RF, is common across the visual system. Adapted
from: A [14], B [15] and C [16].
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spatial and temporal scales, relying on different chemical or physical pro-

cesses. However the brain’s basic function can be almost solely inferred from

the neural network topology, and from the type and strength of connections

between neurons. Neurons, the basic building block of the nervous system,

are electrically excitable cells, and they communicate between each other

with electrical signals, the action potentials (AP). The AP can be considered,

in similitude with electronics, as the "bit" or the smaller piece of information

transmitted across the nervous system.

During the action potential, the ion flux through the membrane generates

an electrical gradient across the neuron cell membrane, and in a localized

area around the neuron. Electrophysiological techniques allow to measure

this gradient, both across the cell membrane using intracellular recording

or outside the cell with extracellular recording. Commonly an AP recorded

extracellularly is referred to as a "spike".

Intracellular recording, such as the patch clamp technique, uses micro-metric

electrodes to access the cytoplasm in order to measure the intracellular

voltage, or the currents across the membrane. Even though these techniques

are very powerful tools, patch clamp and intracellular recording techniques

are generally limited to few cells per experiment [19, 20]. Simultaneously

recording a large population of neurons is possible using a combination of

multiple extracellular electrodes. Such devices with micron-sized electrodes

are called microelectrode arrays (MEAs). The first MEAs proposed more

than 50 years ago contained only a few dozens of electrodes [21]. Tech-

nological advances allowed to increase the number of electrodes and the

electrode density to current MEAs containing thousands of electrodes in

a few millimeters. MEAs can be used to record ex vivo neural tissue or,

with implanted devices, neural activity of living animals. Based on their

application, they are classified as in vitro or in vivo.
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in vitro MEAs can be used to study different experimental models, such as

brain slices or cell cultures. Due to the peculiar planar layered structure

of retina, MEAs allows an optimal interfacing with the tissue, offering an

ideal device to in vitro studies of RGCs activity. MEAs recording of dissected

retina or of organotypic retina cultures allows simultaneous recording of a

large population of RGCs, providing access to retina information encoding.

standard passive meas and active cmos meas Standard in vitro

MEAs consist of a conductive material electrode micro-fabricated on an

insulating surface. This technology provides the possibility to produce high

signal to noise ratio electrodes at a sustainable cost (Figure 1.3, A and 1.4,

A). A standard glass MEA was used in Chapter 4 to study light response of

organotypic retina culture.

Due to physical and fabrication constraints, the channel density of passive

MEA is limited to hundreds of electrodes for millimeter square. In addition,

standard MEA recording setup consists of a headstage where the MEA

chip is inserted to connect the electrodes to an external hardware for the

amplification and the digitalization of the signal. The necessity to connect

each electrode, due to necessary wiring, further limits the electrode density.

To overcome these limitations the latest generation of MEAs implemented

complementary-metal-oxide semiconductor (CMOS) technology (Figure 1.3,

C and 1.4, B) [22]. CMOS MEAs use transistor based electrodes (open-gate

field-effect transistors, OGFETs, or oxide-semiconductor FET, OSFET) instead

of standard conductive electrodes. Appling CMOS fabrication technology is

possible to increase channel number and density to thousands of electrodes

in a few millimeter squares. It is impossible to simultaneously connect

such a large number of electrodes to an external hardware, and therefore

it is required to time-multiplex the signals. CMOS technology allows to
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Figure 1.3: Micro-electrode array (MEA) types. (A) Passive glass MEA. A passive
MEA consists of an array of conductive materials electrodes micro fabricated on an
inert substrate, i.e. glass. Each electrode is connected through a headstage with
metallic pins to the recording hardware. A passive MEA can contain hundreds
of electrodes for millimeter square. (B) Flexible MEA (FLEX MEA). The working
principle of a FLEX MEA is the same as a passive MEA, with the difference that a soft
material, usually a polymeric material, is used instead of a rigid one as a substrate.
The mechanical properties of the flexible substrate allow better adhesion with the tis-
sue creating a better tissue-electrode interface and avoiding tissue damage. (C) High
density CMOS MEA. CMOS MEAs use complementary-metal-oxide semiconductor
(CMOS) technology for the production of the electrode array. CMOS technology
allows to increase channel density to thousands of electrodes for millimeter square
and to include the multiplexing electronics in the array chip. CMOS MEA uses
transistor based electrodes instead of standard passive electrodes, for this reason they
are commonly called "active electrodes". (D) The Multi photodiode array (MPDA) of
a retina implant. Retina implants use an array of stimulating electrodes to restore
light sensitivity electrically stimulating the retina. In this implant each stimulating
electrode is connected to a photodiode, the photodiode adjusts the stimulating cur-
rent based on the incoming light, restoring phototransduction. Credits: (A,B) Multi
Channel Systems MCS GmbH, (D) Retina Implant AG.
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Figure 1.4: Electrode-neuron point contact model for (A) a passive electrode and
(B) a CMOS electrode. In the passive MEA each electrode is connected to external
electronics which amplify and digitize the signal. CMOS technology allows to include
on the MEA chip the multiplexing electronics and the EOSFET sensor (shown in
the drawing). With this approach it is possible to increase the channel density to
subcellular resolution. Figure adapted from [23].

.

integrate the multiplexing electronics directly in the MEA chip, reducing the

required connections to the headstage. Due to the different electrode design,

CMOS MEAs are often referred to as "active" electrode MEAs, in contrast to

"passive” electrodes for standard MEA. A CMOS MEA was used in Chapter

3 to study epiretinal sinusoidal stimulation with ex vivo retina tissue.

flexible meas In a different technology developmental line, some

MEAs were not developed to optimize the channel density, but with the goal

of implementing soft materials in order to match MEA mechanical properties

with the neuronal tissue, to improve long term stability for chronic devices or

to improve tissue adhesion in in vitro solution. An example of a flexible MEA

18



(FLEX MEA), is shown in Figure 1.3, B. This MEA was used in the study

presented in Chapter 2, in combination with the retina implant ALPHA

AMS chip (Figure 1.3, D), to stimulate the retina from the photoreceptor side,

while recording the RGC activity. The flexible MEA is based on a polyimide

substrate with titanium nitride leads and electrodes. To enable oxygenation

of the interfaced retina the polyimide foil has been perforated.

extracellular recording - neuron-electrode interface To

understand extracellular recording, it is possible to model an exemplary

situation of a single neuron attached on top of a MEA electrode. This repre-

sentation is known as the point-contact model, [24–26]. The model assumes a

tight seal between the neuron membrane and the electrode and describes the

extracellular voltage in the junction between neuron and recording electrode

as a single point. This ideal condition mimics closely the neuron-electrode

interface in a dissociated cell culture recording. In real experimental con-

ditions, with more heterogeneous nervous tissue, i.e. retina recording, this

assumption may not be valid. However, the point-contact model provides

a qualitatively valid framework to understand the basics of extracellular

recording. A scheme of the model is shown in Figure 1.4. The neuron’s

membrane is represented as an equivalent electric circuit based on the

Hodgkin-Huxley model [27]. The current across the membrane has an ionic

and a capacitive component. The ionic current is generated by voltage-gated

channels: potassium and sodium, plus a leakage current, mainly chlorine

ions. Each ionic element has a specific conductance (gx) and a reversal po-

tential (Ex) as a function of ion gradient inside and outside that membrane.

Ions’ conductances are non-linear and voltage and time dependent. The ca-

pacitive current (ic) derives from the insulating properties of the membrane.

The major approximation of the model is that the medium in the cleft can
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Figure 1.5: Recording waveform variability based on electrode-neuron interface. the
amplitude of the recorded extracellular waveform decreases for electrodes distant
from the neuron soma and axon initial segment. Also the shape and the polarity of
the waveform changes depending on the neuron-electrode interface. Extracellular
waveform differs and its amplitude is reduced compared to intracellular recording
waveform (1). Adapted from [22].

be modelled as a sheet resistance. With this assumption, the cleft voltage

(Vj), the voltage recorded by the electrode, can be computed. Using this

model, it is possible to estimate the recorded action potential amplitude

and waveform. Extracellular AP amplitude is significantly smaller than the

intracellular one, respectively ~1-5 mVpp (peak to peak Voltage) instead of

100 mVpp. Extracellular and intracellular waveforms also differ, as the first

resembles the first time-derivative of the second (Figure 1.5).

Cleft properties strongly depend on the tissue electrode interface. Signals

recorded with MEAs can be therefore different from the ideal solution repre-

sented here. In case of CMOS MEAs where the electrode density reaches

a subcellular resolution, due to neuron-electrode distance, the AP from

the same neuron but recorded by different electrodes will have different

waveforms. The amplitude decay of the signal is correlated with distance

from the current source. An example of this concept is shown in Figure 1.5.
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meas’ signals analysis MEAs can record hundreds of cells, with

a single neuronal AP detected by several electrodes. Conversely a single

electrode may record APs from multiple neurons. For this reason, signals

need to be processed to extract single neurons activity and position.

MEA data analysis pipeline can be divided in three major steps: filtering,

spike detection and spike sorting. Raw electrode signal is band-pass filtered

in spikes frequency range (300/500-3000/4000 Hz), to remove artefact and

noise. From the filtered signal it is possible to detect spikes. The most com-

mon approach is by amplitude threshold crossing [28] (applied in Chapter 4).

Finally, the spike sorting step allows to assign spikes to single neurons. The

general idea of spike sorting is to use the spike waveform as a fingerprint to

identify a cell. For low density MEA, where activity of one cell is detected

only by one electrode, it is possible to cluster spikes using principal com-

ponent analysis (PCA) [29] (applied in Chapter 2). For high density MEAs,

spike sorting is much more complex and requires high computational power.

For standard spike sorting approaches computational time exponentially

increases with the number of channels and recording duration. To reduce

sorting time, different sorting algorithms have been proposed, but with the

risk of affecting sorting accuracy [30]. For example, one promising approach

is the use of template matching methods [31]. For the data presented in

Chapter 4 a method based on convolutive independent component analysis

was used [32].

electrical stimulation MEAs are often combined with other de-

vices to study the response of retina to optical, electrical and optogenetic

stimulations. Electrically stimulating the retina tissue while simultaneously

recording RGC activity adds two main experimental challenges. The first

one is the stimulation artifact. Voltages and currents amplitudes used for
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stimulating the nervous tissue are usually much larger then the signals

recorded by the MEA electrodes. As a consequence, during the stimulation

and for a period of time after it, the signal recorded by the electrodes is

saturated or distorted making it impossible to detect neuronal activity. The

second challenge is to replicate implantation conditions while simultane-

ously recording and stimulating a large population of retinas’ cells and

maintaining as many as possible degrees of freedom in the stimulation

spatial and temporal pattern. In section 1.3 we show how advances in MEA

technology and especially the use of FLEX and CMOS MEA can provide a

solution to these challenges.

CMOS design introduces a second advantage to passive electrodes. For

passive MEAs the electrode-electrolyte interface is partially capacitive due

to the double layer capacitance and partially faradic due the redox reac-

tion between the conductive material of the electrode and the electrolyte.

CMOS MEA can instead be designed to have a purely capacitive electrical

stimulation, by introducing an insulator layer (dielectric material) at the

electrode-electrolyte interface. Faradic electrodes can reach higher charge

density, however faradic currents may be associated with the production

of compounds toxic for the biological tissue. The insulating layer blocks

unwanted reaction, but also limits the charge delivery, possibly preventing

effective stimulation of the tissue. Reducing the insulator layer thickness

and using material with high dielectric constants, is possible to mitigate this

effect. In the CMOS MEA used in Chapter 3, the deposition of the insulating

layer was omitted to rely exclusively on the native oxide layer increasing the

capacitance of the electrode and the maximal charge density of stimulation.
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1.2 photoreceptor degenerated retina and vision restora-

tion

Retina degeneration encompasses several retinal pathologies, in which, due

to genetic, traumatic, or environmental reasons, there is a progressive loss of

photoreceptor. Photoreceptors degeneration gradually impairs the ability of

the retina to detect visual input, eventually leading to blindness. The two

main pathologies associated with photoreceptor degeneration are retinitis

pigmentosa (RP) and age-related macular degeneration (AMD). RP is an

inherited disorder roughly affecting 1 in 4000 people [33], involving a large

number of genes [34]. RP initially affects mainly rods. However even if

not directly affected by mutation in late stage of the disease also cones die,

causing complete visual loss. AMD is a much more common pathology,

affecting millions of people, especially elderly [35–37]. AMD causes the loss

of photoreceptors in the macula, impairing high acuity vision. It generally

does not lead to total blindness, because of some remaining peripheral vision.

Therefore, a possible treatment with retina implant is suggested only in the

most severe cases. In later stages of the disease, degeneration not only affects

the outer retina layer but causes a remodeling of the inner retina network.

The retina network, lacking the input from photoreceptors and the healthy

physiological environment, undergoes several changes. The effect of these

changes is reflected in the activity of bipolar cells and consequently of RGCs,

generating an aberrant activity, often in the form of rhythmic waves [38–40].

In the case of retina degeneration, we can identify two stages of the disease

and two different clinical approaches. In the early stage of the disease, when

the retina is still functional, it is possible to intervene to stop or delay the

degeneration in order to preserve the remaining visual perception (Chapter

4). However, in the case of a complete photoreceptors’ functionality loss, the
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only possible approach is to recreate artificially photo-transduction (Chapter

2 and 3).

1.2.1 Retina implants

Until today, the only clinically approved treatments for late-stage retinitis

pigmentosa are retinal implants. Retinal implants use electrical stimulation

to replace the photoreceptors’ function, taking advantage of the activation of

the remaining inner retinal neurons. Retina implants using optic sensors, i.e.

a camera or a photodiode array, detect visual stimuli and translate changes

in luminance into electrical pulses to stimulate the surviving retinal neurons.

The response of the retina to electrical stimulation evokes the so-called

"phosphene" which is a bright, localized and transient visual percept.

state of the art retina implants Retina implants can be classi-

fied in three major categories [5]: epiretinal [41], subretinal [42] and supra-

choroidal [43]. Depending on the configuration, the implant is respectively

placed in front of the retina, behind it or between the choroid and the sclera

(Figure 1.6). To date, three retina implants obtained the approval for clinical

application, one epiretinal and two subretinal: the Argus II from Second

Sight Medical Products (2011), the ALPHA AMS by Retina Implant AG

(2013) and more recently the photovoltaic PRIMA implant from Pixium

Vision (2017). The Argus II and ALPHA AMS had respectively 60 and 1600

electrodes and reached visual acuity, in best cases, of 20/1260 and 20/546

[14, 41]. Retina implants provided improvements in patients’ life quality,

especially in the ability of navigating themself, but far away from the origi-

nal target of sight restoration and still under the level of legal blindness of

20/200. An in vitro study of electrical stimulation with an ALPHA AMS chip
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Figure 1.6: Different types of retina implants. Retina implants can be classified
in three main categories based on the implantation position of the stimulating
array: epiretinal, subretinal and suprachoroidal. In epiretinal configuration the
array is placed inside the eye cavity in contact with the RGC layer (B). In subretinal
configuration, the array is implanted between the retina and the epithelium, in
contact with the photoreceptors layer (C) . In suprachoroidal configuration, it is
placed between the choroid and the sclera (D). Credits: [5].
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is shown in Chapter 2.

Devices’ design is critical to create long-term stability. One of the major

issues of the first generation of implants was power delivery and interaction

with the electrode array inside the eye cavity. A cable connecting the implant

inside the eye with an external support, represents a major engineering

challenge, especially considering that the eye performs continuous saccades

and microsaccades movements. To overcome this limitation photovoltaic

devices have been proposed. Natural light intensity is too weak to activate

miniaturized photovoltaic electrodes able to stimulate the retina. Hence, pho-

tovoltaic devices use external light sources to deliver power and activate the

electrodes. The PRIMA implant [42], now under clinical trial, is an example

of this technology. Results are promising, and possibly an improvement on

the previous standard, but research is still partial, and the implant is for now

exclusively for AMD patients. Another major issue of current implants is the

limited field of view, usually restricted to the fovea or macula. A promising

solution is the polymeric foldable photovoltaic implant, POLYRETINA [44].

The device, made of flexible materials, can be folded and injected inside

the eye cavity, where returning to its original shape, creates contact with

the retina. This procedure avoids complex surgical operation, and allows

to implant an array of larger dimensions, covering the majority of the field

of view. Development of the devices is still undergoing, and information

regarding visual acuity are still missing. Other laboratories have proposed

to not use a solid array to deliver stimulation, but a "liquid" prosthetics

composed of photoactive nanoparticles [45]. The particles could be injected

in the subretinal spaces to replace photoreceptors, solving several of the

surgical and medical issues of standard devices. Proof of principle studies

have been conducted on animals, however applications to humans are still

distant.

26



optimal stimulation strategies Long term stability, simplicity of

implantation, field of view, are critical for implant development. However,

improving the degree of vision restoration still remains the main task of

retina implant development, and it strictly depends on stimulation efficacy.

To this regard retina implant can be characterized by four main parameters:

spatial and temporal resolution, contrast, and stimulation threshold. In

addition, intensive effort has been carried out to achieve cell type specificity,

in order to restore some features of the retina processing.

Spatial resolution is the limit of spatial selectivity of the electrical stimuli

and directly affects artificial vision acuity. It is determined by electrode sizes

and densities, position of the ground electrode and electrode design but

also by stimulation strategies and mechanisms. A strong limitation factor

for spatial resolution of retina implants is axonal stimulation. RGC axons

run across the retina to gather in the optic nerve. Localized stimulation of

RGCs can activate axons of distant neurons, causing misleading precepts for

the patient, in the form of halo shapes. Avoidance of axonal stimulation is

crucial to obtain optimal spatial resolution by the retina implant.

Temporal resolution and cell type specificity are strongly influenced by stim-

ulation mechanisms. Retina stimulation is called "direct" when RGCs are

activated without influencing the other retinal neurons, or "network medi-

ated" when bipolar cells, amacrine cells and photoreceptors are modulated,

which in turn activate RGCs. Direct activation aims to elicit a defined spiking

pattern in RGCs to possibly mimic visual response, and temporal resolution

is the frequency limit at which it is possible to evoke reliable response.

Network mediated approaches instead rely on the survival retina network

pathways to preserve some of the features of visual response, temporal

resolution is therefore defined by the timing of firing patterns generated

by the stimulated network. In both cases temporal resolution is limited by
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fading, that prevents generating continuous and reliable response at high

frequency. Cell type specificity refers to the ability to selectively activate

RF classes of RGC, for example a stimulus able to selectively activate ON

RGCs. Network mediated approaches, that elaborates the signal exploiting

the remaining RF networks, seem to be more suited to achieve cell type

specificity compared to direct activation. However, until now no definitive

cell specific stimulation strategy has been proposed, representing one of the

major limitations to artificial vision.

Contrast detection refers to the ability to discriminate different light intensi-

ties by the retina.

Finally, the stimulation threshold indicates the integrated stimulation cur-

rent, which is needed to reliably stimulate retinal neurons. This parameter

should be as low as possible to stay within the safety limit for tissue or

electrode damage, and to reduce the power needed to operate the implant.

To achieve optimal performance two strategies can be pursued. One is

electrode design, the other is to optimize the stimulation strategy. Several

laboratories carried out intensive work to optimize the first. For example, the

effect of local returns electrodes has been investigated, demonstrating that it

provides a more localized electric field, with the effect of improving spatial

selectivity [46]. 3D electrodes also demonstrate to support higher spatial

resolution, improving localization of the electric field and contact with the

tissue [47–49]. In terms of stimulation, over the years the main strategy,

using square-shaped electrical pulses, remained unchanged. Despite the

progress in the field to optimize stimulus parameters, i.e. pulse duration,

polarity, frequency and amplitude, pulsatile stimulation still lacks to achieve

optimal performances. The use of sinusoidal stimulation waveforms is an

alternative to pulsatile stimulation. Efficient sinusoidal stimulation at dif-

ferent frequency has been proven with patch clamp, also demonstrating
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some degree of phase and frequency dependent cell type selectivity and

avoidance of axonal stimulation [50, 51]. The possibility to avoid axonal

stimulation was confirmed in a different study with calcium imaging, also

demonstrating spatial selectivity and lower threshold compared to pulsatile

stimulation [52]. However, the degree of spatial discrimination has not been

reported, and the stimulation mechanism, direct vs network activation, never

been fully clarified. A in deep analysis of sinusoidal stimulation will be

proposed in Chapter 3.

1.2.2 Vision restoration strategies beyond retinal implants

Beyond retina prosthetics there a series of other promising approaches to

treat retinitis pigmentosa [53]: gene therapy [54, 55], stem cell transplan-

tation [56], chemical [57] and transcorneal electrical stimulation [58] and

optogenetic stimulation [16].

optogenetic stimulation In case of a complete loss of photoreceptor

functionality a promising alternative to retina implant is optogenetic. Op-

togenetic consists of inducing the expression of an artificial photo-sensitive

ion channel (opsins) in the neuron membrane using a viral vector. This

method allows to use light instead of electricity to stimulate the neuron.

Natural light does not have the power to activate opsin therefore requiring

artificial light sources. In this context, an optogenetic approach does not

refer to a restoration of retina’s photosensitivity, but instead to the use of

an alternative stimulation mechanism. Optogenetic, differently to electrical

stimulation, does not necessitate a chronic eye implant for the stimulation of

retina but capitalizes on the natural optics of the eye. The main advantage of

an optogenetic approach is the possibility to use cell specific viral vectors. It
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has been proven that opsins can be expressed in photoreceptors, bipolar cells

and RGCs, but most importantly in subclasses of bipolar cells, with the pos-

sibility to recruit specific information pathways. However, genetic therapies,

especially in humans, still present technological challenges. Indeed, specific

activation can be denied by retina degeneration. Furthermore, we must

bear in mind ethical considerations, before optogenetic can be considered

as an alternative to electrical stimulation as it is imperative to establish safe,

reliable and effective methods and protocols.

vision preservation In case of early intervention, when it is still pos-

sible to stop retinal degeneration before complete vision loss, gene therapy

proved to be a powerful solution. However, while gene therapy is the ideal

solution for specific pathologies, RP and AMD are multi-genetic disorders

and gene therapy can target only one or few dysfunctional genes.

Retina degeneration, depending on the pathology, can occur in both young

and elderly. In both cases, to avoid invasive surgery and implantation, pre-

serving the remaining vision at the moment of diagnosis is crucial. Even in

case of prosthetic implantation, preserving the retina network stays critical

to exploit inner retina functionality, and to prevent aberrant activity. For this

reason, several drug compounds have been tested to improve photorecep-

tor survival in degenerated retinas. Between these a promising group are

histone deacetylases (HDAC) inhibitors. Protein deacetylation by HDACs,

together with protein acetylation by histone acetyltransferases, strongly af-

fect regulation of cellular activity, and it is involved in several diseases [59].

The role of HDAC inhibitors were first investigated in studies on retinal

ischemia in degenerative diseases [60]. HDAC affects several processes of

retina developments, and it has been proven that HDAC affects primary

photoreceptors’ death in retina degeneration [61–64]. For this reason, HDAC
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inhibitors have been considered as a possible treatment for secondary cone

cell death in retina degeneration. A detailed work on the effect of HDAC

inhibition on retina anatomy and functionality is shown in Chapter 4.
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1.3 advances in mea technology

The development of new solutions for vision restoration must go side by

side with the development of laboratory and ex vivo techniques to provide a

better platform to develop new stimulation strategies. An ideal system must

be able to simultaneously record and stimulate a large population of the

retinal neural network, with high spatial and temporal resolution. Therefore,

before describing and discussing the main results of my work on electrical

stimulation, in this section, latest advances in MEA technology and how I

applied them to my studies on artificial vision will be illustrated.

1.3.1 Flexible microelectrode array for in vitro assessment of subretinal stimulation

In the framework of subretinal implants, to develop stimulation strategies

in vitro, a system able to stimulate the retina tissue from the photoreceptor

side while recording the RGCs activity is required. This can be achieved by

combining one stimulation electrode with a recording patch clamp pipette or

with MEA extracellular recordings [65–67]. Alternatives include stimulation

with single electrodes and optical recording of evoked activity [57] or using

a MEA as a stimulation array and recording the response with patch clamp

electrodes [68]. Although these approaches provided valuable results they

are often limited to one or few electrodes for stimulation or recording, or

they lack the time resolution to resolve single spikes. Using a single electrode

for stimulation does not allow the use of complex stimulation patterns, or

to test the RGCs response to different stimulation areas. While using patch

clamp for recording limits the number of recorded cells preventing access to

the RGCs population activity and significantly increasing the experimental

time required to collect a large number of cell responses.
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A combination of two microelectrode arrays can be used to increase the

number of stimulation electrodes, while simultaneously recording activity

of multiple RGCs’. This has been achieved and published by the Zeck lab

in 2016 and by the Palanker lab in 2018 [40, 69]. The Palanker group used

a photovoltaic implant in combination with a rigid, glass-based MEA, ex-

ploiting the possibility of wirelessly powering the implant with light. While

a wireless approach provides greater advantages in in vivo application, a

photovoltaic implant does not provide the possibility to apply different

stimulus waveforms, limiting its application in the studies of stimulation

strategy. The solution developed by Stutzki et al. instead uses a flexible

MEA placed on the epiretinal side as a readout of RGCs’ activity (Figure

1.7). The FLEX MEA can be combined with any type of planar MEA in

subretinal configuration for stimulation. The system allows flexibility on the

stimulation waveform and spatial patterns while recording multiple RGC.

In Chapter 2 I present a work where I used this configuration to characterize

stimulation with the ALPHA AMS retina implant chip. I was able to stimu-

late the interfaced retina using an arbitrary selection of the 1600 stimulation

electrodes (30 µm diameter) and record with up to 32 electrodes of the FLEX

MEA. Each electrode of the implant is coupled to a photodiode that controls

its stimulation charge. When light hits the photodiode, the implants translate

the light into stimulation current, adjusting current amplitude proportionally

to the light intensity. The FLEX MEA is made of transparent polymerics

material (polyimide). This allows to activate the implant using light, mim-

icking as close as possible the implantation conditions. The system was used

to investigate threshold charge density for subretinal stimulation and the

stimulus response relationships for square pulse stimulation. The possibility

to select the number of channels for stimulation allowed us to determine the
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dependency of charge threshold on electrode size. Results using this study

are presented in the section 1.4 and in detail in Chapter 2.

1.3.2 Epiretinal configuration: high density CMOS MEA, a truly bidirectional

neural interface

stimulation artefact The first requirement to evaluate various

electrical stimulation protocols is the simultaneous recording and stimulation

without stimulation artefact. Electrical stimulation creates a distortion on

the recorded voltage signal [22]. It is possible, with signal processing and

artefact removal algorithms, to reduce this effect. However, the artefact is

usually too strong to be completely removed, resulting in a post-stimulus

time window in which it is impossible to detect spikes. One solution is to

optimize stimulation waveform, phase and polarity to reduce artifacts [70].

However, to find the optimal stimulation strategy for retina implants the

stimulation parameters are selected based on the spatio-temporal neuronal

activation patterns, with the risk that optimal parameters to activate the

RGC differs from the optimal parameter to avoid artefact.

Common stimulation approaches use square pulses stimulation. The high

frequency components of square pulses generate artefacts which are in the

frequency ranges of the neuronal spikes (~1kHz). Smooth wave stimulation

instead generates artefact that can be more easily removed in post-processing

steps. In Chapter 3 I used a high-density CMOS MEA with separated

electronics for stimulation and recording and the possibility to choose any

arbitrary stimulation waveform [71, 72]. Combining these features, I was

able to investigate the effect of continuous sinusoidal stimulation on RGC

activity without artefact at subcellular resolution, recording from all the 4225

channels of the CMOS MEA. Smooth wave or sinusoidal stimulation, which
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does not generate significant artifacts, can be an alternative in applications

outside of artificial vision.

stimulation and recording spatial resolution Artificial vi-

sual acuity depends on the spatial resolution of the stimulation and is

therefore limited by the implant’s electrode size and pitch. Intensive work

has been done to reduce the electrode’s dimension and evaluate the retina

response to micrometric electrode stimulation. For subretinal configura-

tion, in Chapter 2 I proved and published for the first-time stimulation

of photoreceptor-degenerated mouse retina with a single 30 µm electrode

within safety limits. More recently other groups reported results with sub-

retinal photovoltaic 10 µm electrodes with 55 and 40 µm pixel size [47],

but they did not provide single electrode stimulation results. Successful

stimulation of chicken retina using one single 10 µm electrode had been

reported in 2000 [67].

In epiretinal configuration, delivering electrical stimulation while simultane-

ously recording adds an additional challenge, as stimulation and recording

are both performed from the RGC side and usually with the same array. This

requires that stimulation and recording electrodes are in close proximity or

that some of the recording electrodes are used to deliver stimulation, limiting

stimulus duration, the number of stimulation electrodes or the number of

recorded RGCs. Neuronal networks, and retina encode information at pop-

ulation level [73]. Therefore, an optimal system should not only be able to

stimulate the network with micrometric electrodes but also to simultaneously

record the largest possible portion of the targeted network, ideally the full

population involved. Stimulation with a small electrodes (10 µm diameter /

60 µm pitch) array has been shown, with the possibility of axonal tracking,

but limited in stimulus duration or the stimulation electrode number [46]. A

35



CMOS MEA ( 5 ∗ 9 µm2 electrodes and a pitch of 17,5 µm) has been used

by the Hierlemann lab for electrical stimulation of neuronal cell cultures,

but not in retina application [70]. CMOS technology is used to increase

electrode number and density, but it also allows to include in the same chip

a stimulation and a recording array. In the CMOS MEA used in Chapter

3, a 4225 electrodes recording array (16 µm electrode pitch) is combined

with a 1024 electrodes stimulation array (32 µm electrode pitch; stimulation

electrode area: 632 µm2) (Figure 1.7). I was able to simultaneously record,

localize and stimulate hundreds of cells from a single retina sample in an

area of one square millimeter. The system also allows to randomly select any

of the stimulation electrodes, and to use any arbitrary stimulation waveform,

providing a truly bidirectional interface with the tissue. I used this setup to

test RGC responses to different electrode sizes and discrimination of spatial

jitter and contrast level by stimulation with simple small shapes.

recording spatial resolution - axonal localization In the

field of retina implant development great importance is given to the pos-

sibility to detect and localize axons. Axonal stimulation limits the spatial

resolution of electrical implants and creates distorted visual percepts in

patients. However, to reliably test axonal stimulation a system able to record

and analyze axonal signals is required. This can be achieved with calcium

imaging [52] . However, due to the limited temporal resolution of the tech-

nique, axonal stimulation could remain undetected. A more reliable solution

is the use of high density MEAs [74, 75]. Axonal signals are generally too

small to be detected using a single spike. It is possible however to apply

spike triggered average (STA) methods, to reduce noise level and determine

the axon location and propagation velocity. This has been shown by Grosberg

et al in 2017 in the context of retina prosthetics, evaluating axonal activation
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Figure 1.7: Different MEAs types and how they were applied in this work to study
vision restoration. In Chapter 2 I used a FLEX MEA in combination with the retina
implant ALPHA AMS to investigate subretinal electrical stimulation. In Chapter 3
with a HD CMOS MEA I characterize sinusoidal epiretinal stimulation. In Chapter 4
I used a passive MEA to test light responsiveness of treated rd10 retina to determined
efficacy of HDAC inhibitor as treatment to delay retina degeneration.

by single, small electrodes (10 µm diameter) [76]. The STA approach was

applied to recording performed using the CMOS MEA described above to

study axonal stimulation in sinusoidal epiretinal stimulation for various

electrode sizes (Chapter 3).
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1.4 performance of retinal prosthetic stimulation

Performance of electrical stimulation can be described by the spatial and

temporal resolution of the stimulation, and by the ability to encode contrast

sensitivity. In addition, charge threshold and (avoidance of) axonal stimula-

tion must be taken in account. In Chapter 2, I evaluated these parameters

for subretinal configuration with pulsatile stimulation, the most common

strategy applied for retina implants. In Chapter 3, I tested epiretinal configu-

ration with sinusoidal stimulation, as a new possible stimulation strategy.

Here I summarize the results of these studies and discuss how they can be

used to develop the optimal stimulation strategy for retina implants.

1.4.1 Threshold charge density

subretinal configuration To improve spatial resolution of retina

implant electrode size must be reduced thereby increasing electrode density.

However, electrodes with a small surface area require higher charge density

to effectively stimulate neurons with the risk of exceeding safety limits for

tissue and electrode damage. In the work presented in Chapter 2, I evalu-

ated the threshold charge density in photoreceptor-degenerated retina upon

stimulation with individual small electrodes in subretinal configuration. I

stimulated ex vivo rd10 retina, using a single electrode (30 µm diameter,

material: Iridium oxide) of the retina implant ALPHA AMS. I evaluated the

stimulus response relationship of the activated RGCs firing rate, to extract

the charge threshold for reliable stimulation. The threshold charge densities

I obtained ranged between 100-900 µC/cm2 for a single electrode, below

the reported safety limits for iridium oxide and tissue damage. The results

were mostly in line with earlier studies (table 2, Chapter 2), which were

38



performed on healthy retina. The large charge threshold variability reported

here can be attributed to the different physical distance between electrode

and stimulated cells.

More recent works indicated that lower charge threshold could be achieved

by using 3D electrodes with local return. They demonstrated successful

stimulation using 10∗14 µm pillars in 55 µm pixels electrodes in a photo-

voltaic implant [47]. The charge threshold in the study was presented as the

irradiance level to activate the implant and not as current intensity, making

it difficult to compare it with our result. Another theoretical study from the

same group, showed how a 3D honeycomb structure could reduce the charge

threshold for small electrodes [49]. For planar electrodes, charge thresholds

rapidly increase reaching cellular dimension. The honeycomb 3D structure

with local returns penetrates in the retina improving the electrode neuron

interface and electrode field localization, reducing the charge threshold. The

theoretical reported charge threshold for 20 µm pixel is 280 µC/cm2 (10

ms pulse) for 3D honeycomb electrode, while it would exceed the safety

limit for planar electrodes (9400 µC/cm2). The results reported here are

theoretical, and it is not completely clear how it will apply to in vitro and in

vivo conditions. However, they suggest that for subretinal stimulation, using

3D structure and localized returns could be a possible solution to reduce

electrode dimension.

Finally, to understand the threshold dependency with electrode size I eval-

uated the charge threshold for larger stimulation electrode areas. The

threshold charge density for subretinal stimulation initially decreases and

reaches saturation for electrode diameter larger than 300 µm. My results are

in line with previous works by Stutzki et al. and Ho et al., demonstrating

that the electric receptive field size (e-RFs) matches the visual equivalent [40,

47].
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epiretinal configuration Network mediated activation is usually

the major component driving RGCs activity upon subretinal stimulation. In

epiretinal configuration both network mediated and direct activation are

possible [68]. For network-mediated spikes in the healthy retina threshold

charge densities for epiretinal and for subretinal configuration are in the

same range. In the study on sinusoidal stimulation I found exclusively direct

RGC activation in photoreceptor-degenerated retina whereas in wild-type

retina the same sinusoidal stimulus activated the network as well (supple-

mentary figure, Chapter 3). The estimated threshold charge density of 4

µC/cm2 is about twenty times smaller than the previously reported for

epiretinal pulsatile stimuli using electrodes of similar size and it is about ten

times smaller than charge densities evaluated for subretinal pulsatile stimuli

(reviewed in Chapter 2) [77]. For stimulation areas larger than 0,011 mm2

the charge threshold remained constant. For small stimulation areas of 0,001

mm2 instead the average charge threshold was 80 ± 40 µC/cm2. While for

even small electrode sizes, it was not possible to reach the threshold due to

the limited max charge density provided by the electrode used in this study.

However, this suggests that for smaller electrode size the charge threshold

further increases. My findings show that direct activation charge threshold

does not correlate with the v-RF size as expected for the stimulation mech-

anism and differently than for network mediated activation. However, it

increases when the electrode size reaches cellular dimension, with the risk

of exceeding safety limits [49, 78]. Our findings suggest that sinusoidal ap-

proach could be the solution to further miniaturize stimulation electrodes for

epiretinal stimulation. Further studies are required to determine sinusoidal

charge threshold for small (<0,011 mm2 ) electrode sizes.
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non-monotonic stimulus response relation in subretinal

configuration The recruitment of the retinal network affects the

RGC’s stimulus response relationship (SRRs). Traditional theory of electri-

cal stimulation of neuronal tissue assumes that for increasing stimulation

strength the evoked activity follows a sigmoidal function, with the firing

rate saturating for high stimulation intensity [77]. However, non-monotonic

stimulus SSRs were shown recently by us (Chapter 2) and by others [79,

80]. Non-monotonic SSRs have been referred to the activation of inhibitory

retinal circuitry which suppress the activity of ganglion cells [81]. For epireti-

nal direct sinusoidal stimulation (Chapter 3), as expected for the different

stimulation mechanism, non-monotonic SSRs were not detected.

In conclusion, both subretinal network mediated activation and epiretinal

sinusoidal stimulation show a dependency of electrode size with threshold

charge density. However the two differ based on the activation mechanism.

For subretinal network mediated activation, the threshold decreases up to

the size of the RGC electrical receptive field. While, for epiretinal sinusoidal

stimulation the threshold charge density decreases up to an electrode size

equivalent to the RGC size. New retina implants should implement mecha-

nisms to adjust the electrode stimulation charge according to the electrode

size and to the number of simultaneously stimulating adjacent electrodes.

The concept is more emphasized in case of network mediate response in

order to avoid non-monotonic responses and especially in clinical application

where the calibration of stimulation parameters is more challenging, due to

the implant-tissue contact variability.
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1.4.2 Spatial resolution

The stimulation mechanism, network mediated or direct, has a strong impact

in the strategy used to achieve high visual acuity. Generally, subretinal

implants act via network mediated activation, while epiretinal via direct

RGC stimulation. However, very often the two mechanisms are concurrent.

Solutions have been developed to have exclusively network mediated re-

sponses [52, 82] or exclusively direct activation in epiretinal configuration

using short pulses [83]. I reported an exclusively direct mechanism for

sinusoidal epiretinal stimulation in rd10 retinas (Chapter 3).

network mediated activation Network mediated stimulation is

thought to rely on the natural retina processing. Similarities between elec-

trical receptive field (e-RF) and visual receptive field (v-RFs) size has been

shown by Stutzki et al. and by me using the subretinal ALPHA AMS retina

implant [40, 78] (Chapter 2). A similar study conducted using the subretinal

PRIMA implant showed concordant results, also demonstrating antagonistic

center-surround organization [69]. In the study presented in Chapter 2, us-

ing the ALPHA AMS implant I proved stimulation using a single 30 µmum

electrode in an array with a 70 µm pitch which results in a theoretical visual

acuity of 20/280 [14]. However, results from patients wearing this device

indicated the best (one patient) achieved visual acuity of 20/546 while other

patients reached values below 20/1260 [41]. One possible explanation of dis-

crepancy between theoretical and patient results, is the mono-polar design of

the return electrode of the implant, that causes spreading of the electric field.

It has been shown how local return can improve spatial selectivity [46]. A

more recent implant (PRIMA implant) implemented photovoltaic electrodes

with local return electrodes. In vivo test of the implant measuring VEP in
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rats, reported a resolution of 48 ± 11 µm to grating stimuli, corresponding to

a theoretical acuity of 20/192 [47]. Results from clinical trials with a similar

array with 100 µm pixels provided visual acuity ranging from 20/460 to

20/800, with an expected acuity of 20/420 [42]. This result further increases

the hypothesis that retina can elaborate e-RFs in a similar way to the v-RFs,

and the retina processing can be used to achieve high acuity vision. Further

investigation is required to understand discrepancy between theoretical and

experimental findings. One main contribution is probably the quality of the

implant placing and therefore the implant-tissue interface. However other

factors, such as stimulation mechanism, network processing and the degree

of retina degeneration must be taken in account and further investigated.

direct rgc stimulation Differently to network mediated stimulation,

direct activation cannot rely on the available retinal processing, and spatial

resolution strictly depends on the size of the stimulation activation. From the

response of more than a thousand RGCS, I estimated the radius of activation

with gaussian fitting for two stimulation electrode sizes, respectively 0,011

and 0,022 mm2. Activation radii were 57.4 ± 3.3 µm and 81,6 ± 3,4 µm

matching the equivalent electrode radius (56,7 µm and 85 µm). This result

proves that sinusoidal stimulation is localized and only RGCs located directly

above the electrodes are activated (Figure 3, Chapter 3). Previous studies on

retina implants, reported that patients have difficulties in detecting small

objects and shapes [41, 84] . Therefore, spatial resolution was tested as

degree of discrimination between spatially displaced small object (details

in Chapter 3). The stimulation protocol consisted in two identical stimuli

displaced by a small spatial jitter (32, 64 and 128 µm). The accuracy in

discriminating the two stimuli was tested using a logistic regression model.

Two electrode sizes were tested: 0,011 and 0,022 mm2. For the larger area
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it was possible to discriminate jitter of 32 µm, while for the smaller 64 µm

jitter. The results of 32 µm exceed the best reported spatial resolution for

electrical stimulation of the retina [47]. Based on the estimation of theoretical

visual acuity from ex vivo rodent spatial resolution proposed by Goetz and

Palanker [14], 32 µm spatial resolution will correspond to a visual acuity of

20/130, above the limit of legal blindness (Figure 4, Chapter 3).

avoidance of axonal stimulation Avoidance of axonal stimula-

tion is crucial to achieve high spatial resolution. In subretinal configuration,

confined and localized stimulation of the inner nuclear layers should avoid

axonal stimulation. In epiretinal configuration, with axons running along the

RGCs layer the problem is more challenging [76, 85, 86]. Avoidance of axonal

stimulation has been demonstrated by using long stimulation pulses with

calcium imaging [52]. However, due to lower resolution of the recording

technique axonal stimulation could have been undetected. I tested axonal

stimulation for sinusoidal stimulation with a HD CMOS MEA enabling axon

tracking. I calculate cell activation for the RGCs with axons passing over

stimulation electrodes. Axonal activation was not detected for the dataset

tested (83 cells for a 0,011 mm2 stimulation area and 74 cells for 0,022 mm2)

(fupplementary figure, Chapter 2).

In the experiment shown here, I applied stimuli with very low amplitudes.

It is possible that the reason for avoidance of axonal stimulation relies on

the low stimulation intensity. Further tests must be done to understand if

axonal stimulation is present for epiretinal sinusoidal stimulation for higher

charge density or larger electrode size. However, my results show a strategy

for reliable RGCs activation, without axonal stimulation.
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1.4.3 Contrast discrimination

Contrast discrimination in artificial vision is limited to few grey levels [41, 87].

Goetz et al. compared normal vision and artificial contrast discrimination

upon stimulation with a subretinal photovoltaic chip [88] . To evoke a

significant increase in RGC activity or in the cortex, with a photovoltaic

subretinal chip, positive contrast steps larger than 50% in Michelson units

were required, compared to only a few percent required with normal vision.

While negative contrast steps did not evoke any change in activity. Subtle

differences in the temporal spiking patterns have been inferred at lower

contrast levels (12%) by Ho et al. The study highlights the importance of

spike pattern for contrast threshold, in contrast to simple changes in the

average RGC spiking rate. In Chapter 3, a logistic regression model was

used to determine the discrimination accuracy for stimuli with different

artificial contrast. Fiive object sizes were tested (between 0,005 and 0,1 mm2)

at different contrast levels. Contrast was created by stimulating with two

adjacent electrode areas with different current density. Accuracy was tested

in a pairwise fashion, discriminating between contrast levels and contrast

0%. For large stimulation areas it was possible to discriminate with high

accuracy (0,8) 10% artificial contrast, in line with the prediction by Ho et al.

for subretinal configuration [69].

1.4.4 Temporal resolution and cell type selectivity

To restore high degree vision, the visual cortex must be able to interpret

the firing pattern evoked by electrical stimulation in the retina. Neuronal

network plasticity usually allows the brain to learn and recognize new

patterns. However, results from patients wearing a retina implant did not
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show any improvement or learning over time [84]. This could suggest that

artificial visual responses differ too much from healthy visual responses to

be recognized by the brain. This deficit could arise from two main limitations

of current approaches in artificial vision. First, a poor temporal resolution.

Second, the lack of cell type specificity, i.e the impossibility to selectively

activate ON and OFF pathway.

network mediated activation Temporal resolution commonly

refers to the maximum stimulation frequency able to evoke reliable responses

and it is limited by fading of the evoked percept [20, 89, 90]. However, as

it is show in Chapter 2, for network mediated activation a single millisec-

ond pulse activates a response that can last up to hundred milliseconds.

Generally network mediate response is composed by short latency spike or

burst generated by the direct activation of RGCs, a delayed response evoked

bipolar cell stimulation and in case of healthy retina a late photoreceptor

response [68]. For this reason the concept of temporal resolution for network

mediated activation can be extended to the ability to generate spike patterns

with a defined temporal timing and not only to the frequency limits of stim-

ulation. Network mediated activation relies on the remaining retina signal

pathway to evoke temporal patterns resembling visual response. In addition,

It has been shown by different labs that different RGC types respond with

different spike patterns to electrical stimulation. Im et al. have reported

correlation between some features of the electric and visual response spiking

patterns of ON cells, while the same correlation was not detected for OFF

cell response [91]. Other groups, using a STA approach to calculate the

e-RF of RGCs, reported a correspondence between ON and OFF response

and stimulus polarity, also showing spatial and temporal similarities of the

v- and e-RF [69, 79]. Finally, it has been shown how selecting the optimal
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parameter to maximize the difference between cell types response could be

a strategy to obtain selective activation [19, 92]. These results prove that the

retina network is affecting the RGCs response. However, the real degree of

correlation between electrical and visual response is not fully understood yet.

In Chapter 2, I also tested visual and electrical response of ON and OFF cells.

Even if I did not perform in depth analysis on this subject, I could confirm

cell type response differences. However a clear difference was observed

between visual and electrical evoked spiking patterns. It must be noted

that these studies are performed with healthy retinas and photoreceptors

play an important role in the network mediated response [69]. In addition

it has been proved that retina degeneration affects electrical response [93].

Heterogeneous responses have been demonstrated also in degenerated reti-

nas [40, 69], but, due to the lack of visual response, it was not possible to

correlate electric response with cell type. Comparing visual and degenerated

retina electrical stimulation response in the same retina is hardly possible.

Future work is necessary to try to merge this gap. In this context, treatment

to preserve retina functionality could gain more importance not only as

a preventive solution to retina degeneration, but also as a complementary

therapy to retina implant. An example of this type of treatment is discussed

later in section 1.5 and shown in detail in Chapter 4.

direct rgc stimulation Direct activation of RGC activity by one

single stimulus type cannot evoke cell type specificity as expected for the

network mediated response. Direct stimulation evokes spike trains following

a temporal pattern correlated to the intrinsic excitability of the cell [94].

ON and OFF specificity, based on the frequency range of stimulation, was

demonstrated with intracellular stimulation. However, this effect has not

been detected for extracellular stimulation [95]. Therefore, temporal reso-

47



lution for direct stimulation relies exclusively on the ability to evoke high

frequency precise firing in RGCs [83]. Pulsatile stimulation is limited in

the frequency range by fading of the evoked RGC activity, which causes a

desensitization of the response [94]. It has been shown in healthy retina that

sinusoidal stimulation does not cause fading of the evoked activity and can

provide a high degree of correlation between stimulus phase and response

[50]. In the work presented in Chapter 3 on adult photoreceptor-degenerated

mouse retina I demonstrated continuous sinusoidal stimulation up to 40 Hz

with high reliability and no fading providing the tool to evoke precise firing

patterns in RGCs.
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1.5 alternative treatment : preserving retina functionality

Retinitis pigmentosa (RP) is a multi-genetic disorder causing rod photore-

ceptor death. Cone photoreceptors are not affected by mutations, however

the non-physiological environment created by rod death affects cones that

in turn progressively die. In the early stage of the disease vision is not

severely affected, making it difficult for patients and medics to diagnose the

pathology. Treatment to delay or prevent cone death are therefore important

to preserve the remaining retina functionality and avoid complete vision

loss [96]. In addition, In the previous section it is shown how exploiting the

retina network is one of the strategies to restore vision via retina implant.

Network degeneration can affect retina response to electrical stimulation

reducing its efficacy. Therefore, preserving retina functionally could also

play an important role as a complementary treatment for retina implant .

Cone death is driven by different factors, such as loss of structural and

nutritional support from rods [97, 98], exposure to oxidative stress [99] and

inflammation [100, 101]. In RP several different genes are involved in the

photoreceptor mutation [34]. It is possible to protect cones epigenetically

by regulating the genes involved in cone survival via HDAC inhibition

[61–64]. In the collaborative project work presented in Chapter 4, it was first

demonstrated an increased HDAC activity in degenerated mouse models

(rd1 and d10), and that treatment with HDAC inhibitor Trichostatin A (TSA)

afforded long-term preservation of cone photoreceptors.

One crucial aspect I was mainly contributing was to determine the function-

ality of the rescued cones. I tested the light response of ex vivo organotypic

retina culture (Figure 1.7). I calculated RGCs response ratio for treated and

control organotypic retina cultures. Treated retina showed a significantly

stronger response for medium-high light intensities. The results show how
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the rescued photoreceptors are functionally connected to the retina network,

and RGCs are integrating the signal coming from a larger number of cones

suggesting the efficacy of the treatment. Complementary in vivo behavioral

tests and ERG recording conducted by other partners in the project, sup-

ported the thesis that cone survival translated into better visual response

of the retina. In rd10, ERG showed improvement following the treatment

compared to control. The rd10 treated ERG response however remained

lower than in wild-type mice, as expected for a treatment at this stage of

degeneration. An additional proof of functionality of rescued cones came

from the significant improvement in visually-driven behavior.

Finally my co-authors investigated which genes and molecular pathways

were affected by HDAC inhibition. The results suggest that HDAC inhibition

induces neuroprotection via activation of MAPK and PI3K-Akt pathways.

It is also shown how HDAC inhibition induces increased autophagy in

the treated retina, with the additional positive effect in preventing cone

starvation and therefore increasing cone protection.
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1.6 conclusion

The aim of the thesis was to investigate the efficacy of different treatment

and vision restoration strategies in preventing or treating retina degener-

ation. I tested, in ex vivo retina tissue, subretinal pulsatile and epiretinal

sinusoidal stimulation as stimulation strategies for retina implant. In addi-

tion, I contributed to the assessment of light responsiveness of organotypic

retina culture after HDAC inhibition, to assess the efficacy of the treatment.

All the studies included in the project applied the use of MEA to record

or modulate RGCs’ activity. Retina implants even if based on the same

operational principle can differ significantly on the stimulation strategy and

there is not yet a definitive answer to which is the optimal approach. Sub-

retinal implant allows better tissue-implant interface, and possibly network

mediated cell type specific stimulation. Epiretinal implants usually act via

direct activation lacking network mediated heterogeneous response and are

affected by axonal stimulation. However, they can provide a much easier

implantation procedure and much wider field of view.

In the studies included in this work I addressed some of the current issues

for both configurations. In subretinal implant, one of the challenges is the

miniaturization of the electrodes to achieve higher spatial resolution without

exceeding safety limits. I demonstrate, determining the threshold charge

density, that stimulation of photoreceptor degenerated mouse retina with a

single 30 µm electrode is possible. I also characterized electrode size depen-

dent charge threshold and reported on non-monotonic stimulus-response

relations. My results together with other studies indicate that spatial res-

olution can be further increased for subretinal stimulation, however new

implants should implement electrode-size dependent stimulation strategy,

i.e. adjusting charge threshold based on the number of adjacent activated
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electrodes. For network mediated stimulation approaches, two open ques-

tions still need to be addressed. First one is the degree of correlation between

visual and electrically evoked response. New studies must be performed

to fully understand this topic, and develop experimental procedures to

compare healthy visual response and degenerated electrical evoked activity.

The second one is the possibility to achieve cell type specific stimulation. In

this direction, theoretical models could be a tool to infer cell type specific

stimulation waveforms [102].

Epiretinal direct stimulation cannot rely on the retina network processing

and cell type selective stimulation seems precluded. The lack of retina net-

work signal processing must be considered when developing the implant

design and simulation strategy. One solution is to simplify the features of

the visual stimulus to match the level of electrical stimulation information

encoding [103]. Another option is to implement closed loop system to tailor

the stimulus to the desired response, and develop algorithms to calculate

the optimal stimulation parameters [104]. In both cases the stimulation

strategy spatial and temporal resolution must be optimized to achieve full

control on the spatio-temporal evoked firing patterns. We demonstrated

reliable and continuous, without fading, sinusoidal stimulation up to 40 Hz,

avoiding axonal stimulation. Using this strategy, we could discriminate with

high accuracy spatial displacement of 32 µm and contrast level of 10% upon

stimulation with simple shapes, matching and improving current standard.

The results presented here and by other groups involved in the field show

that future advances in retina implant could finally allow artificial vision to

overcome the limit of legal blindness. However, it is also clear that without

achievement, such as cell type selective activation, the goal of full sight

restoration seems prevented. It is therefore important to develop alternative

strategies to preserve retina functionality before implantation is needed. In

52



the last study included in this dissertation, we show how HDAC inhibition

delay and slow done cones death in mouse models of degenerated retina.

My main contribution to the work was to prove functionality and light

responsiveness of rescued cones. The improved functionality of the treated

retina suggests the efficacy of HDAC inhibition as a treatment for retina

degeneration.
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Introduction

Blind patients who use retinal implants encounter different 
objects in their everyday environment [1–3]. To encode an 
object those electrodes of the implant covering the corre­
sponding visual field need to stimulate a restricted set of retinal 
neurons and eventually evoke an object-specific retinal output 
activity. The encoding of different object sizes may be optim­
ized if the object-specific stimulus threshold is known. This 

open question of stimulus-specific thresholds is addressed in 
the following work.

Although the stimulation of retinal cells and of retinal cir­
cuits has been extensively studied using different electrodes 
[4–10], it remains unclear how the stimulation threshold 
scales with electrode size. Previous studies did not investigate 
small (<100 µm) and large (>500 µm) electrodes simultane­
ously while recording the stimulated response of one ganglion 
cell; furthermore, these studies investigated different animal 
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Abstract
Objective. Retinal prostheses have shown promising results in restoring some visual perception 
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species and evaluation methods thus preventing a direct com­
parison. An earlier review by Sekirnjak et  al [11], which 
focused on epiretinal stimulation, did not find a correlation 
between electrode size and stimulation threshold expressed as 
charge density or as current density.

For electrical pulses the stimulation threshold had been 
introduced as the minimal stimulation current (or charge) 
required to depolarize the transmembrane voltage up to a 
value where ion channels open and lead to an action poten­
tial [12]. Because the resting transmembrane voltage exhibits 
normally distributed fluctuations [13] the transmembrane 
threshold voltage may be estimated from a cumulative distri­
bution. Given that transmembrane voltages are not accessible 
in extracellular recordings the evoked spiking is usually con­
sidered a valid proxy. For retinal neurons and circuits com­
prising synaptically connected neurons, the most common 
approach for estimating the stimulation threshold has been 
to relate the stimulus strength to the evoked retinal ganglion 
cell (RGC) spiking using a Boltzmann function [6, 11, 14]. 
The threshold—estimated as the half maximal effective 
stimulus—is well defined for certain conditions. However, in 
the complex retinal networks it is unclear if stronger stimuli 
activate only excitatory neurons up to a saturation level or if 
inhibitory neurons are activated as well leading to complex 
stimulus response relationships [15–17].

Under physiological conditions the retinal output is mod­
ulated by illuminating photoreceptors which converge via 
bipolar cells onto the retinal ganglion cell under considera­
tion. A modulation of the light intensity translates to a modu­
lation of the ganglion cell spiking until a saturation value [18]. 
Conversely, the spiking in a retinal ganglion cell increases if 
objects of increasing size are presented. The modulation of the 
firing rate saturates roughly at the spatial scale of the retinal 
ganglion cell’s dendritic field and decays for larger stimuli 
[19]. For artificial stimulation of retinal circuits in photore­
ceptor-degenerated retina it is important to understand to what 
degree the classical concept of stimulation threshold applies 
and how the induced activity compares to the physiological 
behavior of healthy retinal circuits.

In this study we therefore investigate electrode-size 
dependent stimulation of the photoreceptor-degenerated rd10 
mouse retina in subretinal configuration. For identified gan­
glion cells we determine the electrode-size specific threshold 
charge density. Comparison of different cells in one retina and 
across retinae provides information about the threshold varia­
bility. Given that—for certain stimulus conditions—subretinal 
and epiretinal stimulation is mirror-symmetric [6] the results 
obtained here may translate to other configurations. The con­
sideration of electrode-size specific thresholds and their vari­
ability may improve future retinal implants.

Methods

Preparation of the retina and interfacing with the stimulation 
microchip

The experimental procedures were carried out in com­
pliance with the institutional guidelines of the NMI 

(Regierungspräsidium Tübingen). The preparation of the 
retina was based on earlier reports [20, 21]. Adult (>P60) 
rd10 and adult wildtype (C57BL/6J) mice of either sex were 
dark-adapted for 1 h, anesthetized and euthanized by cer­
vical dislocation. The enucleated eye was hemisected under 
dim red light and the retina peeled of the sclera. Retinal por­
tions (~2  ×  2 mm2, figure 1(A)) were cut under a dissecting 
microscope, transferred to the chip chamber and placed on 
the microchip with the outer nuclear cell layer in close con­
tact with the electrodes (subretinal configuration). Prior to 
the experiment, the electrode surface was gently cleaned 
with detergent (Tickopur R36, 5%, 80 °C, Stamm/Berlin, 
Germany) and rinsed with distilled water. The chip surface 
was coated with ~500 µl (1 mg ml−1) poly-L-lysine (P1399, 
MW 150–300 kDa, Sigma, Germany) to facilitate adhesion of 
the retina. The coating does not affect electrical stimulation 
as localized activation of retinal neurons has been reported in 
previous work using the same adhesion protocol [20, 22]. The 
microchips were rinsed prior to positioning of the retina with 
Ames’ medium (A 1420, Sigma, Germany). The chip with the 
attached retina was mounted on a custom-made circuit board 
attached to an upright microscope (BWX 51W, Olympus) and 
continuously perfused with oxygenated Ames’ solution (flow 
rate: 2–4 ml min−1, temperature: 32 °C–35 °C).

Electrical stimulation and strength-duration relation

The microchip Alpha AMS R3 used here for electrical 
stimulation comprises 1600 pixels arranged in 40 rows 
and 40 columns at equidistant positions (spacing: 70 µm, 
figure 1(A)) thereby covering a total area of 2.8  ×  2.8 mm2 
[23, 24]. Each pixel embodies a microphotodiode, amplifi­
cation electronics and one stimulation electrode (diameter:  
30 µm) made of sputtered iridium oxide. Individual photodi­
odes were activated using an OLED monitor (eMagin Corp., 
Bellevue, WA, USA) which illuminated the back focal plane 
of a 4  ×  microscope objective (PlanC 4×/0.10). The light 
intensity (65 mW m−2) and the illuminance (25 lux, back­
ground  <  1 lux) at the retinal surface was measured using 
a photometer (P-2000, Gigahertz-Optik GmbH, Germany). 
All electrical stimulation experiments were performed at a 
fixed light level. Changes of the stimulation current were 
obtained using an adjustable global reference current (‘gain 
parameter’ figures 1(B) and (C)).

In this study stimulation using the following electrode 
fields was investigated: 1  ×  1, 2  ×  2, 4  ×  4, 8  ×  8, 10  ×  10, 
16  ×  16 and 20  ×  20. For each electrode and for each stim­
ulation amplitude the stimulus was repeated twenty times 
(stimulation frequency: 0.5 Hz). Stimuli with different ampl­
itudes were presented in a pseudo-random way. The change in 
photocurrent was transferred to user-defined current stimuli, 
which are voltage-limited to  ±1.2 V. Here, the anodic current 
pulse (2 ms duration) was preceded by a cathodic pulse of the 
same duration, without any inter-phase interval.

Extracellular action potentials were recorded from ret­
inal ganglion cells as described previously [20]. Briefly, a 
custom-build, transparent, perforated and flexible microelec­
trode array (flex MEA, NMI TT GmbH, Reutlingen) based 
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on polyimide and comprising 16 electrodes was lowered 
onto the ganglion cell layer using a micromanipulator (MPC 
200, Sutter Instruments). The perforations in the polyimide 
foil allow for oxygenation of the retina and thus for stable 
recordings over several hours. Here the flex MEA was con­
nected to preamplifiers (Multi Channel Systems MCS GmbH, 
Reutlingen) and the recording was performed using MC Rack 
software. The recording sampling rate was 50 kHz with an 
amplifier input range of  ±400 mV. In order to extract the 
stimulus-evoked spiking, an analysis process including trigger 
alignment, artifact subtraction, spike detection and clustering 
of the isolated extracellular waveforms was applied. The 
trigger used as a reference of exact timing of electrical stimu­
lation onset was detected from the internal clock signal of the 
stimulation microchip, which was recorded simultaneously 
using the MEA amplifier. Illumination onset was logged from 
the OLED-driving PCs trigger output. Based on this informa­
tion the stimulation epochs were identified in the raw data, 
extracted and aligned. The median of all electrode signals was 

derived for every point in time and subtracted from individual 
electrode signals to remove common mode noise and to reduce 
stimulation artifacts. The first eight milliseconds following 
stimulus onset (four of which represent the stimulus duration) 
were excluded from spike sorting. We cannot exclude direct 
activation of ganglion cell spiking during the four millisecond 
long stimulus. However, previous work has shown that the 
thresholds for direct activation in subretinal configuration are 
considerably higher than thresholds for network activation [4]. 
For stimulation using 1 or 2  ×  2 electrode fields we were able 
to remove the artefact up to the end of the stimulus. The occa­
sional spikes recorded in this short time interval (4–8 ms fol­
lowing stimulus onset) do not change the evaluated stimulus 
response relationships (SRRs). For stimulation using larger 
electrode configurations (i.e. 10  ×  10 electrodes) we cannot 
exclude spikes missed in the first milliseconds. However, as 
shown in figure  2 the majority of stimulated spikes occurs 
about 20 ms after stimulus termination. Residual stimulation 
artifacts were modeled by moving polynomial regression 

Figure 1.  Experimental setup and stimulation currents. (A) Microphotograph showing an interfaced retinal portion on the subretinal 
microchip. The retinal output is recorded by a flexible and transparent electrode array (white line marking the flex-array border has been 
added for visualization). Scale bar: 500 µm. The inset shows one an enlarged stimulation pixel (e: stimulation electrode, pd: photodiode) 
Pixel size: 70  ×  70 µm2. (B) Schematic setup including the measurement of the stimulation current as described in the main text. The 
stimulation strength was adjusted using a global reference current (‘Gain’). (C) Stimulation currents obtained by increasing the gain 
parameter. Current traces obtained for stimulation using four electrodes (a set of 2  ×  2 adjacent electrodes) and six different gain settings. 
Positive values represent the current flowing into the Ag/AgCl electrode (B). The negative current at the termination of the 4 ms pulse 
is most likely caused by the capacitive current due to resetting the stimulation voltage to ground potential. Square and circular symbols 
refer to the gain settings shown in (D). (D) The stimulation charge delivered during the anodic phase scaled linearly with the number of 
electrodes (filled symbols) Data points were obtained for two different ‘gain’ settings and increasing electrode area (circular symbol: high 
gain; rectangular symbol: low gain, see also (C)). The stimulation charge per electrode decreased slightly for increasing electrode number 
(open symbols). Note that the data point for stimulation with one electrodes is identical for the two conditions.
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(5th order on 401 points) and subtracted from the data [25]. 
Spike detection was performed by threshold crossing using a 
multiple of the median absolute deviation on each electrode 
as threshold (5 * sigma) to compensate for high cell activity. 
In order to counteract sampling offsets, detected spike times 
were realigned to the energy center of the respective wave­
form. Spike waveforms were clustered by the expectation 
maximization algorithm [26] and separated clusters were 
assigned to single RGCs.

For the estimation of the stimulus-induced response, 
we identified RGC spikes occurring in the time window of 
8–100 ms after stimulus onset. A longer time window would 

suffer interference from the spontaneous background activity 
of rd10 RGCs. Evaluation in a shorter time window (<50 ms) 
might miss some of the stimulated spikes (figure 2). To obtain 
the stimulation threshold the spike rates were fitted against 
stimulation charge using a sigmoidal function (Boltzmann 
equation, OriginLab). Stimulation threshold was defined as 
the value evoking 50% of the (cell-specific) maximal spike 
number. We did not consider the current or current density as 
stimulus measure because the current shape was not constant 
during the stimulus application (figure 1(C)). Instead we used 
the stimulation charge delivered during the anodic stimulation 
phase (figure 1(D)).

Figure 2.  Three types of stimulus response relationship (SRR) obtained for subretinal stimulation. (A) Saturating SRRs after stimulation 
with a set of 4  ×  4 electrodes. (B) Monotonic increasing SRR after stimulation with one single electrode. (C) Non-monotonic SRR after 
stimulation with a set of 10  ×  10 electrodes. (Ai)–(Ci): high-pass filtered voltage traces recorded after one electrical stimulus. Stimulus 
marked by arrows. (Aii)–(Cii) Rasterplots showing the induced spiking to stimuli of different strength (quantified as stimulation charge 
during the anodic phase). Note, that in each row all spikes from 20 consecutive presentations are shown. The different stimulation strength 
were presented in a pseudo-random order. Gray region marks the first 8 ms from stimulus onset. (Aiii)–(Ciii) Saturating, monotonic and 
non-monotonic SRR.

J. Neural Eng. 15 (2018) 045003
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Measurement of the stimulation current

A single Ag/AgCl pellet (E201ML, Science Products) was used 
as counter electrode and located approximately 1 cm above the 
stimulation array. The stimulation current was calculated from 
the voltage drop across a serial 10 Ω resistor in series with the 
Ag/AgCl electrode [22]. The voltage drop was amplified using 
a commercial voltage amplifier (DLPVA, Femto Messtechnik 
GmbH, Berlin, Germany). Current traces for one fixed number 
of stimulation electrodes (here four electrodes) and increasing 
gain parameter are shown in figure 1(C). Positive values rep­
resent the transretinal current flowing into the Ag/AgCl elec­
trode. Similar traces were obtained for the other electrode 
configurations investigated in this work (1  ×  1, 4  ×  4, 8  ×  8, 
10  ×  10, 20  ×  20). The stimuli shown in figure 1(C) were used 
to determine the stimulation threshold for one given electrode 
configuration. The scaling of the stimulation charge with elec­
trode number is shown in figure 1(D) for two arbitrary settings 
of the gain parameter. The anodic stimulation charge increased 
linearly with electrode number (R2  >  0.9). The charge per 
electrode during the anodic phase decayed slightly if a larger 
electrode field was illuminated (figure 1(D)). Both the total 
current of the stimulation chip and maximum electrode voltage 
are limited, which results in a decrease of the current per elec­
trode when the number of illuminated and stimulating pixels 
was increased. The data presented in figure 1(D) were used in 
stimulation experiments to confirm that the correct number of 
pixels were illuminated.

Results

Stimulus response relations in photoreceptor-degenerated 
mouse retinas

It has commonly been assumed that retinal neurons increase 
their activity for increasing stimulation strength up to a satur­
ation level [6, 11, 14]. Such stimulus-response relationships 
(SRRs) were fitted to sigmoidal relationships. However, new 
reports demonstrate that certain retinal circuits show a non-
monotonic stimulus-response relationship upon stimulation in 
suprachoroidal [17] or epiretinal configuration [15]. In figure 2 
we present three types of SRRs encountered here upon sub­
retinal stimulation: (a) the well-known saturating SRR (figure 
2(A)) (b) the monotonic increasing SRR (figure 2(B)) and 
(c) the non-monotonic SRR (figure 2(C)) showing a strong 
decrease of the firing rate for increasing charge densities. 
For stimulation with small electrodes (30 µm diameter) the 
majority of SRRs (73.7%, 28 out of 38 RGCs) showed a satu­
rating behaviour figure 2(A) and 3(A). A smaller percentage 
of cells showed monotonic SRR (23.7%, figure 2(B)) whereas 
only one RGC with non-monotonic SRRs was identified. For 
stimulation with medium-sizes electrode fields (4  ×  4 elec­
trodes covering an area of ~280  ×  280 µm2) and for stimula­
tion with large electrode fields (10  ×  10 electrodes covering 
a stimulation area of 700  ×  700 µm2) the percentage of 
non-monotonic SRRs increased considerably (28%) while 
monotonic SRRs were never identified. The number of each 
SRR-type for the selected electrode configurations is given in 

table 1. The data listed in table 1 comprise all experiments, 
although not all experiments investigated all three stimulus 
conditions.

In the following we quantified thresholds only for ganglion 
cells with saturating SRR. This allows comparing our results 
with previously published work.

Variability of threshold charge density within and across 
retinae

The identification of small visual objects depends on the 
ability of a retinal implant to evoke activity above threshold 
using a small electrode in a confined retinal network and 
finally to modulate the spiking in a few ganglion cells without 
any crosstalk. Using one of the 1600 available electrodes 
(see also figure 1), we stimulated ex vivo rd10 retina by illu­
minating the micro-photodiode coupled to this electrode. A 
typical recording of the evoked spiking is shown in figure 2. 
By increasing the stimulus amplitude more action potentials 
were evoked in a time window up to 100 ms. The increase of 
the average firing rate was approximated by a sigmoidal func­
tion with the 50% value representing the stimulus threshold. 
Stimulation with a single electrode (30 µm diameter) increased 
spiking in several RGCs. We typically identified three RGCs 
with saturating SRR per retina, other cells showed monotonic 
increasing SRR (figure 3(A)).

The estimated threshold charge ranged between 0.7– 
6.3 nC/electrode which corresponds to a charge density range 
between 0.1–0.9 mC cm−2 (n  =  28 RGCs). There was a weak 
negative correlation between stimulation threshold and spon­
taneous activity of the stimulated RGCs (linear fit, R2  =  0.4). 
The mean threshold charge density was 0.44 mC cm−2 with 
a standard deviation of 0.22 mC cm−2. It is worth noting that 
a large variability was found within individual retinae (two-
fold change, figure 3(A)). The threshold variability for stim­
ulation with one electrode can be attributed to the different 
physical distance between electrode and stimulated cells. We 
therefore evaluated thresholds using larger stimulation field, 
namely a set comprising 4  ×  4 neighbouring electrodes and a 
set comprising 10  ×  10 neighbouring electrodes (figures 3(B) 
and (C)). The estimated threshold charges ranged between  
0.4–3.8 nC/electrode (4  ×  4 electrode field, n  =  20 RGCs) and 
0.1–2 nC/electrode (10  ×  10 electrode field, n  =  20 RGCs).  
The mean threshold charge density calculated for the two elec­
trode configurations were: 31 µC cm−2  ±  20 µC cm−2 (4  ×  4 
electrode field) and 18 µC cm−2  ±  13 µC cm−2 (10  ×  10 
electrode field (figure 3(C)). The mean charge density for 
stimulation with small electrodes is significantly different 
from the other two conditions (p  =  0.001, Mann–Whitney-U 
test). Although the mean threshold charge densities for stimu­
lation with 4  ×  4 and 10  ×  10 electrodes were significantly 
different (p  =  0.025, Mann–Whitney-U test) there was a 
strong overlap for the threshold charge densities of individual 
cells. The charge density of each saturating SRR is displayed 
in figure  3(D) to better visualize their variability. Here, the 
threshold charge is plotted against threshold charge density 
for each evaluated SRR. By definition the data must lie on the 
same line whose slope is determined by the electrode area. 
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Included in figure 3(D) is the lowest reported charge injection 
limit of iridium oxide (1 mC cm−2) [27, 28]. The graph also 
comprises the limits for neural injury from cortical stimula­
tion (log Q/A  =  k  −  log Q; with k  =  1.7 and k  =  2.0), where 
Q is the stimulation charge, A the electrode area and k con­
stant values extracted from empirical data. For k  =  2 neural 
injury has been observed in cortical stimulation experiments, 

whereas the second value k  =  1.7 marks the transition region 
to observed damage [29]. In addition we display the limit of 
retinal electroporation derived in [30] for 2 ms long stimuli. 
The estimated threshold charge densities were all below the 
reported limits. These three limits will be discussed below. In 
the following we investigate in greater detail how the threshold 
charge density changes with electrode size.

Figure 3.  Threshold variability for stimulation with electrodes of different size. (A) Normalized SRRs for four RGCs in the same retina. 
Three SRRs of three RGCs are saturating (black symbols) while the forth example is monotonically increasing (grey symbols). Stimulation 
performed with one electrode (30 µm diameter). (B) Normalized SRRs obtained for three RGCs upon stimulation with a 10  ×  10 array of 
electrodes. Two SRRs are saturating (black symbols) while the third SRR show a strong non-monotonic decrease in activity (grey symbols). 
(C) Box plots showing the mean threshold charge densities for stimulation with one electrode (n  =  28 RGCs) a set of 4  ×  4 electrodes 
(n  =  20) and a set of 10  ×  10 electrodes (n  =  20). The boundaries of the box indicate the 25th percentile and the 75th percentile. Whiskers 
above and below the box indicate the 90th and 10th percentile. The line within the box represents the median value whereas the symbol 
(open symbol) denotes the mean value. Statistical significance is indicated (***: p  <  0.001; *: p  <  0.05). (D) Individual threshold charge 
density plotted against charge per electrode. Each symbol represents one evaluated saturating SRR. The individual symbols representing the 
threshold charges are slightly shifted to avoid overlap. Included is the safety limit of iridium oxide (dashed line at 1 mC cm−2), two neural-
injury limits (gray lines in the upper right) obtained from cortical data and the predicted value for electroporation for 2 ms stimulus duration 
(‘+’ symbol in the upper right). See main text for details on these three limits.

Table 1.  Stimulus-Response relationships for retinal ganglion cells in rd10 retinae. The three types correspond to the data presented in 
figure 2.

SRR type/electrode set Saturating SRR Monotonic SRR Non-monotonic SRR

Small electrode field: (1  ×  1) 28 9 1

Medium electrode field: (4  ×  4) 20 0 8

Large electrode field: (10  ×  10) 20 0 8
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Electrode-size dependent threshold charge density  
for single RGCs

We recorded a total of 12 RGCs with saturating SRRs which 
were stimulated with at least five different electrode configu­
rations. The individual thresholds are shown in figure 4(A). 
For individual cells and for the mean threshold charge density 
we observed a remarkable trend: the threshold charge density 
decreased for increasing electrode size and reached a constant 

value when the electrodes covered a retinal area of 280  ×   
280 µm2 (78 400 µm2). The mean threshold charge densi­
ties for different electrode configurations are listed in table 2. 
Statistical comparison between the individual stimulus config­
urations revealed that the mean threshold charge densities for 
electrode areas larger than 78 400 µm2 (equivalent diameter: 
320 µm) are not significantly different (p  >  0.05). This result 
may contrast to the statistical evaluation shown in figure 3(C). 

Figure 4.  Threshold charge density decreases with electrode size and saturates for electrode fields larger than 78 400 µm2 (equivalent 
diameter: 320 µm). (A) Threshold charge densities evaluated in rd10 retina. Gray lines connect the data obtained for individual RGCs 
(n  =  12) Filled symbol mark mean value, error bars denote standard deviation (Filled symbols were slightly offset in x-direction to avoid 
overlap). Statistical significance is indicated (***: p  <  0.001; **: p  <  0.01; n.s.: no significant difference). (B) Comparison of the mean 
threshold charge densities in rd10 retina (black, filled symbols) with healthy, wild-type retina (gray, filled symbols) and with previously 
published threshold charge densities (open symbols). The numbers in square brackets refer to the cited publications. All data extracted from 
published work are listed in table 2.

Table 2.  Literature review of the reported threshold charge densities.

Study Electrode size (µm2)
Threshold charge 
density (mC cm−2) Species

Pulse polarity/
duration (ms)

[10, 31] 78.5 0.5/0.625 Chicken Biphasic/0.5
[5] 491 2.85 Rabbit Biphasic/2
[32] 707 0.039 Rabbit Biphasic/10
[7] 196 343 0.008 Rabbit Monophasic/2
[33] 2500 0.84 Rabbit Monophasic/4
[6] 10 000/250 000 0.0013/0.0043 Rabbit Monophasic/1
[4] 1257 0.95 Rat Monophasic/4
[34] 1350 0.355 Mouse (wild-type) Biphasic/2
[35] 125 600 0.013 Mouse (wild-type) Biphasic/1
[8] 125 600 0.039 Mouse(wild-type) Biphasic/1
[8] 125 600 0.0039 Mouse (rd1) Biphasic/1
[35] 125 600 0.036 Mouse (rd1) Biphasic/1
[36] 125 600 0.014 Rat (P23H) Biphasic/1
This work 706/19 600/ 0.51/0.05/ Mouse (rd10) Biphasic/2

78 400/0.31 E6/ 0.025/0.02
0.49 E6/1.25 E6/ 0.017/0.021
2.18 E6 0.017

This work 706/19 600/ 0.32/0.054/ Mouse (wild-type) Biphasic/2
78 400/0.31 E6/ 0.024/0.016
0.49 E6/1.25 E6 / 0.009/0.01
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However, for the mean thresholds shown in figure 3(C) values 
from different recordings were pooled. The mean threshold 
charge densities for small electrodes were significantly dif­
ferent from the average thresholds obtained for large elec­
trodes. The significance level is indicated in figure 4(A).

As noted for stimulation with individual electrodes we 
found a large variability of individual stimulation thresholds. 
Threshold charge densities ranged between 8–73 µC cm−2 for 
stimulation using a set of 4  ×  4 electrodes (78 400 µm2) and 
between 4–40 µC cm−2 for stimulation using a set of 16  ×  16 
electrodes (125 000 µm2).

Electrode-size dependent threshold charge density  
in healthy retina

Although not the major focus of this work we evaluated stimu­
lation thresholds in healthy, wild-type mouse retinae. We iden­
tified ten RGCs with saturating SRR upon stimulation with 
a 30 µm electrode. The mean threshold charge density was  
0.36 mC cm−2 with a standard deviation of 0.15 mC cm−2 
(figure 4(B)). This mean threshold charge density was 
only slightly smaller than the mean threshold charge den­
sity obtained for rd10 retinas and not significantly different 
(p  =  0.27, Mann–Whitney-U test). The threshold charge den­
sity for wild-type RGCs was investigated for six different elec­
trode sizes. The trend of decreasing charge density followed 
by a plateau value was detected here as well (figure 4(B)) for 
RGCs with a saturating SRR. The average threshold values 
for all electrode fields are listed in table  2. Non-saturating 
SRRs were detected for stimulation with large electrode fields 
(10  ×  10) in RGCs of wild-type retinae (data not shown).

Finally, threshold charge densities were estimated from 
previously published work. In table  2 we summarize the 
reported data. These data were obtained from different animal 
species and using slightly different stimulus parameters (see 
last column in table 2). This might explain the large spread 
of the threshold values (figure 4(B), open symbols). Although 
the published thresholds are in line with our data it would 
not have been possible to infer the trend inferred from our 
measurements.

The electrical stimulation of healthy retina provided the 
opportunity to investigate the physiological response as well. 
In an additional control experiment we presented light flashes 
at a repetition rate of 1 Hz onto the interfaced retina having the 
stimulating microchip switched off. This experiment allowed 
us to determine the physiological response polarity of the elec­
trically recorded RGC. The recordings for two example RGCs 
are shown in figure 5. For the ON RGC, which increases the 
spike rate upon incremental light stimuli (figure 5(A)) the fol­
lowing electrical stimulation pattern was detected. Within few 
millisecond after the electrical stimulus we detected a brief 
burst of spikes followed by a prolonged inhibition of spiking 
(figure 5(B)). The second RGC (figure 5(C)), which was inhib­
ited by the presented light flashes, showed one brief burst of 
spikes upon the electrical stimulus (figure 5(D)). The activity 
patterns following electrical stimulation in both RGCs are dif­
ferent when compared to the stimulated activity in the rabbit 
retina [6, 37], which showed multiple clearly separated spike 

bursts. The ON electrical response in OFF RGCs however is 
in line with a previous report from rat retina [38]. A thorough 
investigation of the biological and cellular origin is beyond 
the aim of this study.

The light activity shown in figure 5 was recorded after the 
termination of the electrical stimulation. It thus demonstrates 
that the experimental configuration used here (‘sandwich’) 
does not perturb the retinal physiology.

Discussion

The encoding of objects of different size by retinal prostheses 
requires robust spiking upon stimulation with a corresponding 
electrode size. Stimulation thresholds are an indicator for the 
required stimulation strength. Here we identified the threshold 
range for stimulation with electrodes ranging between 30 µm 
in diameter up to an electrode field covering a retinal area 
larger than one square-millimetre. The quantification was per­
formed for RGCs showing a saturating stimulus response rela­
tion (SRR). We identified a similar percentage of saturating 
SRRs upon stimulation with small electrodes (73.7%) as upon 
stimulation with large electrode fields (71.4%, see table  1). 
For stimulation with large electrode fields we observed non-
saturating RGCs (28.6%). With one exception, non-saturating 
SRRs were not detected upon stimulation with one electrode.

Our report on different SRRs (figure 2 and table 1) are in 
line with recent studies reporting such behaviour upon stimu­
lation in suprachoroidal [17] or stimulation in epiretinal con­
figuration [15]. In the three studies, including ours, only spikes 
with a delay of more than eight milliseconds after stimulus 
presentation and thus SRRs induced by the stimulated retinal 
network were considered. Inhibition evoked by stimulation 
of the retinal network using strong stimuli could originate 
from stimulation of inhibitory retinal neurons [39] which in 
turn supress the activity of ganglion cells. Alternatively, non-
monotonic SRRs could originate from a reduction in excit­
ability of bipolar cells caused by a reversal of calcium flow. 
The second hypothesis, which has been suggested in a recent 
theoretical work [16], does not depend on stimulus size but 
rather on stimulus strength. Given that non-monotonic SRRs 
were detected for large electrode sizes (table 1) and rather low 
stimulation charge densities (figure 2(C)) the hypothesized 
activation of inhibitory retinal circuits better explains our 
results.

Stimulation with electrodes as small as 30 µm separated by 
70 µm (center-to-center distance) will be sufficient to evoke 
a spatial resolution of ~0.3° [40]. To the best of our knowl­
edge our work for the first time reports threshold values in 
photoreceptor-degenerated retina upon stimulation with indi­
vidual small electrodes (compare table 2). Threshold values 
of an infrared-sensitive photovoltaic subretinal implant have 
been reported, however only with respect to the infrared light 
intensity and not the stimulation current or charge [41]. The 
threshold charge densities reported here are in the range of 
values reported previously for subretinal stimulation in healthy 
retinas [4–6, 10, 31, 33]. For stimulation in epiretinal con­
figuration successful stimulation with even smaller electrodes 
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may be feasible [11, 42]. However, when comparing stimu­
lation thresholds one carefully needs to distinguish between 
direct activation of RGCs and network–mediated spikes [4, 6]. 
For network-mediated spikes in the healthy retina threshold 
charge densities for epiretinal and for subretinal configuration 
are in the same range [4, 6].

All our estimated threshold values are below the reported 
safety limits for iridium oxide of 1 mC cm−2 or 3 mC cm−2 
respectively [27, 28]. The threshold charge densities obtained 
here may be compared to values inducing tissue damage 
[29, 30].We note that the neural injury limits presented in 
figure 1(D) were extrapolated from cortical data which used a 
minimal stimulus charge of 1 µC. These neural injury limits 
may need to be reconsidered in future work. Furthermore, as 
worked out in the study of Butterwick et al [30] the thresholds 
for cell electroporation strongly depend on pulse duration. 
Considering the phase duration of 2 ms, a threshold current 
density of 0.7 A cm−2 (equivalent to 1.4 mC cm−2) had been 
estimated [30]. All the stimulation thresholds reported here 
are below this value (figure 1(D)). A smaller threshold for 
tissue damage (0.44 mC cm−2) had been estimated by Cohen 

et  al [43] for epiretinal configuration using rabbit retina. 
Future studies potentially using retina with properties closer 
to humans will resolve the reported discrepancy.

The observed trend of decreasing stimulation threshold 
with electrode size may be explained by the concept of the 
retinal ganglion cell’s receptive field [19]. In the healthy 
retina photoreceptor signals converge onto bipolar cells which 
themselves send converging input onto one retinal ganglion 
cell [19]. In the photoreceptor-degenerated retina the recep­
tive field concept appears to remain valid as evaluated from 
electrical stimulus protocols [20, 38, 41]. The spatial extent of 
the electrical receptive fields in mouse and rat retina is about 
300 µm in diameter (~70 000 µm2) when evaluated with stim­
ulation electrodes closely (<1 µm [45];) interfaced to the ex 
vivo retina [20, 38, 41]. In our experiments stimulation with 
electrodes larger than 79 000 µm2—which roughly equals the 
receptive field of a retinal ganglion cell—does not change 
the threshold charge per electrode. One likely explanation 
is that stimulated bipolar cells outside the receptive field do 
not converge onto the RGC under consideration and thus do 
not influence the identified ganglion cell spiking. Similarly, 

Figure 5.  Light responses and electrical responses in the healthy retina. (A) Light stimulated activity recorded from an RGC in C57Bl/6 
retina. Upper panel: high pass filtered electrode signal showing the light-induced activity induced by an incremental light stimulus (500 ms 
duration). Lower panel: raster plots showing 20 repetitions of the same stimulus presentation. (B) Electrically induced activity of the cell 
shown in (A). A first brief burst of spikes was followed by a strong inhibition of the spiking. (C) Light stimulated activity recorded from a 
second RGC cell in C57/Bl6 retina responding with a decrease in activity upon light onset. (D) Electrical response of the RGC shown in 
(C). This RGC was strongly activated with a time delay of about 50 milliseconds following the electrical stimulus.
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stimulation of only a subset of bipolar cells requires stronger 
stimuli to depolarize the recorded RGC above threshold. 
The trend of decreasing and then saturating threshold charge 
densities may be translated to the design of retinal implants 
or their stimulation strategy. The stimulation charge may be 
adjusted according to the number of simultaneously stimu­
lating adjacent electrodes, as suggested by the trend reported 
in figure 4(A).

Stimulation thresholds for rd10 and for wild-type retinae 
were not significantly different here. This finding contrasts 
with earlier reports on significant threshold differences 
between photoreceptor-degenerated rd1 retina and healthy 
C57/Bl6 retina [8, 35]. However, a recent study [44] identi­
fied only a weakly elevated threshold in rd10, which strongly 
depended on the level of spontaneous activity. Lower stimula­
tion thresholds for highly active RGCs were observed here as 
well. In the study by Cho et al [44] as well as in our work a 
large variance of stimulation thresholds was identified. This 
large variance may be attributed to inhomogeneity of the ret­
inal resistivity [45] and to cell-type specific threshold varia­
tions [46]. We suggest that the threshold variance rather than 
mean values need to be considered when optimizing retinal 
implants.

Conclusion

Stimulation thresholds for biphasic pulsatile waveforms 
scale with electrode size in subretinal configuration. For 
stimulation with small electrodes, retinal implants must 
cover a wide range of stimulation charge densities (0.1–0.9 
mC cm−2). Simultaneous stimulation with many electrodes 
and strong stimuli (>1 nC/electrode) inhibits the retinal net­
work (non-monotonic SRR in 28% of the RGCs). Therefore 
a constant stimulation charge density irrespective of the size 
of the stimulated retinal network may lead to identification 
of small but not of large objects. To circumvent this effect 
our study suggests that retinal implants may adjust the stim­
ulation charge density depending on the object size to be 
encoded.
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Abstract: Most neuroprosthetics implants employ pulsatile square-wave electrical stimuli, which are 

significantly different from physiological intra-neuronal communication. In case of retina 

neuroprosthetics such stimuli fail to provide sufficient specificity for reliably object discrimination 

in implanted blind patients. Here, we report that application of sinusoidal electrical stimuli to ex vivo 

retina of photoreceptor-degenerated mouse, of healthy mouse or of primate instantaneously and 

reliably modulates the activity of retinal ganglion cells (RGCs) in spatially confined areas at low 

stimulation threshold. Spatially confined objects were formed by an arbitrary combination of 1024 

stimulation electrodes. RGCs located above the stimulation electrodes were activated within each 

stimulus phase (25 or 40 Hz) at threshold charge densities of 40 nC per mm2 and phase. Classification 

of overlapping but spatially displaced objects (1° separation) was achieved by distinct spiking activity 

of selected RGCs. A classifier (regularized logistic regression) discriminated spatially displaced 

objects (size: 5.5° or 3.5°) with high accuracy (90% or 62%). Stimulation with low artificial contrast 

(10%) encoded by different stimulus amplitudes generated RGC activity, which was classified with 

an accuracy of 80% for large objects (5.5 °). We conclude that time-continuous smooth-wave 

stimulation provides robust, localized neuronal activation ex vivo which may enable future artificial 

vision at high temporal, spatial and contrast resolution.  

 

 

 

 

 

 

 

 



Introduction: 

Avoidance of obstacles or discrimination of nearby objects represents one of the major needs of blind 

patients. Object discrimination and recognition tasks are routinely performed after blind patients 

receive a prosthetic implant [1]. Although in several cases remarkable results were obtained, in the 

best cases achieving reading acuity (for Retinitis Pigmentosa patients: [2], for AMD patients: [3]), 

statistical evaluation of vision restoration provides a mixed picture.  Major challenges remain, 

including fading of evoked precepts [4, 5] low spatial resolution which does not overcome legal 

blindness [6] and a reduced contrast perception [7]. 

To resolve these challenges two main strategies need to be pursued. The first is improving electrode 

design. The second is optimizing pulsatile stimulation or finding an alternative to it. To improve 

spatial resolution, 3D electrodes and localized return electrodes, have been suggested [8, 10]. 

Spatially selective stimulation is achieved by confining the electric field and improving electrode-

neuron interface. However, these solutions were tested exclusively in subretinal configuration, and 

their efficacy in epiretinal stimulation is yet to be proven. Contrast resolution achieved by pulsatile 

implants in blind patients is limited to few grey levels [7, 11]. Recent approaches aimed to overcome 

square-wave pulses inferred the mean effective stimulus from spike-triggered averaging white-noise 

current input [12, 13] but obtained very short, almost pulsatile waveforms. Another alternative is 

sinusoidal stimulation. With such stimuli a more confined retinal activation was shown as compared 

to pulsed stimuli [14] as well as reliable activation estimated at single cell level [15]. However, a 

quantitative evaluation of continuous sinusoidal stimulation to study the level of spatial and contrast 

resolution obtained from the readout of a large population (~1000) of retinal ganglion cells is missing. 

Evaluation of different stimulation strategies at single spike resolution in large neuronal populations 

has not been demonstrated, mainly because of the artefact evoked by electrical stimuli. Recording of 

large populations of retinal ganglion cells (RGCs) was shown by Ho et al. in subretinal configuration 

using a combination of two micro-electrode arrays [16] but with blanking several milliseconds 



following each stimulus pulse. In epiretinal configuration single-cell resolved recording and axon 

tracking has been achieved for sub-millisecond pulsatile stimuli only [17]. Alternatively, electrical 

stimulation has been combined with calcium imaging of retinal ganglion cell activity, however with 

poor temporal resolution [14].   

We here report on the spatial and temporal performance achieved with sinusoidal stimuli in ex vivo 

retina mainly of adult photoreceptor-degenerated mouse retina. Control experiments were performed 

on the retinae of healthy mice and primates. The experiments made use of a high-density CMOS-

based microelectrode array [18], which comprises a dense stimulation electrode array and a second, 

interleaved recording array. By simultaneously stimulating and electrically imaging up to hundreds 

identified RGCs, we tested the efficiency of epiretinal stimulation in terms of reliability, charge 

threshold and long term stability. We addressed the problem of quantifying spatial resolution and 

artificial contrast discrimination, at the population level using a logistic regression model. Our data 

show, to our knowledge for the first time, that electrically stimulated objects separated by 32 µm, and 

contrast levels of 10%, can be classified with high fidelity. 

 

Methods: 

Preparation of the retina and extracellular recording using Complementary metal-oxide-

semiconductor based microelectrode arrays (CMOS-MEA): 

Retina preparation was performed using adult (older post-natal day 60) B6.CXB1-Pde6brd10/J (rd10) 

and C57BL/6J (wild-type) mice of either sex as described previously [19]. Different recordings were 

collected from different retinas or from different positions of the same retina. In case multiple 

positions were recorded from the same retina, a distance larger than the calculated radius of activation 

was kept between the different positions. All experimental protocols were approved by the 

Regierungspräsidium Tübingen according to German federal laws on animal welfare.  



Prior to the experiment, the surface of the CMOS MEA was gently cleaned with detergent (Tickopur 

R60, 5%, Stamm/Berlin, 80°C), rinsed with bi-distilled water and treated for 30 s with a plasma 

cleaner (Harrick Plasma).  The hydrophilic chip surface was coated with ~500 μl (1 mg/ml) poly-L-

lysine (P1399, MW 150–300 kDa, Sigma, Germany) to facilitate adhesion of the retina. Retinal 

portions (~4  mm2) were transferred to the chip chamber and placed with RGCs in close contact with 

the electrodes (Figure 1C). The CMOS MEAs were rinsed prior to positioning of the retina and 

continuously perfused (flow rate 2–4 ml/min, temperature 34 - 36°C) with carbogenated Ames 

medium (A1420, Sigma). The chip comprising the attached retina was mounted on the amplifier 

placed on a motorized x-y stage (CONEX CC, Newport) in an upright microscope (BWX 51W, 

Olympus).  

To evaluate the effects of network activity on evoked response, we performed control experiment 

using a 100 uM DNQX (Tocris Cat. No. 2312) and 20 uM AP5 (Tocris Cat. No. 3693) in addition to 

the standard Ames medium in order to block synaptic inputs to RGCs. Recording where performed 

after 30 minutes of continuous perfusion to guarantee the complete application of the drug, 

A CMOS-MEA comprising 4225 recording electrodes, with   an   electrode   pitch   of 16 μm (65×65 

lattice, total area: 1×1 mm2) and 1024 stimulation electrodes was used (Figure 1B/1C) (CMOS-

MEA5000-System, Multi Channel Systems MCS GmbH).  Recordings were performed at 20 kHz 

using CMOS-MEA Control software (Multi Channel Systems MCS GmbH). Signal was band-pass 

filtered at 1-3.5 kHz to remove artefacts of electrical stimulation. In some cases, a larger band for the 

filter was used (300-4000 Hz) in combination with an artefact reduction method (offset correction 

and baseline subtraction) (Figure 1D). Spike sorting was performed to detect single cell firing, using 

the implementation of an ICA-based algorithm [20] in the CMOS-MEA-Tools software (Multi 

Channel Systems MCS GmbH) that allows tracking of the axons using average electrical images 

obtained by Spike Triggered Averaging (STA) based method (Figure 1A). 

Electrical stimulation using CMOS-based MEA:  



We applied sinusoidal stimuli of two different frequencies and of different amplitudes with different 

electrode size areas using selected electrodes of the CMOS-MEA. Applying voltages to the 

stimulation electrodes evokes capacitive currents in the electrolyte. The stimulation current density 

is proportional to the time derivative of the electrode voltage and scales with the specific electrode 

capacitance C: istim = c*dV/dt (1). For sufficiently large stimulation currents, a high specific 

capacitance is required. So-called high K oxides provide a specific capacitance of 1 – 2 µF/cm2, 

depending on the oxide thickness and material, with a stimulation voltage up to 3V [18]. However, 

to increase the specific capacitance we omitted here the sputtered oxide used in previous studies [21] 

and relied on the native oxide of the top titanium nitride electrode [22].  

The stimulation current was measured as described previously [19] (Figure 1D). Briefly, a single 

Ag/AgCl pellet (E201ML, Science Products) was used as a counter electrode and located in the 

electrolyte above the CMOS MEA. The stimulation current was calculated from the voltage drop 

across a serial 10 Ω resistor in series with the Ag/AgCl electrode. The voltage drop was amplified 

using a commercial voltage amplifier (DLPVA, Femto Messtechnik GmbH, Berlin, Germany) and 

recorded using the analog channel of the interface board of the CMOS MEA 5000. Stimulation charge 

and charge density was calculated during the anodic phase. The total charge during a full sinusoidal 

stimulation period was zero.  

For both, the spatial and contrast discrimination tasks, the retina was stimulated for 100 ms with a 40 

Hz sinus with 500 milliseconds breaks between stimuli (Figure 1B). For spatial discrimination two 

stimuli were alternated between each other for 50 times. In the contrast discrimination task, for one 

contrast level, stimulation was applied at different intensities from two adjacent stimulation areas. 

The difference of current intensity between the two areas defined the artificial contrast by the 

equation: artificial contrast = (intensity 1 – intensity 2) / (intensity 1 + intensity 2). Each contrast level 

was repeated 40 times.  

Analysis: 



Data analysis was performed using custom analysis written in Python. Distance of the cell from the 

stimulation area was calculated from the center of the electrode stimulation area. Reliability was 

calculated evaluating the response of a cell to sinus cycles and defined as follows: a cell was identified 

as responding to a cycle, when firing at least once during the cycle. A cell responding to every cycle 

will have reliability of 1. The total reliability of a cell during a recording/stimulation protocol is 

calculated as the mean of reliability of single repetitions. To take in account spontaneous activity, we 

also evaluated the relative cell response as: cell response = (spikes during stimulation - spikes during 

spontaneous activity) / (spikes during stimulation + spikes during spontaneous activity). 

Evaluation of activation radius was obtained fitting a one dimensional Gaussian distribution to the 

cell response versus the distance from electrode center. For the evaluation of cell response of jitter 

task a symmetrical two dimensional Gaussian was used. 

Logistic Regression model 

Logistic regression model: To check whether RGC responses reliably reflected differences in stimuli 

for the spatial and contrast discrimination tasks, we used a logistic regression (LR) model [23]. LR 

describes the probability of one of two possible events (denoted by 𝑦=0 or y=1), given some factors 

x. . For example, with the spatial discrimination task, we would use the logistic regression model to 

predict whether the stimulus was at the first position (𝑦 = 0) or at the second position (𝑦 = 1), given 

the RGC responses. For RGC responses 𝑥, under the logistic regression model, we write down the 

probability of the stimulus-identity 𝑝(𝑦 | 𝑥) as follows: 

𝑧 =  𝑤 ⋅ 𝑥 + 𝑏  

𝑟 =
𝑒−𝑧

1 + 𝑒−𝑧  

𝑝(𝑦 | 𝑥)  =  𝑟𝑦 (1 − 𝑟)1 − 𝑦 , 

where 𝑤 is a vector of regression parameters, 𝑏 is a bias parameter, and 𝑥 a vector consisting of the 

spike count for each neuron. The activation variable 𝑧 (the vector product of w and x)  is passed 



through a sigmoid function to obtain the model-predicted  probability 𝑟 of the stimulus having identity 

1. The values of 𝑤 correspond to the strength of contribution of each neuron in decoding the stimulus 

identity i.e. how strongly each neuron's response influence 𝑝(𝑦 | 𝑥). We can learn these 𝑤 of the LR  

model by maximising an objective function: the log probability 𝑙𝑜𝑔 𝑝(𝑦 | 𝑥)with respect to 𝑤, for the 

set of responses𝑥 obtained experimentally and the corresponding stimulus identity 𝑦, 

𝑤∗ = 𝑎𝑟𝑔𝑚𝑎𝑥𝑤  
1

2𝑁
∑

𝑁

𝑖=1

𝑦𝑖  𝑙𝑜𝑔 𝑟𝑖  +  (1 −  𝑦𝑖) 𝑙𝑜𝑔 (1 −  𝑟𝑖) 

where 𝑁is the number of times the experiment was repeated. The objective function was maximised 

to find 𝑤 using the scipy optimisation package [24]. 

For the spatial discrimination task, we showed 𝑁 = 50 repetitions of two alternating stimuli at 

different positions on the stimulation grid. We denoted position 1 as 𝑦 = 0 and position 2 as 𝑦 = 1. 

For each stimulus and repeat, we constructed 𝑥 by counting the total number of spikes fired by each 

recorded neuron between stimulus onset and offset i.e in each 100ms window while the stimulus was 

presented, resulting in 2𝑁 =100 vectors 𝑥, each of which had a length equal to the number of neurons 

recorded. We then trained the logistic regression model on 𝑥 and the corresponding 𝑦 values, by 

computing the log probability 𝑙𝑜𝑔 𝑝(𝑦|𝑥) and maximising it with respect to the parameters 𝑤. 

For the contrast discrimination task, we showed 𝑁 = 40repetitions of stimuli of 7 different contrast 

levels. The contrast levels were 0%, 10%, 20%, 30%, 40%, 50% and 100%. We defined 6 different 

logistic regression models -- in each model, the first stimulus (𝑦 = 0) was always the 0% contrast, 

while the second stimulus (𝑦 = 1) varied from   10% to 100% -- in other words, the discrimination 

task always involved differentiating a non-zero contrast stimulus from the zero-contrast stimulus. As 

with the spatial discrimination task, for each of the 7 stimuli and each repeat, we constructed response 

vectors 𝑥 by counting spikes fired by all recorded neurons during stimulus presentation. We thus had 

280 different response vectors, and 80 per logistic regression model. Once again, we trained the 6 



logistic regression models on the corresponding 𝑥, 𝑦 pairs by maximising the log probability of 𝑦 

given 𝑥.  

While training the logistic regression models, we performed a random 80-20 split of the data 

repetitions into a training set and a test set. The training data was used to learn the regression 

parameters 𝑤. The test dataset, which the model did not have access to during training, was used to 

calculate the prediction accuracy of the model. The random split was repeated 5 times; the models 

were fit anew for each split and the results were averaged across these 5 splits. 

Regularisation and cross-validation:  

In order to prevent the regression weights 𝑤 from varying too much from neuron to neuron, we 

imposed a smoothing L2 penalty [25] i.e. we modified the objective function to include the squared 

norm of 𝑤 i.e. 𝜆|𝑤|2, and maximised this new objective function with respect to 𝑤. This ensured that 

the elements of 𝑤 did not vary too much between different neurons. The hyperparameter 𝜆 controlled 

the strength of the smoothing penalty.   

We optimised 𝜆 by performing a grid search with 5-fold cross-validation. We first defined a grid of 

30 𝜆values ranging from 0.1 to 100 at uniform intervals in log-space. For each value of 𝜆, we 

randomly split the repetitions in the data into 5 folds, where each fold contained 80% of the repetitions 

as the training set and 20% as validation set Note that this 5-fold splitting occurred on the training 

data input to the model i.e. 80% of all available experimental data. With this value of 𝜆 from the grid, 

we cycled through the 5 folds, fit the model on the training set and computed the objective function 

on the validation set. This cross-validated objective function was averaged across the 5 folds. The 

𝜆 with the highest value of the cross-validated objective function was chosen, and used for all further 

analysis with the model. 

Accuracy score: We calculated the predictive accuracy of the trained models for both discrimination 

tasks on the test data (20% of all experimental data). The accuracy score is defined as follows: 



𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑝(𝑦̂=1| 𝑦=1) + 𝑝(𝑦̂=0| 𝑦=0)

𝑝(𝑦=1) + 𝑝(𝑦=0)
, 

where 𝑦̂ is the model prediction. In practice, this score is calculated as 

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑚𝑜𝑑𝑒𝑙 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑚𝑜𝑑𝑒𝑙 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
. 

Thus, this value is bounded between 0 and 1. An accuracy score of 1 indicates that the model perfectly 

predicts the stimulus identity given responses. A score below 0.5 indicates that the model cannot 

decode stimulus identity from the responses, and that simply guessing the stimulus identity at random 

would give us better performance than the model. 

Accuracy with a reduced neural population: We next wanted to check how robust the decoding 

performance was i.e. how many neurons from the population were actually required to get maximal 

test accuracy. In order to do this, we repeated the analysis described above, but using responses only 

from a fraction of the neural population recorded. We first sorted the neurons in descending order of 

their absolute value in regression parameter 𝑤. Note that this value indicates the contribution of a 

particular neuron’s responses to the decoding performance in the training data for the logistic 

regression model. We then used the responses of only a fraction of the neurons with the highest 

regression values to fit new logistic regression models, and calculated the test accuracy of these 

models. The population fractions used were 1%, 10%, 20%, 40%, 50% and 75%.   

 

 

 

 

 



Results 

Here we propose and demonstrate an efficient strategy of discriminating spatial and contrast 

differences of simple objects using the stimulated retinal activity. We base our approach on the 

following three hypotheses: (i) retinal cells or networks in photoreceptor degenerated retinas are 

modulated reliably (without fading) by continuous sinusoidal electrical stimuli; (ii) the modulation 

of the spiking of retinal neurons decreases strongly with distance from the stimulating electrode and 

(iii) the readout of ganglion cells subpopulations from different stimuli enables discrimination of 

spatial displacement and contrast. Results supporting these hypotheses and how they are combined 

into an efficient decoding scheme are presented in this section.  

A prerequisite in the development and evaluation of any stimulation strategy is the simultaneous 

recording of the evoked activity, ideally without stimulation artefacts [26]. Here we took advantage 

of a CMOS-based microelectrode array [18] with spatially interleaved 1024 stimulation electrodes 

(stimulation electrode pitch: 32µm, electrode area: 632 µm2; equivalent diameter: 28.3 µm) and 4225 

electrodes (Fig. 1).  

Application of sinusoidal stimuli to the selected electrodes modulates the interfaced retinal network 

(Figure 1D) and leads to rhythmic ganglion cell activity. To identify the appropriate “stimulation 

range” of the interfaced retina different stimulation amplitudes were applied (Figure 1D). Typical 

stimulation currents applied by the CMOS MEA range between 1 - 6 µA (See Method section). 

Notably, because of the low electrode capacitance (35 pF / electrode) the stimulation current does not 

change if retina is interfaced to the electrode array, in contrast to the majority of electrical stimulation 

approaches [19]. The electrical characterization of the capacitive electrodes (frequency behavior, 

linearity with stimulus amplitude and with stimulation area) is presented in the supplement (Supp. 

Figure 1) 

 



 

 

Figure 1: Experimental Setup and stimulation protocols. A) CMOS electrical imaging, showing identified positions for 

the RGC somas (circle) and axons (line) detected for a representative retina sample within the 1x1mm2 electrode array. 

Details of the grey area are shown in B.  B) schematic of the spatial (Bi) and contrast (Bii) discrimination task. Left, in 

grey (see A), a SEM image showing details of the CMOS MEA array with stimulation (S) and recording (R) electrodes. 

Bi) Spatial discrimination task: two partially overlapping stimulation areas, stimulus 1 and 2, are selected and activated 

alternately with the same stimulation strength for 50 repetitions. The discrimination task consists of response 

discrimination to stimulus 1 versus stimulus 2  Bii) Contrast discrimination task: two adjacent stimulation areas, 

stimulus 1 and 2, are selected and activated simultaneously with different stimulation strength to create a single contrast 

level for 40 repetitions. The contrast discrimination task consists of response discrimination between different contrast 

levels. C) Experimental setup showing the CMOS MEA with interfaced retina in a culture chamber, perfused by a 

heated inlet. In addition, the outlet of the perfusion system and the Ag/AgCl reference electrode are visible. The insert 

shows the interfaced ex vivo retina and the electrode array (1 mm2. dashed outline). D) top: Sinusoidal stimulation 

current density for three different amplitudes and 40Hz frequency. Middle: raw recording from one of the 4225 

recording electrodes, with stimulation artefact. Bottom: Signal after filtering/artefact removal, demonstrating 

spontaneous and stimulus-induced spikes. 

 

Reliable activation of retinal networks by low-amplitude sinusoidal stimuli  

The recording presented in Figure 1D suggests that application of sinusoidal stimuli leads to reliable 

RGC spiking. In the following, we test the hypothesis of reliable spiking for stimulation protocols 

applied to rd10 retina.  



HD MEA recording allows us to precisely detect RGC soma and axon locations upon spike triggered 

averaging of multiple electrical images [27]. We recorded and analysed in the same retina two 

prototypical cases: an RGC close to the center of the stimulation electrode (Figure 2A, cell 1) and an 

RGC outside the electrode but with its axon crossing the electrodes (Figure 2A, cell 2). In Figure 2 

(B-C-D) we show the evoked activity for these two exemplary cells upon stimulation with increasing 

electrode areas. To enable a better comparison to previous studies we calculated an equivalent 

electrode diameter: 56.7 µm, 113.5 µm; 170 µm (Figure 2A). The normalized reliability parameter 

quantifies if at least one spike is evoked per stimulation phase (see description in Method section). 

For cell 1, located above the stimulation electrodes, stimulation with a small electrode area 

(equivalent diameter: 56.7 µm) proved to be ineffective up to the charge density of 150 nC/mm2 

(equivalent to: 0.6 nC). For larger stimulation areas (0.01 mm2, 0.023 mm2) we observe that 

stimulation with low amplitude evokes few spikes. Increasing the charge density to 150 nC/mm2 leads 

to a reliability close to 1, which corresponds to one spike detected in every stimulus phase (Fig.2B – 

C). For cell 2, with the soma located far away and the axon passing over the stimulation electrodes, 

there is no effect for localized stimulation. To confirm the general excitability of this RGC we 

demonstrate activation using a large electrode (0.65 mm2) covering the RGC and its presynaptic 

circuit. For these two cells we also calculated the stimulus-induced firing rate. The firing rate is used 

to determine the threshold charge density, defined as the increase of the spontaneous activity by 30%  

(figure 2D).  

From the example cells shown in Fig.2A we proceed to the entire RGC population (n = 102) identified 

in this retina and select RCGs located directly over the stimulation electrodes (n = 6). For these RGCs 

cells we calculated reliability and threshold charge density for different stimulation areas (Figure 2 

E). The reliability and the threshold charge density approaches a narrow range (r:0.8-1, threshold:10 

– 30 nC/mm2, equivalent to 0.2 – 0.6 nC) for electrodes larger than 0.02 mm2. 



Retina degeneration causes a remodelling of the inner retina network in the mice blind model rd10, 

compared to the healthy retina in wild type. It is not clear yet to which degree this modification affects 

the response to electrical stimulation [28]. Moreover, for clinical applications, it is very valuable to 

evaluate if results obtained in rodent retina are confirmed in other models, such as non-human 

primate. We therefore evaluated stimulation thresholds and response reliability for healthy mouse (n 

= 47/43 RGCs at 25/40 Hz identified in 3 retinas, C57Bl6/J), non-human primate retina (n = 36 RGCs 

identified in 2 retinas) and RGCs in adult rd10 (n = 77/76 RGCs at 25/40 Hz RGCs, n= 2 retinas) for 

two different stimulation frequency (Figure 2F). No statistical difference (‘Mann–Whitney U test’) 

was found among the different conditions except when comparing RGCs in wild-type retina 

stimulated at 25 Hz with RGCs in rd10 (40 Hz). Here the p-values for average reliability and threshold 

were 0.026 and 0.013 respectively. In summary, the low stimulation threshold and high reliability 

appears to translate between different species. 

Finally, stable reliable activation over minutes and hours is crucial for application of a stimulation 

strategy in an implant. We continuously stimulated retina tissue and recorded activity at specific time 

points to evaluate reliability in rd10 and in primate retina. Ganglion cells in rd10 retina showed high 

spiking reliability without spiking dropouts for a stimulation charge density of 150 nC/mm2. Similar 

results were found in primate retina (Figure 2G).  Previous work has shown that pulsatile stimuli 

(duration: 2 ms) cannot reliably modulate RGC activity in the healthy retina [4, 29] and fail to provide 

continuous visual percepts to blind patients [7, 30]. In summary, the results presented here confirm 

our first hypothesis of reliable modulation of the retinal networks and cells located above the 

stimulation electrodes by sinusoidal stimuli.  

 



 

Figure 2: Reliability and charge threshold. A) STA identified soma and axon for two model RGCs with soma placed over 

stimulation electrodes (cell 1) or soma distant and axon passing over stimulation electrodes (cell 2). Colored square 

indicates 4 different stimulation areas, central black square: 0.0025 mm2, blue: 0.01 mm2, purple: 0.023 mm2, edge black 

square: 0.65 mm2 (full-field).  B) Response of cell 1 at two different areas (blue and purple) shown in figure A and two 

different intensities (panels 1a & 1c obtained for stimulation with 29 nC/mm2; panels 1b&1d obtained for stimulation 

with 146 nC/mm2). (C and D) reliability and firing rate for cell 1 and cell 2 in response to the 4 stimulation areas shown 

in figure A, for 6 different stimulation intensity levels. Cell 1 shows a weak response to the smaller area, while it correlates 

very well for larger areas. Cell 2 responds only to full field stimulation. The labels 1a - 1d refer to the traces shown in 

(B). E) Reliability and charge threshold versus stimulation area size for RGC placed over the stimulation electrodes for a 

single retina. F) between species difference for reliability and threshold charge density. Data pooled from different retinas. 

I and G) long term reliability for rd10 (left) and primate (right). 

 

Spatially confined modulation of retinal networks and stimulation mechanism  

Based on the results presented in Figure 2, two stimulation strategies may be pursued: (i) stimulation 

at the stimulation threshold (~ 40 nC/mm2) or (ii) stimulation using that amplitude (150 nC / mm2) which 

leads to very high spiking reliability. We favour the second strategy here, as this ensures that fast 

changes in stimulation amplitude are immediately translated in modulation of the firing rate while 



staying in the range for safe stimulation. For this stimulation amplitude we evaluated the spatial 

selectivity of two different stimulation electrodes areas: 0.01 mm2 and 0.023 mm2 (Figure 2A: blue 

and purple electrode; Figure 3A).  

The high spontaneous activity encountered in photoreceptor-degenerated retinas (rd10) makes it 

difficult to use the reliability index and firing rate to measure spatial selectivity over the total RGC 

population. Instead, we evaluated the stimulated RGC response, defined as an increase of firing rate 

normalized on spontaneous activity (see methods for details).  

In order to estimate the spatial selectivity of sinusoidal stimulation we evaluated the relative 

activation for a large population of RGCs. Even with CMOS-MEAs the identification of RGCs within 

1 mm2 is limited to hundreds of cells, which underestimates the true number of RGCs within this 

area. We therefore pooled multiple recordings (n = 6-8), after alignment of the position on the center 

of the stimulation area. We reached a cell density of over 900 cells/mm2 [31] in rd10 retina (Fig. 3A) 

based on recordings from the adult mouse (age: postnatal day 115 - 139). From now on, we will refer 

to these artificial samples as “merged retina”. 

The spatial selectivity of sinusoidal stimulation for the “merged rd10 retina” is shown in Fig.3B.  Cell 

response decreases rapidly outside the stimulation area (marked by white dashed line). We estimated 

the radius of activation around the stimulus centre as the sigma of a gaussian fit to the cell’s response. 

For the two electrode sizes investigated here the calculated activation radii were 57.4±3.3 µm and 

81.6±3.4 µm respectively. These values are close to the electrode /object size (equivalent radius: 56.7 

µm and 85 µm). The spatial selectivity is also found in individual retinae (Fig. 3C), although the 

estimation of the radius of activation was not possible because of the reduced number of cells. 

To further investigate spatial selectivity and the stimulation mechanism we repeated the same analysis 

on WT retina. Our results show a substantial difference of RGC activation in WT retina as compared 

to rd10. The activation of RGCs outside the electrode area indicates the recruitment of the RGC 

network not identified in rd10 retina. Therefore, in WT retina, stimulation may involve the retinal 



network presynaptic to the RGC. To prove this hypothesis, we applied ionotropic glutamate receptor 

blockers (DNQX + AP5), which block the excitatory input to the RGCs. The results obtained for WT 

retina (mouse age: P100) after drug application resembled the results in rd10 with a radius of 

activation of 73.2±10.9 µm. There was no difference in RGC activation in rd10 before and after drug 

application (75.4±6.6 and 80.5±5.8 µm respectively) (Supp. Figure 2). 

The stimulation results for the “merged retina” (Figure 3) comprise more than a thousand cells (0.01 

mm2: 1294 cells; 0.023 mm2: 1409 cells). Out of these cells, only a few cells distant from the 

stimulation electrodes showed a high cell response.  

Electrical imaging of the axon path allowed us to identify all RGCs with axons passing over the 

stimulation electrodes (el-size 1: n = 83, el-size 2, n = 74; suppl. Figure 3). We could not detect a 

significant change of firing rate (stimulus charge density: 150 nC/mm2) in any of these RGCs.   

 

Figure 3: Spatial resolution. A) Spatial distribution, in a radius of 350 µm around stimulation centre, of RGC response 

to sinusoidal stimulation for two different areas (white dashes square) for the merged rd10 sample. B)  RGC response of 

all the detected cells versus distance from the centre of the stimulation electrodes for WT and rd10.   

 



Discrimination of spatially displaced objects   

Once we established the spatial selectivity of sinusoidal stimulation we proceeded to test how this 

translates into encoding of spatial information. It has been reported in clinical trials, that retina 

implants failed to encode small shapes [7, 32]. We therefore opted for a protocol to investigate 

discrimination of distinct response patterns with very localized stimuli. We performed a spatial 

displacement protocol described in Figure 1B, (details in methods section). We selected two subsets 

of stimulation electrodes, each forming two equal shapes, displaced by a defined spatial jitter. 

Alternating the two stimuli for 50 repetitions, we tested the ability to discriminate the two stimuli 

based on the RGC population response. We used this protocol to test two sizes of stimulation areas, 

0.01 mm2 and 0.023 mm2, and different displacements, 32 µm and 64 µm displacements for the first 

area and 32, 64, 128 µm for the second. 

 

Area [mm2]   

jitter[µm] 

Δx σ1 σ2 Accuracy 

(merged) 

Accuracy 

(mean) 

Accuracy 

(min) 

Accuracy 

(max) 

0.01  29.8±5.9 53.9±3.2 52.7±3.2 0,62 0,66 0,55 0,83 

32 

0.01  59.2±6.0 55.7±3.1 62.2±3.1 0,7 0,73 0,6 0,83 

64 

0.023  18.7±5.6 76.6±2.9 70.6±2.9 0,9 0,69 0,59 0,86 

32 

0.023  50.3±6.4 77.2±3.3 77.2±3.3 1 0,87 0,73 0,99 

64 

0.023   120.4±4.7 76.3±2.6 79.1±2.6 1 0,99 0,97 1 

128 

 

Table 1: Results of spatial discrimination for different electrode size (Area) and spatial jittes. Δx = distance between 

gaussian fit centers of stimulus 1 and 2. σ1, σ2 = σ of gaussian fir for stimulus 1 and 2. Accuracy = discrimination 

accuracy between stimulus 1 and 2 calculated with the logistic regression model for the merged sample (merged) and   

the mean (mean), the worst (min) and best (max) accuracy for single recording.  

 



We evaluated the accuracy of discriminating the response to the two stimuli, first fitting the response 

with a two-dimensional symmetrical Gaussian distribution (Figure 4A). A summary of the gaussian 

fit parameters, i.e. estimated distance (Δx) from distribution center along jitter axis and sigma for the 

two stimuli is shown in Table 1. In figure 4B, the one-dimensional section of the fit along the jitter 

axis is shown. From the plot in Figure 4B, it is clear that the response for all the stimulation areas and 

jitter are strongly overlapping. Thus, the model cannot accurately discriminate between the two 

stimulus conditions from the RGC responses. Our conclusion is that independent models are not the 

correct method to evaluate a neural network response to stimulation, and that it is necessary to use a 

population approach [33]. 

Hence, here we propose to use a logistic regression model to discriminate between RGCs response to 

stimulation. In this model, we treat the two stimuli as binary events i.e. 0 for the first stimulus and 1 

for the second stimulus. We train the model to predict the probability of each event (or stimulus 

identity), given the responses of the RGC population. We then compute the accuracy of the model 

predictions on a test dataset that was not shown to the model during training (see Methods section for 

details). Results for test sets are shown in figure 4B and Table 1. For the 64 µm jitter, we were able 

to discriminate with high accuracy for both electrode sizes. El-size 1 (0,01 mm2): 0.7 / 0.73 

(merged/mean of single retinas) and el-size 2 (0.023 mm2): 1 / 0.87. For the smaller jitter, 32 µm, 

only stimulation with the larger size provided good results: 0.9/ 0.69. The logistic regression 

parameter for each cell correlated well with the difference in firing rates between the two stimulus 

conditions (Supp. Figure 4). The discrimination performance was highly variable across different 

retina samples. The best sample had a test accuracy of over 0.8 for all stimulation areas and jitter 

conditions. However, there were samples that had very poor performance for smaller stimulation 

areas, and smaller jitters.  

Finally, we investigate how the number of neurons affected the accuracy. We calculated the accuracy 

for different subsets of the population, selecting the fraction of neurons with the highest logistic 



regression parameter values. For most samples, we found that only 20-40% of the neurons with 

highest parameter values were needed in order to reach the accuracy of the full population. This effect 

was consistent across all protocols and samples. The logistic regression parameter is positively 

correlated with the difference in firing rate between the two stimulus conditions, and the difference 

in firing rate is in turn negatively correlated with the cell’s distance from the stimulation electrodes 

(see Figure 3 B and C). Hence, this indicates that the fraction of the neural population located closest 

to stimulating electrodes is the most predictive of the stimulus identity. For the sake of clarity, we 

show here the results for 3 exemplary stimulations (Figure 4D).  



 

Figure 4: Discrimination of spatially shifted objects. A) Two dimensional gaussian fit to cell response for two 

stimulated objects (0,01 mm2) with a local displacement of 32 µm. White circles marke the 1,2 and 3 sigma contours. 

B)  Section of the gaussian fit along the jitter axis, for different object sizes and spatial displacements (jitter). A strong 

spatial overlap is detected.  stimulation areas and jitters, showing the overlap of the response to the two stimulations. (: 

blue: el-size 0.01 mm2; purple: 0.023 mm2:  C) discrimination accuracy for the jitter task (coloured bar: merged sample, 

grey: single retina). D) Subpopulation fraction accuracy for three exemplary test-sets. E) Difference of reliability 

multiplied by cell response between two stimuli for each neuron used in the model sorted by Bayesian weight. From left 

to right the weight on descending order. The colour of the marker indicates the normalized weight of the neuron. Left, 

in blue, an example of a retina sample with low accuracy (0.01 mm2 stimulation area), right in purple an example of 

good accuracy (0.023 mm2).  



Discrimination of artificial contrast 

We performed a similar experiment and analysis as shown in Fig.4 to determine the discrimination 

accuracy for stimuli with different artificial contrast. Details of the stimulation protocol are provided 

in the methods section. Briefly, we tested five object sizes (0.005 – 0.046 mm2) and 7 contrast levels 

(0%, 10%, 20%, 30%, 40%, 50%, 100%). We tested the discrimination accuracy in a pairwise fashion, 

comparing the cell response of homogenous objects (0% contrast) to stimulated objects with the 

remaining six contrast levels. Evaluation using the logistic regression model reveals the following 

results (Fig. 5): (i) Discrimination accuracy increases with contrast and reaches (in most conditions) 

a plateau at 40-50% contrast; (ii) Discrimination accuracy improves with object size. Once again, the 

discrimination accuracy varies considerably across different retinal samples. The best discrimination 

performance at the lowest contrast tested (10%) is obtained for the largest object size with 80% 

accuracy. This result translates to a discrimination of total stimulation charge of 0.5 nC for electrode 

sizes of 0.023 mm2. 

 

 



 

 

Figure 5: Discrimination of artificial contrast. (Details of the experimental protocol are shown in method and Figure 1). 

We tested 5 electrode size areas for 6 contrast levels (10,20,30,40,50 and 100%). Electrode size and shape is shown on 

top of each subplot (grey box). Half of the electrode area (light grey) was kept at fixed stimulation amplitude, while the 

stimulation amplitude of the second half (dark grey) was progressively lowered to create the different artificial contrast 

levels. Discrimination task was performed in a pairwise fashion: accuracy refers to discrimination between the six 

different contrast levels and 0% contrast. Coloured lines show accuracy for the merged sample while grey lines for 

single recordings. 

 

 

 

 

 

 



Discussion 

In this study, we demonstrated that sinusoidal continuous stimulation enables robust and spatially 

selective activation of retinal ganglion cells. Our approach, performed in epiretinal configuration, 

avoids axonal stimulation and enables discrimination of electrically stimulated objects displaced by 

as little as 32 µm (1° visual angle). 

Before discussing the hurdles of artificial stimulation which can be overcome by sinusoidal 

stimulation, we briefly highlight the technology that enables artificial stimulation. Simultaneous 

electrical stimulation and recording of neuronal activity is a challenging task due to the so-called 

stimulation artefact. A solution of this problem is offered by high-density microelectrode arrays, 

with electrode distances in the order of ~ 10 – 20 µm [18, 34]. Using CMOS-based high density 

MEAs [35], electrical imaging of stimulated axonal activity in neuronal cell cultures using short 

stimulus pulses (< 100 µs) was reported. Electrical stimulation with single electrodes followed by 

electrophysiological imaging of axonal activation has been reported for ex vivo primate retina [17] 

but restricted in terms of stimulus shape and electrode distance (60 µm). The CMOS-based MEA 

presented here employs two separate but intermingled electrode arrays one for stimulation and one 

for recording. It enables the selection of arbitrary stimulation areas and the application of arbitrary 

stimulus waveforms, eventually leading to a truly bidirectional electrical interfacing.  

The presented sinusoidal stimulation approach overcomes the following obstacles in artificial 

stimulation. First, we were able to avoid fading or desensitisation of the evoked ganglion activity as 

reported previously for pulsatile stimulation [4, 36], despite using a stimulation frequency (40 Hz) 

which is well above the flicker fusion frequency for the mouse retina. Reduced desensitization of 

retinal ganglion cell spiking to sinusoidal stimuli has been reported in healthy rat [37] or rabbit 

retinal ganglion cells [38], which is in line with our results presented for RGCs in rd10 retina.  

Second, we used very low current amplitudes (0.2 µA at 40 Hz for 0.01 mm2 electrode area; and 0.4 

µA at 40 Hz for 0.023 mm2) to activate RGCs. The threshold charge density of 40 nC /mm2 is about 

twenty times smaller than previously reported for epiretinal pulsatile stimuli (reviewed by [39]) 



using electrodes of similar size and about ten times smaller than charge densities evaluated for 

subretinal pulsatile stimuli (reviewed in [19]) and far below electrode or tissue damage thresholds. 

The total stimulation charge of ~ 1 nC required to reliably activate RGCs is in the same range of 

previously reported values for pulsatile millisecond-long stimuli [40, 41]. This indicates that RGCs 

are capable of integrating the stimulation over several milliseconds.  

Third, we avoided the well-known problem of axonal stimulation in epiretinal configuration [17, 42, 

43]. This result (Fig. 2A, Suppl. Figure 3) may contradict previous studies including our own work, 

where action potential initiation at the edge of the stimulation epiretinal electrode was demonstrated 

[43]. However, all previous studies used short square pulses, which instantaneously built up a 

strong “activating function” [44]. For smooth stimulus waveforms as used here, the activating 

function is small. The avoidance of axonal stimulation using long pulses has been shown using 

calcium imaging of RGC activity [14], although that technique does not allow resolution of 

individual axonal action potentials. We cannot exclude the possibility that sinusoidal stimulation 

with larger amplitude or stimulation area could evoke axonal stimulation.  

Finally, we compare the results of spatial and contrast discrimination (Fig.4) to previous work. 

Spatial resolution based on grating stimuli has been estimated for subretinal stimulation of 

photoreceptor-degenerated rat retina to 48 µm [45], a value limited by the resolution of the 

stimulation array used there. The estimate was based on cortical visually evoked potentials, which 

does not allow us to infer the underlying retinal activity.  The discrimination of 32 µm spatial shift 

of overlapping objects as obtained here (Fig. 4) would correspond in a human eye to a spatial 

resolution of 20/130, i.e. above legal blindness. Future in vivo studies need to confirm this 

hypothesis. For large objects (6°) a contrast discrimination of 10% could be achieved with an 

accuracy of 80 %. This value is superior to previous reports in blind rats [46] and in humans [5] but 

in the same range as inferred from the spike-time pattern of stimulated single RGC activity [47].  

The high discrimination obtained here relies on logistic regression, a model which considers those 

cells, which change their response upon stimulation. Remarkably, the discrimination accuracy 



varied considerably among experiments, even comprising different retinal portions from the same 

eye. Recently, it has been noted that the retinal degeneration reduces the consistency of retinal 

ganglion cell responses [48]. However, that effect was mediated by network activation, whereas 

here we clearly show a direct activation of RGCs in rd10. If the direct activation of RGCs in 

photoreceptor-degenerated retinas translates to the human retina, the reorganization of the 

presynaptic network [49] may play a minor role for artificial vision. The large variability of 

prediction accuracy could be due to the relatively small number of stimulated or recorded cells 

which encode stimulus identity in each retina.  

The discrimination performance of changes in object position or object contrast was very good for 

large objects but poor for small objects. We assign this result to the low number of activated cells 

for small stimulus shapes. However, another contribution to this difference could be that a smaller 

stimulation area is associated with a weaker cell response and to a lower reliability (Figure 3B and 

Figure 2E). Increasing the charge density, especially considering the low charge threshold used 

here, could be the solution to improving the efficacy of stimulation for a small area. This suggests 

that an electrode size dependent charge threshold, could be a solution not only in subretinal (cit. 

Corna 2018) but also in epiretinal implants.    

 

 

 

 

 

 

 

 

 

 

 

 



Conclusion:  

With the presented approach, we discriminate with high accuracy RGC response to epiretinal 

sinusoidal stimulation with two spatially displaced objects or contrast within large objects.  

From the technological point of view, stimulation of more objects of variable shape and sizes can be 

investigated using the CMOS-MEA, given the degree of freedom in selecting the stimulation spatial 

and temporal pattern provided by the array used here. 

While we were able to remove several obstacles of artificial stimulation, many challenges such as 

cell-resolved bidirectional interfacing [50, 51] and cell-class specific stimulation [52] remain to be 

solved. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Supplementary: 

 

Supplementary Figure 1: Electrical characterization of the capacitive electrodes. Left: stimulation currents for applied 

voltage at different frequencies, with retina tissue (black lines) and without (red lines). Right: stimulation current (black 

markers) and stimulation current divided by electrode number (withe markers) for different electrode size.  

 

 

Supplementary Figure 2: differences between healthy and degenerated retina. Rd10 stimulation mechanism is direct, 

therefore there is no change in response after applying a synaptic blocker (DNQX +AP5). In WT, there is also a “network 

mediated” component that is blocked after drug application.  



 

Supplementary Figure 3: Axonal stimulation. For the merged samples of figure 3, we calculated cell response for 

neurons with axon passing over the stimulation electrode. No axonal stimulation was detected. Scale bar 100µm. 

 

 

Supplementary Figure 4: Delta firing rate versus neurons sorted by weight, for the first 100 neurons. Color-coded the 

normalized weight.  
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Abstract
Cone photoreceptor cell death in inherited retinal diseases, such as Retinitis Pigmentosa (RP), leads to the loss of high acuity
and color vision and, ultimately to blindness. In RP, a vast number of mutations perturb the structure and function of rod
photoreceptors, while cones remain initially unaffected. Extensive rod loss in advanced stages of the disease triggers cone
death by a mechanism that is still largely unknown. Here, we show that secondary cone cell death in animal models for RP is
associated with increased activity of histone deacetylates (HDACs). A single intravitreal injection of an HDAC inhibitor at
late stages of the disease, when the majority of rods have already degenerated, was sufficient to delay cone death and support
long-term cone survival in two mouse models for RP, affected by mutations in the phosphodiesterase 6b gene. Moreover, the
surviving cones remained light-sensitive, leading to an improvement in visual function. RNA-seq analysis of protected cones
demonstrated that HDAC inhibition initiated multi-level protection via regulation of different pro-survival pathways,
including MAPK, PI3K-Akt, and autophagy. This study suggests a unique opportunity for targeted pharmacological
protection of secondary dying cones by HDAC inhibition and creates hope to maintain vision in RP patients even in
advanced disease stages.

Introduction

In Retinitis Pigmentosa (RP), the leading cause of inher-
ited blindness, mutations in more than 90 genes affect the
survival and/or function of rod photoreceptors or retinal
pigment epithelium cells (RPE) (http://www.sph.uth.tmc.
edu/Retnet/home.htm). One of the particularities of RP is
that despite being mutation-unaffected, cone photo-
receptors die secondarily once most rods are lost [1]. In
humans, loss of rods initially has only minor con-
sequences for vision, and the majority of patients are
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unaware of their condition until they start experiencing a
prominent reduction in the central visual field, acuity, or
color discrimination, due to the loss of cones. Hence, in a
clinical setting, it is highly pertinent to develop therapies
to treat advanced stages of RP, when the majority of rods
have already degenerated, and cone degeneration has set
in [2].

Despite the importance of cones for human vision, stu-
dies on therapeutic options to prevent their loss at advanced
stages of RP are disproportionally low [1, 3–6] due to the
intercellular relationship between rod and cone photo-
receptors in human and mouse retina, where cones represent
less than 5% of all photoreceptors [7]. Moreover, current
knowledge suggests that the massive loss of rods in late RP
creates a “point of no return”, after which cone cell death is
unstoppable [2, 8], as cones are suffering from the loss of
structural and nutritional support from rods [1, 9], exposure
to oxidative stress [4], and inflammation [3, 6]. Although
alleviating each of these processes individually has the
potential to preserve cones to some extent [1, 3, 5, 10], an
ideal therapeutic option should provide multi-level protec-
tion of cones in the rod-depleted retina. One way to achieve
this could be by an epigenetically driven simultaneous
regulation of several genes involved in diverse pro-survival
responses.

Histone deacetylases (HDACs) are regulators of the
chromatin structure, and changes in their activity affect
transcription of a number of genes [11]. Tightly packed
chromatin, following the HDAC-governed removal of
acetyl groups from histones, is generally associated with
transcriptional silencing, albeit this largely depends on the
type and “health” status of cells [12]. Aberrant HDAC
activity is causatively linked to various diseases ranging
from cancer, to neurodegenerative diseases [12, 13]. We
and others have previously shown that epigenetic regula-
tion, via HDAC inhibition, can protect primary degenerat-
ing photoreceptors in inherited retinal dystrophies caused by
mutations in different genes [14–17]. Consequently, more
than 90 clinical trials involving HDAC regulators stress
HDAC inhibition as a promising therapeutic approach for
various diseases, including retinal dystrophies [12, 18].

Here, we investigated the involvement of HDACs in
secondary cone degeneration in mouse models of RP. We
found an increased HDAC activity present in both
mutation-affected rods and in secondary dying cones. A
single intravitreal injection of the HDAC inhibitor Tri-
chostatin A (TSA) afforded long-term preservation of cone
photoreceptors. Transcriptional changes associated with
cone survival comprised regulation of distinct pro-survival
mechanisms, including autophagy, MAPK, and PI3K/Akt
regulation. Thus, therapies based on HDAC inhibition can
offer a unique possibility to attenuate the loss of photo-
receptors independent of the stage of degeneration.

Materials and methods

Animals

The C3H rd1/rd1 (rd1), C57BL/6J x C3H HR2.1:TN-XL x
rd1 (rd1TN-XL), C57BL/6J rd10/rd10 (rd10), and C57BL/6J
wild-type (wt) mice were housed under standard light
conditions, had free access to food and water, and were used
irrespective of gender. rd1TN-XL mice express the TN-XL
(Ca2+ biosensor) selectively in cone photoreceptors under
the control of the human red opsin promoter (HR2.1)
[19, 20]. The presence of TN-XL biosensor does not alter
the rd1 phenotype, while it enables direct visualization of
cone photoreceptors by fluorescence microscopy [20]. All
procedures were performed in accordance with the ARVO
statement for the Use of Animals in Ophthalmic and Vision
Research, the regulations of the Tuebingen University
committee on animal protection, Germany, veterinary
authorities of Kanton Zurich, Switzerland and the ethics
committees of the CSIC and the Comunidad de Madrid.

Intravitreal injections

Single intravitreal injections were performed at postnatal
day (PN) 19 in rd1TN-XL and PN42 in rd10 mice, as pre-
viously described [14]. Mice were anesthetized sub-
cutaneously with a mixture of ketamine (85 mg/kg) and
xylazine (4 mg/kg). One eye was injected with 0.5 µl of a
100 nM TSA (catalog T8552, Sigma-Aldrich, St. Louis,
MO) in 0.0001% DMSO, while the contralateral eye was
sham-injected with 0.0001% DMSO and served as a con-
trol. Assuming the intraocular volume of mouse eye to be
5 µl [21], this procedure resulted in a final intraocular
concentration of 10 nM TSA. For the open field behavioral
test, rd10 littermates were TSA- or sham-injected bilaterally
at PN42.

Retinal explant cultures

Organotypic retinal cultures from rd1TN-XL animals,
including the retinal pigment epithelium (RPE) were pre-
pared under sterile conditions as previously described
[14, 15]. PN19 or PN21 rd1TN-XL animals were sacrificed,
the eyes enucleated and pretreated with 0.12% proteinase K
(ICN Biomedicals Inc.) for 15 min at 37 °C in HBSS
(Invitrogen Inc.). Proteinase K activity was blocked by the
addition of 10% fetal bovine serum, followed by rinsing in
HBSS. Next, the cornea, lens, sclera, and choroid were
removed, while the RPE remained attached to the retina.
The explant was cut into a clover-leaf shape and transferred
to a culture membrane insert (Corning Life Sciences) with
the RPE facing the membrane. The membrane inserts were
placed into six-well culture plates with Neurobasal-A
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medium (catalog 10888022) supplemented with 2% B27
(catalog 0080085-SA), 1% N2 (catalog 17502048), and
L-glutamine (0.8 mM, catalog 25030032) (all from Invi-
trogen Inc.), and incubated at 37 °C in a humidified 5%
CO2 incubator. The culture medium was changed every
2 days during the 7 days culturing period. Retinal explants
were treated with 10 nM TSA, 1 µM Panobinostat (catalog
S1030, Selleckchem), 20 µM LY294002 (catalog S1105,
Selleckchem), and 10 µM U0126-EtOH (catalog S1102,
Selleckchem) diluted in Neurobasal-A culture medium. For
the PI3K-Akt and MAPK inhibition experiments, cultures
were treated with TSA, LY294002, U0126, TSA+
LY294002, and TSA+U0126 only for 2 days followed by
the culture medium without compounds for additional
5 days. For controls, the same amounts of DMSO were
diluted in the culture medium. Culturing was stopped after
7 days by 2 h fixation in 4% PFA, cryoprotected with gra-
ded sucrose solutions containing 10, 20, and 30% sucrose
and then embedded in tissue freezing medium (Leica
Microsystems Nussloch GmbH).

Quantification of cone survival

The quantification of cones was performed by manually
counting the number of TN-XL labeled cones (using the Zen
event counter) on at least two retinal cross-sections cut along
the dorsoventral axis, at the level of the optic nerve. Retinal
cross-sections were used to quantify cone photoreceptors as
the TN-XL biosensor is present throughout the cone photo-
receptor, except the outer segment (IS) [19]. The presence of
the biosensor in the cell body, axon and IS, hampers a clear
separation of individual cell bodies from the IS and/or axon
on flat-mount preparations at the late stages of rd1TN-XL

degeneration, where cones align horizontally to the INL due
to the lack of structural support from rods (SI Appendix, Fig.
S1A.) Retinal cross-sections with labeled nuclei enabled dis-
tinction between different parts of the cones and facilitated the
counting of their cell bodies. Colabeling of rd1TN-XL cones
with a cone-specific antibody, cone arrestin (CAR), showed
full overlap between two fluorescent signals confirming the
specificity of TN-XL labeling both in degenerating and pro-
tected cones (SI Appendix, Fig. S2). Cones were quantified
on multiple images projection (MIP) obtained from 9–15
optical sections taken with 20x magnification at four positions
in the retina: ventral and dorsal central retina (corresponding
to −10° and 10° of eccentricity from the optic nerve,
respectively) and ventral and dorsal peripheral positions at
−80° and 80° degrees (SI Appendix, Fig. S1). For the
quantification of cone survival in rd10 retinas, cones were
labeled with an antibody against cone arrestin. Spider dia-
grams show the number of cones per 100 µm of the outer
nuclear layer (ONL) length at each position, presented as
mean values ± SEM.

Histology

For retinal cross-sectioning, the eyes were marked
nasally, and eyecups (after cornea, iris, lens, and vitreous
removal) were fixed in 4% paraformaldehyde for 2 h at
room temperature. Following graded sucrose cryoprotec-
tion eyes were embedded in optimal cutting temperature
compound (Tissue-Tek), cut into 12 μm sections, and
mounted with Vectashield medium containing 4’,6-dia-
midino-2-phenylindole (DAPI, Vector). For retinal flat
mounts, retinas without RPE were fixed for 30 min, cut
into a cloverleaf shape, and mounted with Vectashield
with the photoreceptors facing up. To analyze retinal
morphology, eyes were fixed in 2.5% glutaraldehyde, cut
at the optic nerve level, followed by 1% osmium tetroxide
treatment post-fixation and ethanol dehydration, accord-
ing to a previously described protocol [22]. After
embedding in Epon 812, 0.5 μm thick sections were
counterstained with toluidine blue. Immunostaining was
performed on retinal cryosections by incubating with
primary antibodies against rabbit cone arrestin (1:1000;
catalog AB15282, Merck Chemicals GmbH), mouse anti-
rhodopsin (1:400, catalog MAB 5316, Chemicon), LC3B
(1:100, catalog NB-100-220, Novus) and LAMP1 (1:100,
clone 1D4B, DSHB) at 4 °C overnight. Alexa Fluor 488,
568, or 647-conjugated antibodies were used as secondary
antibodies. Images were captured using Z-stacks on a
Zeiss Axio Imager Z1 ApoTome Microscope using 20x
air, 40x oil, or 100x oil objectives. For the quantification
of the LC3 and LAMP1 puncta in cones, 4 images per
retina for in vivo treatment and 8 images per explant were
assessed in each confocal plane obtained by the Leica
TCS SP5 Confocal Microscope. Colocalizing puncta were
counted using the counter plugin of Image J. The number
of colocalizing puncta was divided by the number of
cones in the whole z-stack.

HDAC in situ activity assay

HDAC activity assays were performed on 12 µm thick
cryosections of 4% PFA- fixed eyes following immunos-
taining against cone arrestin/rhodopsin as previously
described [14]. Briefly, retina sections were exposed to
200 μM Fluor de Lys-SIRT2 deacetylase substrate (Biomol)
with 500 μM NAD+ (Biomol) in assay buffer (50 mM Tris/
HCl, 137 mM NaCl; 2.7 mM KCl; 1 mM MgCl2; pH 8.0)
for 3 h at room temperature. Following methanol fixation at
-20 °C for 20 min, a developer solution (1x Biomol; KI105)
containing 2 μM TSA and 2 mM nicotinamide in assay
buffer was applied to generate the signal. Due to the pre-
sence of a background staining in negative controls, only
cells with prominent nuclear staining were considered as
HDAC positive [14].
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MEA recording

Retina explant cultures attached to the membrane were
transferred from the incubation chamber to a 256-electrode
MEA (Multi channel systems MCS GmbH, Reutlingen,
Germany) with the ganglion cell side facing the electrodes.
A custom-made grid was placed over the retina to improve
the contact between electrodes and the tissue and the sta-
bility of the recording. Cultures were perfused throughout
the experiment with oxygenated Ames’ medium (A1420,
Sigma-Aldrich) and heated to 36 ˚C. The electrode spacing
was 200 µm, with the total recordings area of ~3.2 × 3.2
mm2. Twenty repetitions of 350 ms long light-flashes of
increasing intensity (8.6 e12, 5.3 e13, 3 e14, 8.7 e14, 1.6
e15, 2.3 e15 photons/cm2 s) separated by 2 s of dark were
presented to both control and the TSA-treated retinal
explants mounted on MEA. The recordings were made with
a sampling rate of 25 kHz using the MC Rack software
(Multi Channel Systems MCS GmbH). The analysis of
recordings from 256-MEAs was performed using Python
3.6. Recordings were bandpass - filtered (400–5000 Hz,
Butterworth 2nd order), and spikes were detected as
threshold crossing of 5 times the standard deviation of the
filtered signal with a pause time of 1.5 ms. Light-induced
RGCs activation recorded by an electrode was quantified
for each light intensity using a two-tailed, paired t-test
comparing the detected spikes during the 20 repetitions of
light-ON (350 ms of light flash) or light-OFF (350 ms after
the light shut-off) versus the spontaneous activity recorded
before light onset. Only electrodes with a statistically sig-
nificant difference (p < 0.01 and t-statistic > 2) were con-
sidered light-activated. In addition, only channels light-
activated for at least 3 out of 5 light intensities in the
photopic light range (5.3 e13, 3 e14, 8.7 e14, 1.6 e15, 2.3
e15 photons/cm2) were included in the analysis. These
criteria were used to eliminate potential non-stable record-
ings. To quantify the degree by which light onset changes
the spontaneous firing rate and to avoid an overestimation
of the electrodes recording low spontaneous activity, a
response ratio was calculated. The calculation is based on
the well-established bias index used to quantify physiolo-
gical light responses [23, 24] and is analogous to the
Michelson contrast used to quantify the contrast in visual
images:

Response ratio= (Firing rate LIGHT ON – Firing rate
spontaneous)/(Firing rate LIGHT ON+ Firing rate
spontaneous).

Open field behavioral test

The open field test is based on natural mouse behavior to
avoid brightly lit open spaces [25]. This test was performed
based on the previously described procedure with minor

modifications [26]. A custom-made box for light/dark
transition test (60 × 30 × 30 cm) was divided into two
chambers, one black and one white, connected by a door
(5 × 5 cm). The mice were habituated in the dark for at least
1 h before the testing. The light chamber was illuminated
from the top by white diodes (670 lux, LitePad® HO90,
Rosco). Mice were placed into the dark compartment, and
the door was opened after 3 s. Mice were allowed to move
freely between the two chambers with the door open for 5
min. The time spent in the dark chamber was registered by
an experimenter. After each trial, all chambers were disin-
fected to prevent a bias based on olfactory cues.

ERG recordings

Mice were dark adapted overnight, and subsequent manip-
ulations were performed in dim red light. Mice were anes-
thetized with intraperitoneal injections of ketamine (95 mg/
kg) and xylazine (5 mg/kg) solution and maintained on a
heating pad at 37 °C. Pupils were dilated with a drop of 1%
tropicamide. To optimize electrical recording, a topical drop
(2% Methocel) was applied to each eye immediately before
placing the corneal electrode. Flash-induced ERG responses
were recorded from the right eye in response to light stimuli
produced with a Ganzfeld stimulator. Light intensity was
measured with a photometer at the level of the eye (Mavo
Monitor USB). Four to 64 consecutive stimuli were aver-
aged with an interval between light flashes in scotopic
conditions of 10 s for dim flashes and up to 60 s for the
highest intensity. Under photopic conditions, the interval
between light flashes was fixed at 1 s. ERG signals were
amplified and band-filtered between 0.3 and 1000 Hz with
an amplifier (CP511 AC amplifier). Electrical signals were
digitized at 20 kHz with a power laboratory data acquisition
board (AD Instruments). Under dark adaptation, scotopic
threshold responses (STR) were recorded to light flashes of
−4 log cd·s·m−2; rod responses were recorded to light fla-
shes of −2 cd·s·m−2, and mixed responses were recorded in
response to light flashes of 1.5 log cd·s·m−2. Oscillatory
potential (OP) was isolated using white flashes of 1.5 log
cd·s·m−2 in a recording frequency range of 100–10,000 Hz.
Under light adaptation, cone-mediated responses to light
flashes of 2 log cd·s·m−2 on a rod-saturating background of
30 cd·m−2 were recorded. Wave amplitudes of the STR, rod
responses (b-rod), mixed responses (a-mixed and b-mixed),
and OP were measured offline by an observer masked to the
experimental condition of the animal.

Flow-sorting of the cone photoreceptors

A protocol from Palfi et al. [27]. was used to dissociate
retinal cells. Briefly, PN19-26 control and TSA-treated
retinal explant cultures were removed from membranes and
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incubated in trypsin (Sigma-Aldrich) solution for 20 min at
37 °C. Following incubation with trypsin inhibitor (Sigma-
Aldrich), cell suspension was washed with HBSS and
passed through a 40-µm filter before fluorescence activated
sorting (FACS). One biological replicate included at least 2
retinal explants prepared from different animals. Three
independent biological replicates from control and TSA-
treated retinal explants were used for cone photoreceptor
FACS using an ARIAIII cell sorter (BD Biosciences). The
sort was performed with a 100 µm nozzle tip, at a sheath
pressure of 20.0 psi, and with purity precision. TN-XL
positive cone photoreceptors were gated as follows: singlets
forward scatter (FSC-A vs FSC-H)/singlets side scatter
(SSC-A vs. SSC-H)/viable cells (FSC-A vs. SSC-A)/TN-
XL+ cells (FSC-A vs. TN-XL-A) (gating Fig. S5A, B).
The purity of sorted TN-XL+ cells was checked by per-
forming post-sort FACS analysis (Fig. S5C, D).

Whole transcriptome sequencing and data analysis

2000–5000 frozen sorted-cells were lysed in ~10 µl of lysis
buffer, and cDNA synthesis was performed using the
SMART-Seq v4 Ultra Low Input RNA Kit (catalog 634888,
Takara Bio). First-strand cDNA synthesis was performed
using 20–50% of the input, and was followed by full-length
double-strand cDNA amplification using 17 PCR cycles.
The quality of the resulting cDNA was validated using
Bioanalyzer and High Sensitivity DNA Kit (Agilent), and
Qubit dsDNA HS fluorometric quantification (Thermo-
Fisher Scientific). NGS libraries were prepared using 150 pg
of cDNA input and the Nextera XT DNA Library Pre-
paration Kit (catalog FC-131-1024, Illumina) with 11 cycles
of PCR. Libraries were sequenced as single reads (75 bp
read length) on a NextSeq500 (Illumina) with a depth of
>20 million reads. Library preparation and sequencing
procedures were performed by the same individual, and a
design to minimize technical batch effects. Data quality of
raw RNA-seq reads in FASTQ files was assessed using
ReadQC (ngs-bits version 2018_04) to identify potential
sequencing cycles with low average quality and base dis-
tribution bias. Reads were preprocessed with Skewer (ver-
sion 0.2.2) and aligned using STAR (version 2.5.4a),
allowing spliced read alignment to the mouse reference
genome (Ensembl Mus musculus GRCm38). Alignment
quality was analyzed using MappingQC (ngs-bits version
2018_04) and visually inspected with Broad Integrative
Genome Viewer (version 2.4.0). Based on the genome
annotation ITAG (Ensembl 75), normalized read counts for
all genes were obtained using subread (version 1.6.0) and
edgeR (version 3.28.0). Raw counts data were processed
using iDEP, an integrated web application for RNA-seq
data analysis [28]. To provide access to RNAseq data, we
generated a BioJupies notebook [29] link providing an

interactive and visual analysis of all the data (https://amp.
pharm.mssm.edu/biojupies/notebook/LjknTl51J). Sequen-
cing data are deposited on GEO with the accession number
GSE141601.

For differential gene expression (DEG) analysis, gene
counts were filtered to only retain genes with a value > 1
cpm (count per million), in at least two samples within at
least one group (control or treated), leaving around 14,400
genes for determination of differential expression in each of
the pair-wise comparisons between experimental groups.
Differentially expressed genes between treated and control
groups were identified using the two-tailed permutation
FDR-based Student’s t test (FDR < 0.05 and 250 randomi-
zations). Only transcripts coding for protein sequences were
retained for pathway analysis. Quantitative gene expression
data was submitted and integrated into the PaintOmics 3
data analysis platform [30, 31], in order to identify trends in
pathway modulation following the TSA treatment. A stable
link is provided to access and visualize the results
(http://www.paintomics.org/?jobID=4CIbSr1eA4).

Quantitative RT-PCR

For qRT-PCR, 2000–6000 cones from two pooled PN19-
26 ex vivo rd1TN-XL explants were sorted in 350 µl RLT
buffer (Qiagen) to lyse cells. RNA extractions were per-
formed using an RNeasy Micro Kit (Qiagen), followed by
cDNA synthesis using the QuantiTect Reverse Tran-
scription Kit (Qiagen). qRT-PCR reactions were per-
formed in technical duplicates of 4 biological samples of
TSA-treated and control retinas, on BioRad CFX96 real-
time system using QuantiTect SYBR Green PCR Kit
(Qiagen) along with gene specific forward (fwd) and
reverse (rev) primers (250 nM). The sequences of the
primer sets used are listed in supporting Table S1. The
PCR protocol included 40 cycles of: 94 °C (15 s), 57 °C
(30 s), and 72 °C (30 s). Relative mRNA expression of
each gene of interest was calculated using ΔΔCT method
and GAPDH as a housekeeping gene.

Statistics

All data were analyzed using Excel (Microsoft) and
GraphPad Prism 6. For each comparison between control
and treated groups, normal distribution was determined with
GraphPad software (D’Agostino & Pearson omnibus and
Shapiro–Wilk normality tests). When applicable (metho-
dology based) investigators were blinded for the condition.
Quantification of in vivo survival for every time points, for
different positions, was calculated using two-way ANOVA.
The overall temporal survival curve shown in Fig. 2R was
obtained by averaging all the analyzed positions from all the
animals per stage. The statistical significance in the
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broadening of the survival curves was assessed via shared
control Cummings estimation plot using the DABEST
package in R with 5000 bootstraps resamples (https://www.
estimationstats.com/) [32]. A shared-control estimation plot
represents the Hedges’ g comparison of log2-transformed
cone survival ratios. Since TSA treatment prevented
rd1TN-XL cone loss up to 7 days post-injection, the cone
survival ratio at PN26 was used as the control and compared
to the survival ratio at PN30, PN37, PN45, PN60 and PN90.
The statistical significance of Hedges’ g difference was deter-
mined by unpaired two-sided permutation t-test.

Ex vivo survival was quantified on 5–12 different posi-
tions, from 3–5 retinal cross-sections obtained from differ-
ent positions within a retinal explant. Unpaired, two-tailed
t-tests were used to compare controls with treatments.

Statistical differences for LC3-LAMP1 puncta quantifi-
cation and qRT-PCR were calculated using Mann–Whitney
nonparametric test.

RNAseq raw data were processed and normalized using
subread (version 1.6.0) and edgeR (version 3.28.0). Statistical
data analysis was carried out using the Perseus tool suite for
Omics data analysis [33]. Two-tailed, unpaired permutation-
based FDR Students’ t test on biological replicates’ mean
difference was applied (FDR< 0.05 and 250 randomizations).
Log2 fold changes, mean differences, and p values are reported
in the Gene expression dataset.

The statistical difference of light-induced response ratio
between control and treated retinas was calculated using a
Wilcoxon rank-sum test.

Statistical difference of open field behavioral test was
calculated using a two-way ANOVA test.

Results

Secondary cone degeneration in RP is associated
with an increased HDAC activity

To assess the involvement of HDACs in the secondary cone
degeneration, we used an HDAC in situ activity assay [16] at
advanced stages of photoreceptor degeneration in two mouse
models for RP, the rd1 and rd10 mice. Different mutations in
the rod-specific phosphodiesterase 6b (Pde6b) gene lead to fast
rod photoreceptor degeneration, with the onset at PN9 in rd1
and PN14 in rd10 mice [15, 34, 35]. Cone degeneration begins
once most rods have degenerated, around PN20 in the rd1 and
PN40 in the rd10 mouse [1, 3]. At PN30, the outer nuclear
layer (ONL) in rd1 mice is reduced to only one row of pho-
toreceptors, almost exclusively cones (Fig. 1A).

A combination of in situ HDAC activity assay with cone-
and rod-specific immunostaining confirmed previously estab-
lished association of increased HDAC activity and rod
degeneration (Fig. 1A) [15, 16]. Interestingly, HDAC activity
also colocalized with the cones, once the majority of rods have
degenerated (Fig. 1A–A”) [1]. The presence of HDAC positive
cells within the ONL was detected through the entire period of
cone cell death in rd1 mice (Fig. 1C), while no positive signal
for HDAC activity was detected in nuclei of wild-type mice at
PN30 (Fig. 1B). Moreover, late stages of rd10 degeneration
also displayed increased HDAC activity, mirroring the timeline
of photoreceptor cell death in the rd10 mouse, characterized by
massive rod loss up to PN26 [35], followed by continuous
photoreceptor cell death, likely reflecting the simultaneous rod
and cone loss (Fig. 1D, E). These findings suggest that the cell

Fig. 1 Increased HDAC activity in RP photoreceptors at advanced
stages of degeneration. A–A” HDAC in situ activity assay in rd1
retinal cross-sections at PN30. HDAC activity (blue) was present in
both rod (magenta, arrowhead, rhodopsin immunostaining) and cone
photoreceptors (green, arrow, cone arrestin immunostaining). A’
Magnification of the marked region indicating HDAC+ cell coloca-
lizing with cone arrestin (A”). B HDAC activity in wild-type retina at
PN30. C Percentage of TUNEL+ and HDAC+ cells in the ONL of

rd1 and wt mice over time. D–D” Representative image of a coloca-
lization of HDAC activity and cone arrestin in rd10 mice at PN59,
with only cones remaining in the ONL. E Percentage of TUNEL+ and
HDAC+ cells in the ONL of rd10 and wt mice over time. Data are
shown as mean ± SEM (n= 3–5 animals per age). Scale bars: 50 µm.
ONL outer nuclear layer, INL inner nuclear layer, GCL ganglion cell
layer, PN post-natal day.
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death of both mutation-affected rods and secondary dying
cones may be associated with HDAC overactivation.

HDAC inhibition prolongs cone survival in RP mice

To determine if HDAC inhibition has the potential to
prevent secondary cone degeneration, we injected a well-
established class I and II HDAC inhibitor, TSA, in the
rd1TN-XL mouse that expresses the fluorescent TN-XL
biosensor exclusively in M- and L-cones [19] (Figs. S1,
S2). To minimize the indirect positive effects of increased

rod survival afforded by HDAC inhibition on the rd1 cone
survival, we selected a late time-point to start the treat-
ment, PN19. Already from PN19, the rd1TN-XL ONL is
reduced to only one row of photoreceptors, almost
exclusively cones (Fig. 2A). After a single intravitreal
injection of TSA at PN19, we assessed cone survival up to
3 months of age at different time points: PN26, PN30,
PN37, PN45, PN60, and PN90. Whole-mount prepara-
tions of sham-injected eyes showed center to periphery
gradient of cone loss at PN30 (Fig. 2B). In contrast, an
increased cone-specific fluorescent signal was detected in

Fig. 2 HDAC inhibition promotes long-term cone survival in
rd1TN-XL mice. A Retinal cross-section of an rd1TN-XL mouse at PN19,
showing TN-XL-labeled cones (green), rods (magenta, anti-rhodopsin
antibody), and nuclei (gray, DAPI). Note that the mouse secondary
antibody used to detect anti-rhodopsin antibodies showed the non-
specific signal in layers other than ONL. Schematic representation of a
single intravitreal injection of TSA at PN19, followed by quantifica-
tion of cone survival up to PN90. B–G Flat mounted retinas from
control and TSA-treated eyes at indicated PN days. H–M Repre-
sentative images of retinal cross-sections from control and TSA-treated

retinas at PN30, PN60 and PN90 used to quantify of TN-XL labeled
cones. H’–M’ Magnifications of the marked regions shown in H–M.
N–Q Retinal morphology of control and treated retinas at PN30 and
PN60. R Quantification of cone survival in control and TSA-treated
retinas. Y axis is in log2 scale. Data are shown as means ± SEM (n=
5–10 animals per age). Numerical p values by two-way ANOVA. The
fitting of the exponential curves is shown in dotted lines. Scale bars: A,
H–M 50 µm; B–G 500 µm; H’–M’20 µm; N–Q 10 µm. ONL outer
nuclear layer, INL inner nuclear layer, GCL ganglion cell layer, PN
postnatal days.

HDAC inhibition ameliorates cone survival in retinitis pigmentosa mice



treated contralateral eyes (Fig. 2C). While at PN60 and
PN90, loss of cones had proceeded in control eyes, with
cones remaining only at the far periphery (Fig. 2D, F), the
treated eyes showed higher immunofluorescent signals,
suggesting enhanced cone preservation in the central
retina up to 3 months of age (Fig. 2E, G). An increase in
cone survival was even more evident on retinal cross-
sections, where individual cone cell bodies and remaining
cone segments could be clearly identified (Figs. 2H–M’,
S1, S2). A higher number of cones in TSA-treated animals
was also evident in retinal light micrographs (Fig. 2N–Q).
While untreated retinas showed a reduced density of
nuclei, many of which were pyknotic, the treated retina
displayed healthier cone morphology with classical het-
erochromatin distribution (Fig. 2O, Q) [22]. A single
intravitreal injection was sufficient to prevent loss of
rd1TN-XL cones for up to 7 days, while in control retinas,
cone degeneration continued with ~15% fewer cones than
at the beginning of the treatment. A plot of cone numbers
up to PN90 showed that cone loss in control and treated
retinas followed an exponential decay function, with the
two curves clearly separated (Fig. 2R). In addition, fitted
trend lines showed significantly broader separation of the
two curves at PN90 (Figs. 2R and S3) and predicted an X-
axis intersection of the treated curve with a delay of
16 days, compared to control (PN79 for treated vs. PN95
for control retinas, Fig. 2R). These extrapolations suggest
that the TSA treatment not only delayed but also slowed
down secondary cone degeneration.

To analyze the effects of continuous TSA treatment on
cone survival, we treated rd1TN-XL retinal explants from
PN19 until PN26 ex vivo. Retinal cultures, consisting of the

retina and RPE layer, enable maintaining mature neurons
in situ, and complex neuronal connections while providing
the possibility for constant exposure to a drug via a culture
medium (Fig. 3A). Similarly to rd1TN-XL cone degeneration
in vivo, the center to periphery gradient of cone loss was
more prominent in the control explant cultures (Fig. 3B).
Quantification of cone numbers in retinal cross-sections
showed ~30% increase in the cone survival in TSA-treated
retinal explants (Fig. 3B).

Next, we asked if the HDAC inhibition has the potential
to protect secondary dying cones even at a later stage of
degeneration. For this, we started the treatment at PN21 and
assessed the rd1TN-XL cone survival after one week in culture
(Fig. 3C). Also in this case, the TSA treatment significantly
improved cone survival, with 52% more cones in the treated
explants. We also tested the neuroprotective properties of
Panobinostat, a clinically approved pan-HDAC inhibitor
within the same group of inhibitors as TSA [36]. As with
TSA, 7 days treatment with Panobinostat increased rd1TN-XL

cone survival up to 30% (Fig. S4).

HDAC inhibition improves cone-mediated light-
responses

We then wanted to see whether the remaining cones were
light-sensitive and able to drive functional responses. We
used a micro-electrode array (MEA) [37] to record the light‐
mediated spiking activity of retinal ganglion cells (RGCs)
of rd1TN-XL retinal explants. The experimental setup inclu-
ded a light source at the bottom of the MEA chamber,
mimicking the physiological situation where light stimula-
tion comes from the ganglion cell side, while the RPE layer

Fig. 3 HDAC inhibition protects rd1TN-XL cones ex vivo. A Sche-
matic representation of the ex vivo retinal explants preparation. Reti-
nas from rd1TN-XL mice were collected at PN19 or PN21 and treated for
7 days with control or TSA-medium. B–C Representative flat mount
preparations and cross-sections of explanted retinas, that were used for
the quantification of cone survival, shown in the dot plot below. Data

are shown as mean ± SEM (n= 5–7 animals per age group). Numer-
ical p values by unpaired, two-tailed t-test. Scale bars in whole mounts
500 µm; retinal cross-sections 50 µm. RPE retinal pigment epithelium,
ONL outer nuclear layer, INL inner nuclear layer, GCL ganglion cell
layer, PN postnatal day.
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on the top of explants provided a physiological environment
for light absorption (Fig. 4A).

A LED emitting green light (505 nm) with increasing
light intensities, far below the safety limit for the human eye
[38], was used to stimulate cones in control and TSA-
treated PN19-26 retinal explants. Light-ON and Light-OFF
responses were detected in both control and treated retinas
suggesting preservation of physiological network function-
ality (Fig. 4B). To estimate the degree of activity change
upon light stimulation, we calculated a light-induced
response ratio for ON responsive MEA electrodes. The
light-induced response ratio quantifies how much the firing
rate (Fig. 4C) increases during light stimulation and can be

considered a simple link between the number of rescued
cones and functional readout. The distribution of the light-
induced response ratio, presented as a violin plot, demon-
strates that increasing light intensities lead to a higher firing
rate (Fig. 4D). Changes of the spontaneous activity under
the same light intensities were not detected. For each con-
dition (control vs. treatment), the light-induced response
ratio of the two distributions were compared. While for low
intensities, the median values in control and treated retinas
were not significantly different, the light-induced response
ratio increased in the treated samples and was significantly
different above a light intensity of 8.7 e14 photons/cm2 sec
(p < 0.01). The median light-induced response ratio in

Fig. 4 HDAC inhibition improves cone function in rd1TN-XL retinal
explants. A A micro-electrode array (MEA) with 256 electrodes was
used to record retinal ganglion cell (RGC) responses in control and
TSA-treated PN19-26 rd1TN-XL retinal explants. Schematic drawing of
the MEA setup used in the study. B Representative recordings of ON
and OFF responses from TSA-treated retinal explants during stimu-
lation with flickering light (350 ms flashes, 505 nm) shown as raster
plots. Each dot indicates one spike. The green bar indicates the start of
light stimulation. C Exemplary spike responses obtained in ontrol

(gray) and treated (green) explants at six different light intensities,
shown as raster plots (bottom) and averaged firing rate histograms
(top). D Quantification and discrimination of the response ratio in
control (gray) and treated explants (green). Significant differences
based on Wilcoxon rank-sum test are detected for three high light
intensities (n= 161 channels from eight control, n= 274 from nine
treated retinas, **p < 0.01). RPE retinal pigment epithelium, PR pho-
toreceptors, HC horizontal cells, BC bipolar cells, AC amacrine cells,
RGC retinal ganglion cells.
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treated retinas reached 0.82 while in control condition it
approached 0.74 (Fig. 4D).

To determine if HDAC inhibition has the potential to
delay secondary cone death and preserve visual function
independent of the underlying mutation, we injected rd10
mice at a stage when the majority of rods have degener-
ated [1, 3]. A single intravitreal injection at PN42 resulted
in a higher number of cones in TSA-treated compared to
sham-treated retinas (Fig. 5A–C). Increased cone survival
was accompanied by amelioration of vision-mediated
behavior of rd10 animals injected bilaterally with TSA
(Fig. 5D, E). An improvement in cone function was also
detected by electroretinography (ERG). At PN50, a
modest but significant increase in photopic b-wave
amplitudes was detected in TSA-treated retinas (Fig. 5F,
G). Collectively our data suggest that HDAC inhibition
has the potential to support cone survival and function at

late stages of photoreceptor degeneration in different RP
mouse models.

HDAC inhibition induces global changes in gene-
transcription patterns in the surviving cones

We performed whole transcriptome analysis of flow-sorted
rd1TN-XL cones from retinal explants after seven days in
culture (PN19-26). TN-XL-positive cells represented 95%
of FASC-sorted cells, suggesting a highly purified cone
population (SI Appendix, Fig. S5). RNA-seq analysis of
differentially expressed genes (DEG) in TSA-treated vs.
untreated cones revealed 1845 genes with significantly
different expression (enrichment of 1163 and reduction in
682 genes), as indicated in the volcano plot (Fig. 6A,
Supplementary gene expression dataset). To identify sig-
nature trends for activation or inhibition of downstream

Fig. 5 HDAC inhibition promotes cone survival and visual func-
tion in rd10mice. A A schematic representation of a single intravitreal
TSA injection at PN42 followed by quantification of cones 10 days
post-injection. B Representative images of retinal cross-sections from
control and TSA-treated retinas at PN52 used to count the number of
cones (cone arrestin-labeled cones in green, DAPI-labeled nuclei in
gray). C Spider diagram showing the number of cones along the dorso-
ventral axis, corresponding to 10°, 80°, −10°, and −80° of eccentricity
from the optic nerve, respectively. D Drawing of the open filed
behavioral test used to assess cone-mediated vision. E Percentage of

time spent in the dark compartment for control and TSA-treated ani-
mals 1, 3, and 6 days post-injection (dpi). F Representative traces of
photopic ERG recordings used to evaluate cone function in wild-type,
TSA- and sham-treated rd10 retinas at PN50. G Photopic b-wave
amplitudes of control and TSA-treated rd10 mice. Data are shown as
means ± SEM (n= 5–10 animals per group). Statistical significance
was assessed using two-way ANOVA (C and E) and Mann–Whitney
nonparametric test (G), with *p < 0.05, **p < 0.01. Scale bars: 10 µm.
ONL outer nuclear layer, INL inner nuclear layer, PN postnatal day.
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pathways, we used protein-coding genes with significant
differential expression following the TSA treatment
(p ≤ 0.05), regardless of their fold change. Top molecular
pathways differentially regulated following the TSA treat-
ment included transcriptional changes of around 40 genes
belonging to PI3K-Akt and/or MAPK signaling pathways
and more than 20 genes regulating cellular senescence,
endocytosis, actin cytoskeleton, as well as cAMP and cal-
cium signaling (Fig. 6A, http://www.paintomics.org/?
jobID=4CIbSr1eA4).

The heatmap representation of the genes showing dif-
ferential expression within the PI3K-Akt cascade
(mmu04151) demonstrated the enrichment of about half of
the genes in the TSA-treated cones (23/42 genes) (Fig. 6B).
Similarly, 20 out of 36 genes were enriched within the
MAPK cascade (mmu04010). Among highly abundant
transcripts were the brain-derived neurotrophic factor
(Bdnf), and the insulin-like growth factor 1 (Igf1), growth
factors regulating MAPK and PI3K-Akt pathways. A sig-
nificantly increased Bdnf expression in the TSA-treated
cones sorted from independent samples was confirmed by
quantitative PCR (qRT-PCR), while a tendency towards
increased expression was observed for Igf1 (Figs. 6B, S6).
To determine if the survival of the TSA-treated cones was
mediated via PI3K-Akt and/or MAPK pathways, we
assessed cone survival in the rd1TN-XL explants following
the combined treatment with TSA and well-established

inhibitors of PI3K-Akt and MAPK pathways, LY294002
and U0126, respectively. U0126 blocks MAPK signaling
by inhibiting MEK1/2 [39], while LY294002 inhibits both
the PI3K-Akt pathway and autophagosome formation
[40, 41]. To avoid potential cytotoxic effects of prolonged
treatment with PI3K-Akt and MAPK inhibitors, we asses-
sed cone survival in rd1TN-XL explants after one week in
culture, but with inhibitors present only during the first
2 days. Interestingly, the TSA treatment of only 2 days
afforded the same extent of cone protection as the 7 days
treatment. Whereas LY204002 or U0126 had no effect on
cone survival in control retinas, both inhibitors significantly
decreased TSA-induced cone survival (Fig. 7A, B).

Pathway analysis also showed significant upregulation of
9/14 genes related to autophagy (mmu04140), an additional
pro-survival mechanism (Fig. 6C) [42, 43]. Significant
upregulation of the autophagy-related-5 gene (Atg5) in
surviving cones was confirmed by qRT-PCR (Figs. 6C, S6).
We also assessed the formation of autophagolysosomes in
surviving cones by quantifying the colocalized puncta
between an autophagosome marker, the microtubule-
associated proteins 1A/1B light chain 3B (LC3B), and
lysosome-associated membrane protein 1 (LAMP1) in
control and treated rd1TN-XL cones. LC3-LAMP1 staining of
retinal cross-sections from PN19-26 in vivo TSA-treated
mice showed an overall increase in both LC3- and LAMP1-
positive vesicles, as well in colocalizing puncta within the

Fig. 6 Whole genome transcriptomic analysis of TSA-induced
survival of rd1TN-XL cones. A A volcano plot representation of dif-
ferentially expressed genes as detected by RNA-seq in flow-sorted
cones from treated vs. untreated PN19-26 rd1TN-XL (n= 3 animals).
Orange and blue dots: significantly enriched and perturbed genes,
respectively, in TSA-treated cones (FDR-based, Student’s t test of
mean difference). PaintOmics analysis was used to identify differen-
tially regulated pathways in TSA-protected cones. B, C Heat maps

with hierarchical clustering of differentially expressed genes within
PI3k-Akt, MAPK, and autophagy pathways. Genes showing Student’s
t test difference between TSA and control, with p ≤ 0.05 were selected.
Bar graphs: qRT-PCR validation of differential expression of Bdnf (B)
and Atg5 (C) in FACS-sorted cones. Fold changes are relative to
controls. Data are shown as mean ± SEM (n= 4 animals). Numerical p
values by Mann–Whitney nonparametric test.
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cones in comparison to sham-treated retinas (Fig. 7C, D).
Similarly, increased LC3-LAMP1 colocalization in
cones was also detected in ex vivo treated rd1TN-XL explants
(Fig. S7).

Finally, to identify similar molecular signatures to the
expression pattern obtained in this study, we submitted our
data to the Library of Integrated Network-Based Cellular
Signatures project (LINCS) (Fig. S8) [44]. The analysis
matched our data to gene expression profiles of TSA and
vorinostat treatments on human cell lines deposited in the
LINCS platform. Of note, vorinostat is a clinically approved
pan-HDAC inhibitor from the same class as TSA. This
suggests a possibility for repurposing “off the shelf”
HDAC-inhibiting drugs for the treatment of RP.

Discussion

Cone photoreceptors are indispensable for human vision in
daylight, and their loss has devastating effects on daily tasks

and life quality [45]. Here, we show that cones have an
innate ability for survival even in the total absence of rods,
which can be induced by HDAC-driven transcriptional
changes. At the same time, HDAC inhibition may affect
other cells in the retina, which could support cone survival
in the absence of rods [46, 47]. A single intravitreal injec-
tion of HDAC inhibitor fully protected cones for one week
and significantly slowed down cone loss up to 90 days even
when all rods had already degenerated. Interestingly, the
rd1TN-XL cone loss followed exponential kinetics, as sug-
gested for other forms of neurodegeneration [48]. The
observed exponential cone loss in the rd1TN-XL retina
excludes the possibility of the cumulative damage caused
by the loss of rods and suggests that secondary dying cones
can be rescued at any time, although with the disease pro-
gression, fewer cells will be amenable for rescue. Therefore,
a treatment even at late stages of the disease is likely to be
beneficial [48]. Indeed, our data on HDAC-induced cone
protection at different stages of rd1TN-XL cone loss (PN19
and PN21) confirm this and is furthermore in line with other

Fig. 7 TSA-induced cone survival is modulated by PI3K-Akt,
MAPK, and autophagy. A Retinal cross-sections of control (top) or
TSA-treated (bottom) rd1TN-XL retinas at PN26 incubated from PN19-
PN21 with LY294002 or U0126. TN-XL cones appear green.
B Quantification of cones in the ex vivo retinas at PN26. C Repre-
sentative images from a single confocal plane on one retinal cross-
section from an rd1TN-XL mouse at PN26, sham- or TSA-injected at
PN19, with TN-XL cones (green), autophagosomes (cyan, LC3B

antibody), and lysosomes (red, LAMP1 antibody). The colocalization
of autophagosomes and lysosomes is marked with arrows. D Quanti-
fication of the number of colocalized LC3-LAMP1 (autophagolyso-
somes) puncta per cone in the ONL. Data are shown as mean ± SEM
based on 6–10 positions within retina, n= 6–8 animals in B; n= 3
animals in D. Numerical p values by Mann–Whitney nonparametric
test. Scale bars in A 20 μm, in C 10 μm. ONL outer nuclear layer, INL
inner nuclear layer.
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observations indicating that the window-of-opportunity for
the treatment of retinal dystrophies is much broader than it
is currently considered [2, 49].

Preserving retinal function in the absence of rods is the
ultimate goal of neuroprotective therapies for late-stage RP.
Recent studies suggest that therapies specifically targeting
cones at stages where most of the rods are still present could
preserve visual function in RP mouse models [3, 10]. Here
we have demonstrated an intact cone-driven retinal circuitry
in the TSA-treated rd1TN-XL retinal explants, even in the
absence of rods, by recording cone-mediated light-induced
responses from large populations of individual RGCs.
Unfortunately, the low cone number and the impaired
morphology of the remaining cones, at the stages where
rods have already fully degenerated, is a major obstacle in
assessing visual improvements by standard functional tests
like ERG [50]. While we did not detect changes in ERG-
wave amplitudes in rd1TN-XL mice treated at such late stages
of degeneration, a modest improvement of ERG recordings
was detected in rd10 mice following the treatment. Notably,
despite ERG amplitudes remaining lower than in wild-type
mice, the significant improvement in visually-driven beha-
vior suggests that the potential benefits for the daily tasks of
RP patients may be achievable even at the late stages of the
disease [51]. It is very challenging to assess the effective-
ness of vision therapy, even in patients. For example, no
improvements in ERG recordings were reported in patients
following RPE65 gene augmentation therapy, although the
useful vision was significantly increased in some patients
[52]. Even in the patient who showed a dramatic
improvement in the obstacle-path mobility test, i.e., func-
tional vision, the ERG did not differ significantly from
baseline. Therefore, it is expected that even a minor but
significant improvement in visual function by the ERG
should be positively correlated with treatment outcome.

For the treatment of retinal diseases, intravitreal injec-
tions are the preferred route of administration, as larger
volumes of a drug can be applied, and the risk of retinal
damage is reduced. However, due to an extensive retinal
circulation and the brain-retinal-barrier’s permeability for
low molecular weight compounds, intravitreally injected
TSA is cleared from the mouse eye in less than 2 h [14].
Still, a single injection led to a long-lasting cone survival,
suggesting the possibility of epigenetically induced pro-
survival mechanisms that could counteract environmental
insults caused by the absence of rods. While HDAC inhi-
bition induces changes in gene expression within minutes
[17], the effects of transcriptional regulation can persist for
months [53].

In advanced RP, cones are exposed to high oxidative
stress and inflammation [3, 4, 54] that elicit a broad range of
responses, from proliferation to cell death [55]. Our RNA-
seq data suggested changes in major pathways involved in

regulating the cellular response to oxidative stress, the
mitogen-activated protein kinases (MAPK), and phosphoi-
nositide 3-kinase activated protein kinase (PI3K-Akt)
pathways. While previous studies linked the neuroprotec-
tive effect of docosahexaenoic acid [56] and leukemia
inhibitory factor to MAPK pathway activation in rod pho-
toreceptors [57], our study highlights the role of MAPK
signaling in the prevention of secondary cone degeneration.
TSA-induced cone survival was significantly reduced by
U0126, linking cone survival in secondary cone degenera-
tion to the ERK pathway [39]. A similar reduction in cone
survival was also observed when PI3K signaling was
inhibited by LY294002, highlighting the importance of the
PI3K-Akt pathway also in cone photoreceptor survival [58].
While more specific studies are necessary to precisely
address the protective role of MAPK and PI3K-Akt acti-
vation in secondary dying cones, these results not only
validate our RNA-seq data but also suggest that HDAC
inhibition may lead to the expression of neurotrophic factors
that mediate neuroprotection via activation of these path-
ways [59, 60]. Indeed, our data suggest that an increase in
transcription of neurotrophic factors, such as Bdnf, may
contribute to cone survival. Although BDNF-induced neu-
roprotective effects on light- or mutation-induced photo-
receptor degeneration was recognized as early as 1992 by
LaVail et al. [61], our study indicates a direct upregulation
of Bdnf transcription in the cones protected from secondary
degeneration.

Cone starvation has also been recognized as one of the
main contributors to secondary cone death in RP [1, 10, 62].
Autophagy is the primary cellular mechanism for self-
nourishment and recycling of metabolites to supplement
macromolecules and energy under severe starvation [42].
The beneficial role of autophagy is demonstrated for the
clearance of misfolded proteins in mutation-affected pho-
toreceptors or dysfunctional RPE in age-related macular
degeneration (AMD) [43, 63]. Nevertheless, in secondary
cone degeneration, it remained unclear whether increased
autophagy is beneficial or not [1, 64]. The observed upre-
gulation of Atg5 transcription and an increased number of
autophagolysosomes in TSA-treated cones are in line with
the previously reported effects of HDAC inhibition on
autophagy induction [65] and highlight autophagy as a
protective mechanism in secondary cone degeneration.

In our study, a single intravitreal TSA injection afforded
a prolonged delay in cone cell death. Nevertheless, degen-
eration proceeded, albeit with slowed kinetics. This could
stem from rapid TSA degradation and/or possible off-target
effects. TSA is one of the most well-studied hydroxamate
HDAC inhibitors, reversibly inhibiting class I and II
HDACs [66]. Low nanomolar doses of TSA efficiently
inhibit HDAC in tumor and non-tumor cells [67], but as
TSA undergoes rapid metabolic degradation [68], systemic
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treatments require repeated administration [67]. Translating
our approach into a clinical application may benefit from
the development of drug delivery systems that enable a
sustained, long-term release of an HDAC inhibitor [69].
Alternatively, as a single intravitreal injection could prevent
cone degeneration for one week in mice with extremely fast
photoreceptor loss, monthly injections could have similar
effects in patients where the loss of cones spans over dec-
ades [70]. Future studies may also address the development
of more specific and effective HDAC inhibitors that may act
longer on ocular tissue. Specifically, other drugs belonging
to the group of hydroxamic acids, such as vorinostat, beli-
nostat, and panobinostat, might be of interest as we show
that clinically approved panobinostat protected cone pho-
toreceptor ex vivo to a similar extent as TSA. LINCS
analysis indicated that also vorinostat may be repurposed
for RP treatment. Notably, the clinical data already avail-
able [71] would greatly facilitate the repurposing for RP
treatment, while the side-effect profile associated with sys-
temic application in cancer therapy would likely be of lesser
concern if these drugs were used only locally in the eye.

Our previous studies showed HDAC overactivation at
the peak of photoreceptor loss in ten rodent models for
retinal dystrophies [15, 35]. Aberrant HDAC activity was
detected in photoreceptors regardless of whether underlying
mutations affect the phototransduction cascade (rd1, rd10,
Rho KO, S334ter, P23H, Cngb1 KO, Cnga3 KO, cpfl1), the
photoreceptor outer segment structure (rd2) or the visual
cycle (Rpe65 KO). This suggests that increased HDAC
activity may contribute to the mutation-related photo-
receptor cell death caused by cGMP accumulation [69],
endoplasmic reticulum stress [72, 73], or microglia activa-
tion [74]. Importantly, HDAC inhibition is also extensively
discussed as a therapeutic option for other diseases such as
cancer [75], Alzheimer’s disease [76], or Duchenne mus-
cular dystrophy [77]. Consequently, in the view of the use
of HDAC inhibition for the treatment of various diseases,
and our previous data linking HDAC overactivation to rod
loss in different mouse models of RP, this study highlights
HDACs as a common denominator of both mutation-
induced rod cell death and secondary cone degeneration and
provides a unique therapeutic option for the treatment of RP
regardless of the stage of degeneration.

Finally, detrimental environmental conditions inducing
cone loss at the late stages of RP share essential similarities
with AMD, the leading cause of blindness in the indus-
trialized world [78]. Although RPE cells are considered the
primary target for AMD pathology, loss of cone photo-
receptors in the macular region in AMD patients char-
acterizes the final stages of the disease [79]. Since RPE
dysfunction in AMD may expose cones to a milieu similar
to the one in late-stage RP, HDAC inhibition holds

significant promise also for the treatment of more common
forms of retinal degeneration.

Data availability

All analyzed datasets are included in the manuscript and SI
Appendix.
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