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Abstract

The present thesis describes the work carried out using the OpenFOAM solver with
a Reynolds-Averaged Navier Stokes (RANS) approach to investigate the wind flow at
complex sites for wind-energy exploitation. Toward this objective, several physical ef-
fects such as buoyancy, forest canopies, Coriolis forces, stratification as well as humidity
have been implemented in the model to improve wind-field predictions.

First, the wind flow in an urban environment and, more precisely, a university campus
is investigated. A stationary logarithmic profile for the wind velocity at the inlet is
prescribed. Despite the assumption of a flat terrain, which is a drastic simplification of
the real ground, the study shows how a simple canopy model improves the prediction
of the flow at the site. The simulation is validated with long term measurements from
a network of six stations.

Secondly, results from a rural case in the Swabian Alb in Southern Germany, charac-
terized by a forested escarpment, are presented. The model is adapted to atmospheric
boundary layer (ABL) flows and a computational domain with a ground conforming
to the site orography is built. To get more realistic boundary conditions and to avoid
the assumption of logarithmic profiles, the solver is coupled with a numerical weather
prediction (NWP) model. The coupling is performed using a one-way approach, i.e
the coarse weather model provides input to the OpenFOAM solver through the lateral
boundary conditions of the computational domain. Simulations with and without for-
est are compared. The results with a canopy model clearly show at the lower levels
a flow deceleration and an increase in turbulence intensities by a factor of four, when
compared to results without forest. The study reveals again the important impact of
the forest on the wind-field, especially at turbine-relevant heights.
Finally, the transient approach (unsteady RANS) is tested by using time-dependent
boundary conditions. The accuracy of the coupling is evaluated by validating the sim-
ulation results against measurements from a tall meteorological tower as well as an un-
manned aircraft system. Adopting a transient approach leads to an excellent agreement
of the model. The thesis shows that an unsteady RANS based solver, which accounts
for first-order relevant physics, can be valuable for a wind resource assessment at low
computational cost compared to detached-eddy (DES) or large-eddy (LES) simulations.
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Zusammenfassung

Die vorliegende Arbeit beschäftigt sich mit der Untersuchung der Windverhältnisse mit
dem OpenFOAM-Löser mit dem Ziel der Gewinnung von Windenergie an komplexen
Standorten. Es wurden dafür verschiedene physikalische Einflussgrössen wie Auftrieb-
seffekte, Wald, Corioliskraft, Stabilität sowie Luftfeuchtigkeit im Modell implementiert,
um die Windfeldvorhersagen zu verbessern.

Zuerst wurde die Windströmung an einem urbanen Standort (Campus der Universität
Tübingen) untersucht. Eine stationäre Simulation mit einem logarithmischen Wind-
profil am Einlass wurde durchgeführt. Die realen Bodenverhältnisse wurden durch ein
flaches Bodenmodell abgebildet, trotzdem zeigt die Studie dank eines Waldmodells eine
Verbesserung der Vorhersagen der Windgeschwindigkeiten. Die Simulationen wurden
mit Langzeitmessungen aus einem Netzwerk von sechs Stationen validiert.

Anschliessend werden die Ergebnisse von einer ländlichen Fallstudie an der Schwäbis-
chen Alb in Süddeutschland vorgestellt, die durch eine bewaldete Geländekante charak-
teriziert ist. Das Modell ist an Strömungen der atmosphärischen Grenzschicht angepasst
und es wird eine Berechnungsdomäne mit einem digitalen Geländemodell erstellt, die
der Orographie des Standorts entspricht. Um eine realistischere Randbedingung zu er-
halten und die Verwendung eines logarithmischen Profils zu vermeiden, wird der Löser
mit einem Wettervorhersagemodell gekoppelt. Die Kopplung zwischen dem makroskali-
gen Wettermodell und dem mikroskaligen Modell wurde entlang der Ränder durchgeführt.
Simulationen mit und ohne Wald wurden verglichen. Die Ergebnisse mit einem Wald-
modell zeigen auf niedrigen Höhen eine Reduzierung der Strömung und eine gleichzeitige
vierfache Erhöhung der turbulenten kinetischen Energie im Vergleich zu den Ergebnis-
sen ohne Wald. Auch diese Studie zeigt den wichtigen Einfluss des Waldes auf das
Windfeld, insbesondere auf turbinenrelevanten Höhen.
Schließlich wurde der transiente Ansatz unter Verwendung zeitabhängiger Randbedin-
gungen getestet. Die Genauigkeit der Kopplung wurde überprüft, indem unsere Simu-
lationsergebnisse anhand von Messungen eines meteorologischen Messturms sowie eines
unbemannten Flugzeugsystems validiert wurden. Dieser transiente Ansatz führte zu
einer hervorragenden Übereinstimmung des Modells mit den Messungen. Die Arbeit
zeigt, dass ein URANS-basierter Solver, welcher die Physik erster Ordnung berück-
sichtigt, für die Bewertung der Windressourcen bei geringem Rechenaufwand im Vergle-
ich zu Detached-Eddy Simulation (DES) oder Large-Eddy Simulation (LES) Methoden
wertvoll sein kann.
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Nomenclature

Abbreviations
ABL Atmospheric Boundary Layer
AGL above ground level
CFD Computational Fluid Dynamics
COSMO COnsortium for Small-scale MOdelling
DES Detached Eddy Simulation
DWD Deutscher Wetterdienst
LAI Leaf Area Index
LAD Leaf Area Density
LES Large Eddy Simulation
MASC Multipurpose Airborne Sensor Carrier
(U) RANS (Unsteady) Reynolds-Averaged Navier-Stokes equation
UAS Unmanned Aircraft System
WRA Wind Resource Assessment
WRF Weather Research and Forecasting model
WT Wind Turbine

Symbols

RiB Bulk Richardson number [−]
x, y, z Cartesian coordinates m
ρ Density kg/m3

D Diffusion coefficient m2/s
Cd Drag coefficient [−]
H Forest height m
g Gravitation acceleration m/s2

α Inclination angle °

θ Potential temperature K
p Pressure Pa
T Temperature K
t Time s
ε Turbulence dissipation rate m2/s3

k Turbulent kinetic energy m2/s2

TI Turbulence Intensity %
σh Turbulent Prandtl number [−]
ui Velocity component in the x, y, z directions m/s
U Wind speed m/s
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Introduction

2.1 Wind energy contribution in climate change

Extreme and very costly weather events, such as floods, storms or bush fires are be-
coming more evident year by year (Podlaha et al., 2021). Scientists agree that a large
portion of those changes are caused by human activities (Cook et al., 2016). As a
response, the number of climate protest movements is exploding, with the request to
turn to 100 % renewable energy as soon as possible. The awareness of the seriousness
of the climate crisis is even taken into account in companies. Lots of companies are sus-
tainably investing with goals to reduce their carbon footprint or even becoming carbon
neutral by the next decades.

The intense deployment of mature renewable technologies has lead to a cost decline.
In 2019, an important milestone was reached, when 56 % of added renewable capacity
(primarily from solar, wind and hydropower) was less expensive than the cheapest coal
plants (Taylor et al., 2020). Among the cheaper clean energy sources, wind energy
(onshore and offshore) is quickly penetrating the marketplace due to its competitive
costs, driven by falls in turbine prices and more efficient technologies. Over the last
10 years, i.e between 2010 and 2019, the cumulative installed capacity increased world-
wide by 233 % and 812 % for onshore and offshore wind, respectively (Taylor et al.,
2020). However, onshore remains more attractive than offshore as regards the levelized
cost of energy (LCOE). Optimal or attractive locations for onshore turbines, such as
flat terrains, are mainly already occupied or populated. Therefore, alternatives loca-
tions should be considered in more complex terrains. The last one is defined by the
International Standard IEC 61400 (International Electrotechnical Commission, 2017)
as a ‘terrain surrounding the test site that features significant variations in topography
and terrain obstacles that may cause flow distortion’. Hilly, mountainous locations or
even the built environment are examples. Built-environment wind turbines are in trend
and become a good option for localized power generation, which can be easily inte-
grated within the urban environment and satisfy the in-situ demand (Baniotopoulos
and Rebelo, 2015).

Assessing how much energy a wind power plant will deliver over the lifetime of
a turbine is called wind resource assessment (WRA). The quality of a WRA has a
significant impact on the output of a single turbine or wind park. The WRA should
also be accurate because the available energy is susceptible to even small differences in
wind speeds, due to the cubic relationship between wind velocity and power density. An
error of 1 m s−1 for an observed wind of 10 m s−1 results in a wind power error of 33 %
(Cheng et al., 2013). The awareness of the importance of uncertainties obtained during
a WRA has led experts from industry and academia to complement the standard IEC
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2.2. Atmospheric flow

61400. The coming guideline IEC 61400-15 (Filippelli, 2019) will ‘prescribe standard
reporting elements and considerations during the analysis process, and recommend
practices to reduce uncertainty for all elements of the assessment and the campaign’.

One classical and reliable approach to provide a detailed site characterization con-
sists of wind measurements at the potential site for a long time period. However, such
experiments provide information for some specific locations within an area. Models can
overcome this issue and can be used to estimate the wind resource in a wider area. Ap-
proaches combining measurements and simulations are the best way to identify optimal
turbine locations and to provide better predictions.

2.2 Atmospheric flow

One of the ‘grand challenge’ identified in wind energy research is the need for improved
understanding of the atmosphere at the future locations (Veers et al., 2019). Wind
turbines extract energy from the winds occurring in the lowest levels of the atmospheric
boundary layer (ABL). The ABL, defined as the part of the troposphere which is directly
influenced by the Earth’s surface at a timescale of about an hour or less (Stull, 1988),
is experiencing a daily cycle. The ABL thickness can vary between few hundred of
meters up to a few kilometres. Under fair weather conditions, three major states can
be identified: the convective boundary layer (CBL), the residual layer (RL) and the
stable boundary layer (SBL), as illustrated in Figure 2.1. The CBL appears during the
course of the day, as the surface is heating up and causes strong shallow updrafts and
mixing through the ABL. As the sunset approaches, the surface is cooling due to the
emission of longwave radiation causing the detachment of the convectively mixed layer
and creating the RL. Near the ground, a SBL forms and stays capped by the RL until the
next sunrise. All those atmospheric stability states are associated with different wind
speed, direction, temperature or turbulent characteristics. Prior studies have shown
that the atmospheric stability directly affects the wind turbines output, their load and
lifespan. For example, Wharton and Lundquist (2012) found by analysing one year
data from a wind farm in Western North America, that the turbines over-performed
during stable conditions, while the strongly convective states led to under-performance.
Santos et al. (2015) made the same observation by analysing power output from a small
wind turbine installed in a suburban area in Brazil. This is related to the fact that a
SBL is generally associated with a weaker atmospheric turbulence in comparison to a
CBL.

Characterizing the ABL is also a challenging task because of the different spatial
and temporal scales involved. Figure 2.2 shows the characteristic scales involved in
wind turbine projects. Wind energy is supplied at a macro scale with motions in the
order 1000 km and several days in the time scale and dissipated at a microscale with
turbulent scales in the spatial and temporal order of 1 mm and 1 ms, respectively.

As already mentioned, future onshore turbines will mainly be located in complex
terrains. In this context, the ABL is not only regulated by the diurnal cycle but also
by its interactions with the surface, resulting in a more complex flow. Obstructions like
buildings, forests contribute to turbulence production and new thermal/mechanical
phenomena such as the sweep–ejection, gravity waves, flow separation or wind gust can
appear.
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2.3. Atmospheric measurements

Figure 2.1: Typical diurnal cycle of the ABL from Stull (1988)

Figure 2.2: The cascade of scales relevant to wind energy from Porté-Agel et al. (2020)

2.3 Atmospheric measurements

Today, most investors and directives request in situ measurements to reduce the uncer-
tainty on the estimated wind resources. By increasing the quality and quantity (over
time and space) of measurements, the estimated annual energy production is getting
more accurate (Bailey et al., 1997; Deutsche Institut für Normung, DIN, 2019).

Meteorological instruments mounted on tall towers are the traditional equipment for
resource assessment. The vertical information is provided by instruments installed at
several discrete levels and can deliver wind or temperature profiles, for instance. Each
of these instruments provides continuous recording of the investigated variables over
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2.3. Atmospheric measurements

long time periods. In order to get an estimation of the turbine power curve and avoid
to extrapolate speed measurements, the height of those towers should ideally exceed
the total height of the turbine. Erecting a meteorological tower become very costly
and sometimes technically difficult if the new tower follows the growing size of wind
turbines, which are nowadays getting higher than 100 m.

Remote sensing techniques become an alternative to towers. In recent years, the
acceptance of remote sensing technologies is growing. Among them, lidars are the dom-
inating technology. They are often mobile, easy to install, regardless of terrain, and
can measure up to several hundred meters. Lidars have undergone several validation
processes and are now appearing in a new standard, allowing them to be used as an
alternative measurement technique to towers (International Electrotechnical Commis-
sion, 2017). Lidar technology has shown its ability to measure accurately the wind
speed and direction, contrary to turbulence measurements (see Sathe and Mann, 2013
for a complete review). The main reason is due to the large volume at which the lidars
are probing and averaging. To retrieve the wind speed and its variability, lidars perform
conical scanning and average over several scanned circles. This means that only tur-
bulence with a length scale bigger than the diameter of the scanning circle is resolved
(Sathe et al., 2011; Bauweraerts and Meyers, 2021). Therefore the contributions from
small eddies are filtered out.
Most profiling lidars assume horizontal homogeneity of the wind-field over the scanned
volume. This assumption is violated in complex environments, where the spatial het-
erogeneity and transient features introduced by terrain are present. Interpreting the
line of sight wind speed and reconstructing the wind-field becomes difficult and errors
in the horizontal wind of the order of 10 % (Menke et al., 2020) are measured. Commu-
nities, like the International Energy Agency Wind Task 32 aim to tackle open questions
regarding the use of wind lidars in complex flow (Clifton et al., 2018). The simultaneous
deployment of two or more lidars to reconstruct the flow field is one of the encouraging
approach found for studies in complex terrain. Limitations of this method are mainly
the high costs and the uncertainties (Pauscher et al., 2016).

Other new emerging techniques for wind-energy applications are flying platforms.
Small unmanned aircraft systems (UAS) are not entirely new for ABL research. The
first prototype developed to measure pressure, altitude, temperature, relative humidity,
airspeed and vertical velocity goes back to 1970 (Hill et al., 1970). Since then, im-
provements has been made and platforms able to sample, at very high temporal and
spatial resolution, emerged (van den Kroonenberg et al., 2008). Through time, UAS
extended their range of applications and have contributed to a better understanding
in atmospheric turbulence parameters (Hemingway et al., 2020; Balsley et al., 2018),
in aerosol formations (Altstädter et al., 2015; Platis et al., 2016), storm developments
(Cione et al., 2016) and the monitoring and prevention of forest wildfires (Merino et al.,
2011). An increasing interest in UAS technology is also shown for wind energy purposes
as they have the advantage to be versatile, even in highly complex terrain. In compari-
son to towers and active remote sensing techniques, the required infrastructure is small.
These systems can provide direct measurements in the close vicinity of a wind turbine,
even at very low altitudes where the main vertical and horizontal inhomogeneities are
occurring. UAS have for instance been used for the measurements of blade-tip vortices
(Mauz et al., 2019) or wind speed deficits (B̊aserud et al., 2014) in the wake of a wind
turbine.
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2.4. Atmospheric modelling

For a global overview of the instrumentation available for wind energy application,
including their technology readiness level, the reader is referred to the report from
Lundquist et al. (2019).

2.4 Atmospheric modelling

In flat areas, the wind data from a tower can be used to extrapolate the information to
another location using measure-correlate-predict (MCP) methods (Carta et al., 2013).
For topographically complex locations, a single meteorological tower (or lidar) is not
able to capture the temporal and spatial variability of the flow. Therefore several towers
or lidars are necessary to represent the wind climate in those locations. There is no
general agreement on the duration of the measurement campaigns. Some countries like
Brazil set up a minimum length for short-term datasets to 36 whole months (Miguel
et al., 2019). However, several authors (Rogers et al., 2005; Miguel et al., 2019) agree
that the longer the measurements are running, the more accurate the predictions are.
Carrying out measurements with several towers or lidars over such long period become
very costly. The use of a wind flow model, able to extrapolate the measurements to
potential wind turbine location, is an alternative.

In complex sites, modelling appropriately the overlaying atmosphere is challenging
due to the different length scales, ranging from the integral down to the Kolmogorov
length scales (Porté-Agel et al., 2020). Orography (elevated terrain such as mountains
or hills) is known to affect the local weather and induces dynamical processes at a wide
range of spatial and temporal scales. Effects such as wind increase or reduction, heavy
rain, fog or lee waves are appearing. One example of the poorly resolved and modelled
process are the orographically-generated gravity waves occuring in stable stratification.
They are known to modify the turbulent transport of momentum, heat and moisture
between the ABL and the surface (Vosper et al., 2018). Elements such as buildings or
trees also impact the turbulent structures in the surface layer. Plant canopies change
the flow by creating an internal boundary layer above the canopy and an inflection point
in the velocity profile creates just above the trees. The formation of three dimensional
vortices with a horseshoe shape (Rogers and Moser, 1992) can appear. These structures
give rises to ‘sweeps’ which are the dominant transport mechanism. Wang et al. (1992)
found for an 8 m tall almond orchard that the length scales in the longitudinal direction
are bigger than those in the lateral direction. For a detailed analysis on the processes
involved in forest canopies at complex terrains, the reader is referred to the review of
Belcher et al. (2012).
Although resolution for the orography or topography can today be provided in the order
of a few meters, getting all the process generated by the surface remains challenging for
the models. The wide range of models used for wind energy studies shown in Figure 2.3
and reported in Sanz Rodrigo et al. (2017), illustrates well the typical models and their
approximate spatial and temporal resolution. For site suitability studies, two categories
are used: the mesoscale and microscale models. They both are numerically solved in
different ways: the majority of the mesoscale models use finite difference discretization
while the microscale one are based on a finite volume method.
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2.4. Atmospheric modelling

Figure 2.3: Overview of the models used for wind resource studies and their associated time
and horizontal scales (Sanz Rodrigo et al., 2017). The red shading intensity indicates the
computational costs.

The first category is used by meteorologists to primarily characterize the weather
over several hours to several days. Those models are commonly based on fully com-
pressible dynamic equations and include parametrizations for the small-scale physical
processes (smaller than the grid scale of the model), such as the cloud, solar and ther-
mal radiation, boundary-layer turbulence, land surface, and so forth. A popular code
used in wind industry is the WRF model (Weather-Research-Forecast, Skamarock et al.,
2008) developed by the National Center for Atmospheric Research. Supported by the
advances in computational capabilities, mesoscale models are more and more operated
at finer grid (few hundred meters) and can be therefore used for wind resource as-
sessment or power production assessment by parametrizing the turbine (Fitch et al.,
2012). Most of the existing studies have been however performed for offshore studies or
relative gentle onshore sites. When applied to complex terrains, those models need a
higher resolution to follow the terrains which present moderate and steep slopes. This
approach is not satisfactory as numerical errors or noise are appearing (Zängl et al.,
2004; Flores-Maradiaga et al., 2019).

The second category consists of microscale models, commonly named computational
fluid dynamics (CFD) models. They are enable to solve the flow at finer temporal and
spatial resolution. If fine enough, even the interaction of the ABL with wind turbine
blades can be modelled. While many models exist, two approaches are dominating
the wind energy industry and research: the Reynolds Averaged Navier Stokes (RANS)
and Large Eddy Simulation (LES) models. The governing equations are the continuity
and the momentum equations, also called Navier-Stokes equations. The instantaneous
three dimensional Navier-Stokes equations, when applied to a portion of compressible
Newtonian fluid, in a Cartesian coordinate system read:
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2.4. Atmospheric modelling

∂
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where ui(i = 1, 2, 3) are the velocity components in a Cartesian framework (x, y, z ), ρ
and µ are the fluid density and dynamic viscosity, p is the fluid pressure, t represents
time and Fi are the external forces. These can include Coriolis effect, forest drag, etc.
When the temperature is considered, the convection-diffusion equation for the temper-
ature is:

∂

∂t
(ρT ) +

∂

∂xj
(ρujT ) =

∂

∂xj

[
λ

cp

(
∂T

∂xj

)]
+ ρFT (2.3)

T is the temperature, cp the specific heat capacity, λ the thermal conductivity and FT

the heat source-terms. These can be produced by solar radiation or from ground heat
fluxes for example.
RANS models are based on an ensemble-averaged equations where the flow is sepa-
rated into an instantaneous flow u and a mean flow U . The mean flow is solved while
all other scales are modelled, that is approximated. In the LES approach, a spatial
filtering approach is used. A low-pass filter ∆ is applied and only eddies, smaller than
∆, also called subgrid-scales SGS (Smagorinski, 1963), are modelled. The large ed-
dies, determined by low-pass filter size ∆, are directly resolved. It means that only
processes which have a length scale bigger than filter size ∆ are resolved. Ideally, the
grid resolution should be much smaller than the turbulent length scale to have most
of the turbulent energy cascade. This is however not possible near the ground as the
eddies are getting very small and thus a huge amount of cells is needed in these re-
gions. LES models are known to be generally more accurate than the RANS models as
they resolves the large scale dynamics and provide more turbulence information. On
the other hand, LES models are not a tool for daily activities in wind industry due to
the higher computational resources. The accuracy obtained by a RANS model, when
used following the guidelines, is sufficient for several research and engineering problems
(Blocken, 2018). A detailed overview of the different approaches for modelling can be
found in the books of Versteeg and Malalasekera (2007) and Pope (2000).

For WRA studies, the microscale models are usually used by prescribing a station-
ary profile at the inlet. Additionally, to consider the different wind conditions occurring
at the potential site, the simulations are repeated by setting several inlets (boundary
conditions) for each wind direction. This method has been intensively practised in the
wind industry but shows limitations in locations with steep terrains and where impor-
tant mesoscale flow patterns are presents. Dynamic processes of the atmosphere like
atmospheric stability, low-level jets, land-sea breeze can not be described by these ide-
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2.4. Atmospheric modelling

alized profiles and need information from mesoscale models. Only weather models can
reproduce real local atmospheric conditions and provide the diurnal information.
Using those information from a weather model to feed a microscale model is referred
in the literature as meso-microscale coupling (Castro et al., 2015; Duran et al., 2020;
Montelpare et al., 2019). Coupling both models through the lateral boundary condi-
tions is the most common approach. In this method, the variables from the mesoscale
model are interpolated onto the lateral boundaries of the nested microscale model.
Meso-microscale coupling has been found to improve results, in comparison to use of
microscale models alone, for urban flow and pollutant dispersion studies (Tewari et al.,
2010; Kwak et al., 2015), wind power forecasting (Duraisamy et al., 2014), and more.
However, grey zones appears when applying the meso-microscale downscaling. One of
the problem encountered with this method is the horizontal grid resolution at which the
transition from mesoscale to microscale modeling is operated. In mesoscale models, the
grid length is larger than the turbulent eddies L as illustrated in Figure 2.4 a from Chow
et al. (2019). The turbulent eddies are filtered out and parametrized by the models.
In the microscale modelling, the grid resolution ∆ is smaller than the dominant length
scales and most of the turbulence, in the LES case for example, are resolved (see Fig-
ure 2.4 b). At some point, the meso-microscale transition fails under the range of scales
where the ratio of the energy-containing eddies L are comparable to the spatial filter
size ∆, as illustrated in Figure 2.4 c. In this situation, traditional assumptions made
in the mesoscale and microscale modelling are violated. Neither a mesoscale model nor
a microscale model is designed to model within this range, also called terra incognita
(Wyngaard, 2004). The terra incognita depends on the atmospheric conditions and thus
subject to a diurnal and spatial variation. The understanding of the scales involved in
this range is important for the wind industry as it can reaches scales that drive wind
turbines, specially in a SBL. To better simulate in the terra incognita, research on the
development of new turbulence closure (Wyngaard, 2004; Kitamura, 2016) or a new
formulation for the parametrization of the convection (Chow et al., 2019) is ongoing.
An alternative way to avoid the challenges created by this transition is to skip over the
terra incognita by using high nesting ratio (Chow et al., 2019).
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Figure 2.4: Eddies of 1 km and the associated grid resolution for a mesoscale model (a), a
LES-based microscale model (b) and in the terra incognita (c). Figure from Chow et al. (2019)

.

Regardless of the chosen modelling approach, the simulation outcome can be very
sensitive to a broad range of parameters, mainly chosen by the user. Each model is based
on formulations which include a lot of assumptions to simplify the problem. Identifying
first-order physics, i.e the most significant ones, can help considerably to improve the
model outcomes. For wind energy applications, CFD models did not usually include
thermal effect as the weather models. This aspect is progressively more integrated even
in the commercial code as the atmospheric stability have been recognized of importance
in the wind industry. When considering big turbines, other processes such as Coriolis
forces can interact with the turbines. The humidity has also been recognized to impact
the performance of a wind turbine, mainly in offshore sites. Another important param-
eter for numerical studies in complex terrain is the ground representation. Ideally, a
high-resolved terrain and its land cover representation should be used for the compu-
tational domain generation. Lange et al. (2017) found that using a sharper edge of the
escarpment of the Bolund peninsula leads to an increase of the turbulence level by a
factor of five and a reduction of the annual energy production by 50 %.

Computer models, whatever the chosen approach, and on-site measurements each
have their benefits and limitations. One of the main constraints for model development
is the lack of on-site measurements for the model validation. Awareness of this issue has
led countries and institutions to fund several field projects over the last years. Examples
are the Wind Forecast Improvement Project (WFIP2) in the U.S (Shaw et al., 2019),
the Perdigao field experiment in Portugal (Fernando et al., 2019), the Alaiz Experiment
in Spain (Santos et al., 2020) or the WINSENT (zum Berge et al., 2021; El Bahlouli
et al., 2019) and Kassel (Klaas et al., 2015) experiments in Germany. All the numerical
work presented in this thesis uses on-site measurements to measure the accuracy of the
model.
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2.5 Objectives and outline of this work

The major aim of this thesis is to study the flow over complex sites and identify physical
parameters and methods that can improve the wind flow prediction for wind assessment
studies. Motivated by using a modelling framework which delivers quick results and is
able to catch the interaction between the boundary layer and the ground thanks to a
vertical mesh refinement, all the modelling work in this thesis is assessed using RANS
models in combination with a k − ε model (Launder and Spalding, 1974). This can
hardly be done with a LES due to the huge amount of cells needed near the surface. Not
motivated by resolving the high temporal resolution of the eddies, the RANS approach
is hence the suitable model. The surface roughness (forest, urban, farmland, etc.), the
terrain (flat, hilly, etc.), the Coriolis force, the flow stratification and the humidity are
aspects that have been implemented in this thesis in order to simulate the wind flow in
complex terrains.

The work presented in this thesis is mainly based on three journal publications and
the main outcomes are presented in chapter 3 as follow:

� The first publication presents the wind flow in an urban environment. The site
includes a forested region and to mimic the wind flow behaviour at such areas,
canopy models are applied and assessed using conventional wind sensors, that are
sonic anemometers.

� The second and third publications present a wind flow study in a complex terrain
in the Swabian Alb in Southern Germany. As for the first study, canopy mod-
els are used. To adapt the model for ABL flows, the thermal stratification, the
Coriolis and humidity effect are included and the standard k − ε model has been
modified to account the turbulence generation and destruction due to buoyancy.
Improved predictions of the flow at the site are also done by coupling our model
with numerical weather predictions models. The coupling is performed through
the lateral boundary conditions using a one-way approach, in which the flow infor-
mation of the microscale model is provided by the coarse model (weather model).
Since we deal with non-stationary flows, the time-derivative in equations 2.1, 2.2
and 2.3 are retained and the unsteady RANS (referred to URANS) approach is
kept. The work includes validation with tower and UAS measurements.

In the last chapter, the conclusion of this work, along with open questions and
perspectives are presented.
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Results

The results presented in this chapter are based on the outcomes from the articles at-
tached to this thesis (see appendices A.1 to A.3).

3.1 Publication 1: The wind flow in an urban envi-

ronment

Harvesting wind energy from urban areas is more challenging than in rural areas as the
wind speed is generally weaker, the wind direction gets rapidly deflected by buildings
and the turbulence is higher. An urban wind study should ideally combine experimental
(on-site) and numerical methods. Direct measurements of wind speed over a long period
of time are not common and expensive as it would requires too many stations with high
resolution data. That is why most of the studies are conducted using analytical methods
(Drew et al., 2013; Millward-Hopkins et al., 2013; Popovac, 2012), wind tunnels (Al-
Quraan et al., 2016; Tominaga et al., 2004) or/and only CFD models (Ricci et al.,
2017; Toja-Silva et al., 2018). In the present study, the wind flow over an university
campus site is investigated using long term measurements (2 years) combined with a
CFD model. The chosen site, called Morgenstelle, offers the highest wind speed among
the university buildings as it is located on the top of a hill. The majority of the buildings
have a rectangular shape orientated against the prevailing wind in the area, which is
240°. Three of the buildings are approximately 50 m height.

The experimental set up consists of six stations installed at different locations on
the campus as shown in Figure 3.1. Most of the stations are located on the top of the
buildings, except for two stations. The station 5 ‘garden’ is located on the leeward side
of the highest building and the station 3 ‘balcony’ is mounted on a horizontal boom
mast at a building corner. Effects such as acceleration, separation, channel or dead
zone, in case of a south-west wind, should be recorded by these two stations. The
stations consist of ultrasonic anemometers with data acquisition systems recording the
velocity components and temperature at 20 Hz. A large amount of data, around 300 MB
per day, is generated and a database management system based in SQL language was
necessary to access and retrieve required data.

The simulations are performed with the open source code C++ OpenFOAM (Weller
et al., 1998) using a RANS approach. The computational domain is build according
to the COST 732 Action recommendations (Franke et al., 2011). Considering these
guidelines, the computational domain size in the vertical, lateral and flow directions is
350 x 750 x 1250 m3. A volume mesh containing approximately 8 million cells with a
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3.1. Publication 1: The wind flow in an urban environment

Figure 3.1: The Morgenstelle site and the station network shown with the red dots.

resolution of 1.5 m near the area of interest is generated using SnappyHexMesh, the
native OpenFOAM mesh generator. The ground is assumed to be flat as no terrain
data was available at that time. The simpleFoam solver, a steady state incompressible
solver, is used with a k − ε model for the turbulence closure. A Dirichtlet condition
is applied at the inlet for the velocity and turbulent quantities k and ε. The log-law
profile from the OpenFOAM libraries (Richards and Hoxey, 1993) with a reference wind
speed of 5 m s−1 at 10 m height is used. The standard OpenFOAM wall function with
an homogeneous roughness length of 0.03 m is applied to the ground. A slip boundary
condition is used at the sides and top of the domain.
The inflow region, west to the campus, has a gentle valley covered with forest. To
reproduce the effect of the forest on the flow, a canopy model based on the work of
Shaw and Schumann (1992) is used. In their approach, the forest is considered as a
porous media added to the momentum equation:

Fh = −CdLAD(z)|U |ui (3.1)

where Cd is the drag coefficient, |U | the velocity magnitude, ui the velocity component
in i direction and LAD is the local leaf area density. The foliage structure of the trees
is often discretized in horizontal layers and by integrating vertically the LAD over the
total tree height H, the leaf area index LAI is obtained as follow:

LAI =

∫ H

0
LAD(z)dz (3.2)
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Figure 3.2: Vertical distribution of the leaf area density

In our study, the site is mainly covered by a mixed forest with coniferous and mixed
trees. A drag coefficient Cd of 0.15 (Cescatti and Marcolla, 2004) is used and the forest
is considered with a uniform height of 22 m and a LAI of 5 as shown in Figure 3.2. The
simulations are conducted by setting only a roughness length in a first step. Secondly,
the canopy model described by equations 3.1 and 3.2 is applied to the forested areas.
Figure 3.3 shows the simulation results in terms of wind speed at 2 and 50 m height.
The inclusion of a canopy model decreases strongly the wind speed at pedestrian-level.
Before reaching the buildings, the wind speeds near the ground are lower than 1 m s−1

with the use of a canopy model, while the case without forest leads to values around
3 m s−1. The canopy model reduces the wind speed between the buildings but also
deviates the wind direction in some areas. This can be seen at the front at the highest
building (station 4), where the size of the vortex is bigger compared to the case without
canopy. The forest effect decreases with increasing altitude but still some differences
on the building wakes are visible at 50 m.

The station 4 mounted on building ‘A’ is considered as reference point for our model
comparison. Station 4 is not affected by other buildings in case of south-west wind.
The simulation results, obtained with the log-law profile at the inlet, give at station 4 a
velocity of 5.4 m s−1 with a wind direction of 240°. For the model verification, we pick
out in our SQL database the 30-min means which agree with our simulation results at
position 4 and thus fulfilling both conditions:

� The wind speed is 5.4 ± 0.1 m s−1

� The wind direction is 240 ± 10°

28 data sets were found, which fullfill both conditions at station 4. The measured
and simulated wind speed at the other stations are shown in the scatter plots in Figure
3.4. The scatter plot using only a roughness length on the ground (Figure 3.4a) shows a
clear overestimation of the simulated wind speed over the experimental measurements.
A consistent spread of approximately 2 m s−1 across the experimental values is observed.
An interesting outcome are the values from station 5 (‘garden’) and station 3 (‘balcony’).
They both show a better fit in comparison to the other stations. This can be easily
explained by their locations on the campus. Station 5 is located behind a building,
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while station 3 is right at the corner of a building and thus those stations are rather
affected by the buildings regardless of the incoming wind-field. The simulations results
using a canopy model are presented in Figure 3.4b. For all locations a reduction on
the simulated velocities is observed. The station 1 (‘heating plant’) is still showing
an overestimated velocity. This station is located only 30 m away from the forested
valley and thus very sensitive to the canopy model. A good agreement is generally
achieved between the simulated and measured wind speed by using a simple canopy
model. Further improvement may have been achieved by considering the real local tree
height of the forest in combination with the real leaf density.

Figure 3.3: Contour of simulated wind speed at 2 and 50 m without (left) and with (right) a
canopy model. The green dots denote station locations.
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(a)

(b)
Figure 3.4: Scatter plot of measured wind speed against simulated wind speed without (a) and
with (b) canopy model.
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3.2 Publications 2 & 3: The wind flow in a rural

area of complex topography

In the present section, the wind flow over a complex terrain in the Swabian Alb in
Southern Germany is investigated. The chosen site at the Stöttener Jura near Geislingen
an der Steige is characterized by a sloping escarpment up to 200 m of around 30° from
the Northwest and a more gradual slope of 15° further West (see Figure 3.5). With
winds blowing predominantly from the west, a speed-up at, or downstream, of the
escarpment is expected and thus ideal for the placement of wind turbines. Within
the framework of the WINSENT (Wind Science and Engineering Test Site in Complex
Terrain) project, two wind turbines of around 750 kW nominal output are to be set
next to the escarpment. The first phase of the WINSENT project aims at characterizing
the local wind flow without any wind turbine. To achieve this objective, a numerical
model together with the multi-purpose airborne sensor carrier (MASC) operated by
the Environmental Physics group at the University of Tübingen, Germany (Wildmann
et al., 2017; Rautenberg et al., 2019; Mauz et al., 2019) and tower measurements are
used. The results presented in this section are part of a larger research effort from the
WINSENT project.

Figure 3.5: Orography with the blue box marking the test-site (Gauß-Krüger coordinates).

3.2.1 Model set up

To simulate the ABL flow in this complex terrain, the OpenFOAM solver is used as
for the urban site. The model equations, written relative to a hydrostatic state, are
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modified and extended to adapt to atmospheric conditions. The model should be able
to provide results for all the encountered atmospheric stability states. That is why, a
transport equation for potential temperature is added (El Bahlouli et al., 2019, 2020).
To account for buoyancy, the Boussinesq approximation, which assumes the variations
in density are only in the gravitational acceleration term, is considered. The governing
equations for mass, momentum and potential temperature in a Cartesian coordinate
system are written as:

∂

∂t
ρh +

∂

∂xj
(ρhuj) = 0 (3.3)

∂

∂t
(ρhui) +

∂

∂xj
(ρhuiuj) = −

∂p∗

∂xi
+

∂

∂xj

[
(µ+ µt)

(
∂ui
∂xj

+
∂uj
∂xi

)
− 2

3
kρhδij

]

− ρhgi
θ − θh
θh

+ FCi + FDi

(3.4)

∂

∂t
(ρhθ) +

∂

∂xi
(ρhuiθ) =

∂

∂xi

[
(µ+

µt
σh

)

(
∂θ

∂xi

)]
(3.5)

here, ui(i = 1, 2, 3) are the velocity components in a Cartesian framework (x,y,z, where
z is aligned with gravity), p∗ and θ are the pressure perturbation from the hydrostatic
reference state and potential temperature, µ and µt are the dynamic molecular and tur-
bulent eddy viscosities, gi is the gravitational acceleration term, and σh is the turbulent
Prandtl number. FCi is the Coriolis force. The importance of the forest has been in
the previous section illustrated. Here again, vegetation effects are included in the drag
force FDi. The hydrostatic fluid density ρh is defined in a hydrostatic reference state
(subscript 0) as a function of the hydrostatic pressure ph and the temperature Th as:

ρh =
ph
RdTh

(3.6)

Th = T0

√
1− 2Agz

RdT
2
0

(3.7)

ph = p0 exp

(−T0
A

(
1−

√
1− 2Agz

RdT
2
0

))
(3.8)

where p0 is the constant reference pressure set to 1000 hPa, T0 is the reference temper-
ature equal to 288.5 K, A = 42 K and Rd = 287.05 J kg−1 K−1 (Doms and Baldauf,
2018; Dudhia, 1993).
A turbulence closure using the k − ε model is chosen. The model has been adapted
to ABL by implementing the mixing length model following the approach of Apsley
and Castro (1997). This model includes also a source/sink term to account for the
production/destruction of turbulence by buoyancy forces:
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∂

∂t
(ρhk) +

∂

∂xi
(ρhuik) =

∂

∂xi

[
(µ+

µt
σk

)

(
∂k

∂xi

)]
+ P +G+ FDki − ρhε (3.9)

∂

∂t
(ρhε) +
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∂xi
(ρhuiε) =

∂

∂xi
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µt
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)

(
∂ε

∂xi

)]
+ C∗

ε1(P +G) + FDεi − Cε2
ε2

k
(3.10)

where P is the production rate of turbulent kinetic energy due to shear and G the
production/destruction of turbulence by buoyancy forces defined as:

P = µt

(
∂ui
∂xj

+
∂uj
∂xi

)
∂ui
∂xj
− 2

3
ρh
∂uk
∂xk

δij (3.11)

G =
−g
T

µt
σh

∂θ

∂xi
(3.12)

FDki and FDεi are the forest-related source terms. The standard k−ε model coefficients
σk, σε, C

∗
ε1, Cε2 have been modified to adapt atmospheric flows as proposed by Detering

and Etling (1985). The time derivative ∂
∂t

is maintained in all equations to capture
time-dependant structure of the atmosphere. Before solving the equations, an initial
or boundary conditions need to be prescribed. The required variables are provided
by a mesoscale model and feed into our model through the lateral boundaries using a
one-way approach (mesoscale to microscale only).

3.2.2 Coupling with a low resolution weather model

In a first step, the coupling is done using data from the COSMO-DE (COnsortium for
Small-scale MOdelling) weather model developed by a consortium lead by the German
Weather Service (Doms and Baldauf, 2018). The model data has a horizontal grid
spacing of 2.8 km and uses 20 vertical levels in the lower 3 km. An hourly output from
the COSMO model is provided by the DWD. The wind components, pressure, air and
surface temperature are selected as boundary conditions for the CFD model. For the
coupling, data from 27 March 2015 15:00 UTC are selected to match the experimental
measurements. A two nesting step is used: the COSMO-DE data are used at the lateral
boundaries for our first domain of 20 x 20 x 20 km3, which has a coarse horizontal and
vertical resolution of 25 m and 2.6 m near the ground, respectively. Results from the
first domain are then used to provide the boundary data to a nested domain of 5 x 5
x 5 km3 centred on the test site with a finer resolution of around 7 m horizontally and
1.6 m vertically for the bottom cell (see Figure 3.6). The digitized landscape model
from the Baden-Württemberg Authorities for Spatial Information is used to prescribe
the land cover on the surface. In our study, three types of land cover are defined:
ground, urban and forest. An aerodynamic roughness length of 0.50 m and 0.02 m is
assigned to the urban and the ground classes, respectively. Additionally, a design of
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experiment DoE (El Bahlouli et al., 2019) and a sensitivity study to the LAI and the
forest height is done, see Table 3.1 for sensitivity values.

Figure 3.6: Modeling domains: parent (left) and nested (right). The color indicates the dif-
ferent land uses applied in the simulation: red for urban, grey for ground and green for forest.

Table 3.1: Parameter values for the sensitivity analysis

Run LAI Forest height H (m)

Run 1 (no canopy) 0 0
Run 2 2 20
Run 3 2 25
Run 4 5 20
Run 5 5 25

UAS data from the MASC are used for the model validation. A measurement
campaign was carried out on 27 March 2015 between 13:00 and 16:00 UTC. The MASC
is measuring the temperature and velocity fluctuations over the escarpment by following
a vertical grid of racetracks with legs of approximately 1 km going back and forth, in
and against the flow direction (see Figure 3.7). Flight measurements start at the height
of 75 m above the ground level (AGL) up to 200 m. For the data processing, the UAS
measurements are averaged over subsections of 20 m in length along each leg.

For a better understanding of the flow structure over the escarpment, results from
the nested domain at different altitudes are shown in Figure 3.8. The case with a leaf
area index of 2 and a forest height of 20 m is selected (run 2 from Table 3.1). The
black line corresponds to the position of the leg performed by the MASC at the same
altitude. Strong velocity gradients are visible, with a high speed-up zone appearing
over the escarpment, where the flight is conducted. This is very noticeable on the lower
levels, with stripe patterns appearing at the escarpment and extending far downstream.
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Figure 3.7: The flight patterns performed on 27 March 2015. The colours along the legs
indicate the measured horizontal wind speed. The vertical lines marks the positions for the
evaluation related to Figures 3.11 and 3.12.

(a) (b)

(c) (d)

Figure 3.8: Velocity contour plots at 75 m (a), 125 m (b), 175 m (c) and 275 m (d) AGL on
27 March 2015. The black lines denote to the UAS flight path.
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Results from the simulated and measured horizontal wind speed along the performed
flight path for different altitudes are presented in Figure 3.9. The wind speed results
show a horizontal profile getting flat with increasing altitude. This can be explained by
a flow becoming more homogeneous with increasing altitude as the terrain effects are
getting smaller, confirmed by the contour plots from Figure 3.8. At 75 m, a maximum is
recorded by the MASC at a distance of 500 m, as the simulation does. The wind speed
increases from 9 m s−1 to about 10.5 m s−1, that being an increase of 17 %. The position
of this maximum is shifted to the east with increasing altitude, most likely resulting
from the stripe patterns. At higher levels, the model overpredicts the measured wind
speed by about 2 m s−1.

Figure 3.9: Horizontal velocity at 75, 125, 175 and 275 m AGL. The dots are the UAS mea-
surements with the error bars, corresponding to one standard deviation. The lines correspond
to the simulations results and the colours represent the different values of LAI and forest
height used.

Although wind speed is the dominant characteristic for wind resource studies, other
variables such as inclination angles (of the flow) need to be well characterised. In-
clination angles are important for turbine siting as they have to be certified by the
standards (IEC 61400-1 for example), where inflow angles are required to be within
± 8◦ to ensure that the turbines will withstand the loads over their lifetime. The
modelled and measured inclination angles shown in Figure 3.10 are in good agreement.
The inclination angles are getting smaller with altitudes as the wind is less deflected
by the orography. At 275 m, values near zero can be seen, indicating a flow that is
horizontal. Positive inclination angles are visible in the first two-thirds of the flight
path, with values reaching 10° at 75 m. This is due to the escarpment slope which
creates updrafts in this area.
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Results with different forest heights and foliage density LAI, as described in Table
3.1, are also included in Figure 3.9 and 3.10. It shows that the foliage density (blue
vs. red line) has a minimal impact on the horizontal wind speed and inclination angle.
Only the forest height (straight vs. dashed line) plays a role. This is reflected in the
wind speed plots, where a forest height of 25 m always results in a positive velocity
bias, except at 75 m.

Figure 3.10: Inclination angles at 75, 125, 175 and 275 m AGL. See also Figure 3.9.

In Figure 3.11 and 3.12, simulated and measured horizontal wind speed and tur-
bulent kinetic energy at three positions along the flight path are displayed. The first
position P1 is located a few meters upstream the forest, the second one in the forested
escarpment and the last position is located about 300 m downstream the escarpment
(see Figure 3.7). As previously noted, the model overpredicts the wind speed at high
altitudes. Figure 3.11 shows that the flow is decelerated before reaching the forest. A
few meters further, at position 2, the profiles shows an inflexion point in the first meters
above the ground due to the explicit modelling of the forest. This trend is not visible
for the case without forest (orange line). Observed profiles further downstream of the
escarpment, at position 3, indicate that the wind flow is still affected by the forested
escarpment up to 300 m. The strong wind speed shear observed in the profiles indicates
a high level of turbulence.
The turbulent kinetic energy profiles shown in Figure 3.12, reveals high values in the re-
gions of strong vertical wind shear. At position 2, the maximum simulated value occurs
between 20 and 25 m AGL, depending on the forest height. This corresponds to the
top of the forest where a large portion of the turbulence is produced due to high shear
stress. Downstream of the escarpment, at position 3, the maximum of the turbulent
kinetic energy is carried to upper heights at around 50 m AGL. The position of this
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maximum may be critical for the future wind turbines as it is located near the bottom of
the rotor plane. The explicit modelling of the forest impacts also the turbulent kinetic
energy values. At position 3, the values are increased by a factor of four by considering
a LAI of 5. The MASC records a high turbulent kinetic energy of 2.4m2 s−2 at 75 m and
shows a turbulence which decreases with increasing altitude, such as the model. The
position of the maximum value measured by the MASC can not be determined due to
lack of measurements under 75 m.

Figure 3.11: Vertical profiles of the horizontal wind speed at position 1, 2 and 3. See Figure
3.7 for the positioning.

Figure 3.12: Vertical profiles of the turbulent kinetic energy at position 1, 2 and 3. See also
Figure 3.11.
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3.2.3 Coupling with a high resolution weather model

When considering diurnal variation of the ABL, the previous approach can not be
applied. Transient simulations should be used to represent the time-varying vertical
structure of the ABL. Transient data from a weather model WRF, with a high reso-
lution, are used for this purpose. The mesoscale flow is simulated by the WINSENT
project partner KIT using five nested domains with increasingly resolution (Leukauf
et al., 2019). The innermost nest, which delivers data to our model, has a horizontal
grid resolution of 150 m and a first vertical grid point at 15 m. Velocity components,
temperature and the ground heat fluxes are provided at 1 minute intervals. A compu-
tational domain of 10 × 10 × 2.5 km3, centred at the test site is built for the CFD
simulations. The bottom cells are 1.8 m high with a horizontal grid spacing of 10 m.
No further nested domain is built as the resolution is considered fine enough. In this
study, the forest is assumed to be 20 m height for the canopy model. Model validation is
done by comparing the simulated fields with measurements from a meteorological tower
and the MASC. A meteorological tower equipped with cup anemometers, hygrothermo-
graphs, barometers and wind vanes sampling at 20 Hz has been installed about 60 m
west to the escarpment. An eddy-covariance (EC) station installed about 50 m west
to the tower is providing near ground information. Two measurement campaigns with
the MASC took place on 21 and 22 September 2018. Here again, the experimental
flight configuration consisted of a vertical grid of racetracks with legs going back and
forth (see Figure 3.13). The flights were conducted between 10:55 and 12:30 UTC and
between 12:55 and 14:17 UTC for the first and second day, respectively. The lowest and
highest flight levels were at 20 m and 200 m, respectively. This new flight experiment
suits the need to measure at lower altitudes, near the ground, especially where strong
vertical wind shears are to be expected.

Figure 3.13: (a) The flight patterns performed over the two days in September 2018. The
colors along the legs indicate the measured horizontal wind speed. The red triangle marks the
position of the tower and the white dots the future wind turbines. (b) View of the tower taken
from east-southeast. To the west the tower is a dense canopy. This picture shows that the
lowest anemometer (10 m) is directly downslope of the forest.
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3.2.3.1 Comparison with the Tower and EC Measurements

The measured and simulated 10-minutes averaged horizontal wind speed and wind
direction at the tower are shown in Figures 3.14 and 3.15. Results for the first day (21
September 2018) are shown in the left panel, while the right one presents results for the
second day (22 September 2018). A grey box corresponding to the times of the MASC
flights is added to the figures. The measured wind speed on 21 September ranges from
7 m s−1 to 11 m s−1 at 86 m. The second day is dominated by calmer wind conditions,
with wind speed values between 4 m s−1 to 7 m s−1. A good agreement is achieved
between the simulated and measured wind speed, except at 86 m for some specific
times such as 11:25 and 12:20 UTC on 21 September 2018. The wind direction at 86 m
shows a flow remaining consistent with winds blowing from the west. Wind directions
recorded at the EC station are however showing high variability on the second day and
may indicate a turbulent region with intermittent structures. Even the model shows,
at the EC position, a fluctuating wind direction. The flow near the ground is more
southerly orientated and suggest a directional veer.

(a) (b)
Figure 3.14: Time series of 10-min averages of horizontal wind speed at 86 m and 10 m AGL
on 21 (a) and 22 (b) September. The time series for the simulation (red) and the tower
observations (black) are shown. The grey box marks the time flight period.
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(a) (b)
Figure 3.15: Time series of 10-min averages of wind direction at 86 m and 2 m AGL on 21
(a) and 22 (b) September. See also Figure 3.14.

The horizontal turbulence intensity (TI), defined as the ratio of standard deviation
of horizontal wind speed to the mean wind speed, is shown in Figure 3.16. For both
days, the 10 min-averaged TI values at 10 m remain above 40 %. The sensor at 86 m
records values twice as small as the one at 10 m. This can be easily explained by
the position of the tower which is located about 60 m west to the escarpment. For a
westerly flow, as in the present study, the 10 m sensor is situated in the forest wake. A
good agreement between the simulated and measured TI is achieved at 86 m. However,
too small values for the TI are predicted at 10 m. The k−ε model is known to produce
low turbulence levels, specially close to the canopy region (Segalini et al., 2016), and
thus could be responsible for the underestimation.

3.2.3.2 Comparison with the UAS Measurements

For the validation of the model with the airborne observations, a real time strategy is
adopted. Probes are placed in the model at the same geographic coordinates where
the MASC is flying. For a direct comparison of the simulation results and the UAS
measurements, the probes are then selected in order to fit the flight time.
Figure 3.17 shows the measured and simulated horizontal wind speed along the per-
formed flight legs. The geometry of the ground (grey) and the position of the modelled
forest (green) have been added for visual purposes. For 21 September, results at 20, 50,
80 and 200 m AGL are shown, while altitudes of 20, 50, 70, 130 and 190 m AGL were
chosen for the second day. The scale for the velocity is purposely different for both days
in order to avoid flat profiles for 22 September. On both days, a similar flow structure
is visible: right after the escarpment, velocities increase due to the updrafts generated
by the orography. Figure 3.17 shows that the simulated wind speeds agree very well
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(a) (b)
Figure 3.16: Time series of 10-min averages of horizontal turbulence intensity at 86 m and
10 m AGL on 21 (a) and 22 (b) September. See also Figure 3.14.

with the observed values except at 200 m on 21 September, where an overprediction is
visible.

Inclination angles from the model and the airborne measurements are shown in Fig-
ure 3.18. Positive angles up to 15◦, numerically, and 20◦, experimentally, are observed
above and behind the escarpment. The flow is dominated by upward movements even at
upper levels. Inclination angles at 200 and 190 m are becoming for both days small but
still differs from 0°. It indicates that the forested escarpment influences the flow even
at the highest altitudes. On 21 September, negative modelled and measured inclination
angles are visible at the bottom of the escarpment, revealing a descending motion. It
means that the wind flow, before reaching the escarpment is already disturbed. Before
reaching the test site, a wind blowing from the west will passes over a small hill located
1.5 km west to the escarpment (see Figure 3.5) and a recirculation and thus negative
inclination angles can appear. This hypothesis is checked by plotting the simulated
vertical wind speeds in a cross-section. The values are averaged over the entire flight
periods for both days, i.e., 95 and 82 minutes. A large recirculation zone in the lee of
the hill is visible in Figure 3.19 and corroborates the hypothesis.
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(a) (b)
Figure 3.17: Horizontal velocity on 21 (a) and 22 (b) September at different altitudes along
the UAS’s flight path. The blue dots are the UAS measurements and the red dashed lines are
the simulation results. Error bars, corresponding to one standard deviation, are inserted for
the MASC measurements. The green block represents the modelled forest.
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(a) (b)
Figure 3.18: Inclination angles on 21 (a) and 22 (b) September at different altitudes along
the UAS’ flight path. See also Figure 3.17.
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Figure 3.19: Cross-section of simulated vertical wind speed averaged over the whole flight
duration on 21 (a) and 22 (b) September. The blue lines correspond to the legs plotted in
Figures 3.17 and 3.18 performed by the MASC.

Additionally the wind direction over the legs is shown in Figure 3.20. It shows
simulated wind direction values increasing with decreasing height, in agreement with
the observed values. On 21 September, a wind rotation up to 50◦ between 20 and
200 m is visible, indicating a directional backing. The same behaviour is observed on
the second day, with a wind turning by 20◦ between 20 and 50 m.
Error bars, corresponding to one standard deviation, were inserted for the airborne
observations in the Figures 3.17, 3.19 and 3.20. The standard deviation of the horizontal
wind speed is a measure of its variability and thus reflect the turbulence intensity. The
plots shows that the largest deviations occurs at heights near to the ground, specially
right after the escarpment. This can be explained by an increased turbulence near the
ground and in the forest wake, as already observed at the tower (Figure 3.16).
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(a) (b)
Figure 3.20: Wind direction on 21 (a) and 22 (b) September at different altitudes along
the UAS’ flight path. See also Figure 3.17.
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3.2.3.3 Stability considerations

The potential temperature evolution over the entire two days computed from the tower
is presented in Figure 3.21. The flight time periods are indicated by a grey area.
On 21 September, the tower recorded small vertical potential temperature gradients
(also known as potential temperature lapse rate ∆θ/∆z) during the flight campaign,
corresponding to near-neutral conditions. During the second measurement campaign,
a negative lapse rate (calculated from 2 and 96 m) of −1.8 K/100 m is measured and
indicates the occurrence of an unstable atmosphere. The potential temperature at
16:00 UTC on 21 September drops by about 10 K due to a passing cold front.

Figure 3.21: Time series of 10-min averages of potential temperature on 21 (a) and
22 (b) September. The grey box marks the time flight periods.

Vertical potential temperature differences profiles from the simulation and measure-
ments for three regions are shown in Figure 3.22. Differences and not absolute values are
shown since the potential temperatures were different for both days. The first position
is located above the escarpment, the second one is centred around the tower while the
last one represent the last third of the flight path. For both days, Figure 3.22 shows a
decreasing potential temperature up to 50 m on the first day and 100 m for the second
one. However, the lapse rate is stronger on 22 September. On that day, the tower
shows a potential temperature which is decreased by 1.5 K in the lowest 100 m, indi-
cating a superadiabatic layer. The airborne measurements shows a temperature which
decreases by 0.5 K between 20 and 50 m. Although the MASC and the tower use differ-
ent measurement technologies, associated to different spatial and temporal resolutions,
the agreement between both system is good. The model produces similar shape profile
for the potential temperature differences. Near the ground, the differences are however
underestimated and may be the result of a low vertical resolution near the ground but
also the surface heat fluxes from the mesoscale model, which are underestimated around
mid-day, i.e., during the measurement campaigns.
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Figure 3.22: Vertical profiles of potential temperature differences (potential temperature minus
its minimum value) from the MASC (blue dots), the tower (green dots) and the simulation
(red lines) over, behind and further downstream the escarpment on 21 (top) and 22 (bot-
tom) September.

Another usual measure of the local stratification, namely the bulk Richardson num-
ber, is investigated. The bulk Richardson number RiB (Stull, 1988), calculated from
the wind and temperature measurement at two levels, is defined as:

RiB =
g

Ta

(θu − θl)(zu − zl)
(Uu − Ul)2

(3.13)

where Ta is the average air temperature of the layer, θl and θu are the potential tem-
perature at the lower zl and upper zu level. U represents the horizontal wind speed and
g = 9.81 m s−2 is the gravitational acceleration. The critical bulk Richardson number
RiB,crit values are still under debate in the scientific community but typically, a value
of 0.25 for small ∆z can be find in the literature (Miles, 1961; Zoumakis and Kelessis,
1991). The production of turbulence ceases to occur when RiB,crit exceeds 0.25, while
for smaller values the flow is dynamically unstable and turbulence is likely to occur.
The diurnal pattern of the computed RiB, computed from the tower measurements at
45 and 100 m, over the two days is presented in Figure 3.23. The plots clearly show that,
during the flight time (grey box) a near neutral state on the first day is dominating,
while the atmosphere is in an unstable state on the second day. The bulk Richardson
number from the MASC and the model are computed using three levels: the lowest
flown altitude, a medium level and the highest leg. The distribution of the computed
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bulk Richardson number is shown in Figure 3.24. The computed RiB values using the
low and medium height show a drop right after the escarpment and evidence a critical
region dominated by shear instabilities. The negative RiB values on both days reveals
thermodynamic instabilities up to 300 m downstream of the escarpment. In accordance
with simulation results, the MASC RiB values computed from the mid and upper levels
are getting almost equal to zero on 21 September due to a large vertical wind shear.
This mechanical shear is also visible on the second day, with RiB values remaining
negative (unstable layer) but approaching zero. The atmospheric stratification on the
second day is not well represented near the ground, as already observed in the vertical
potential temperature differences from Figure 3.22.

Figure 3.23: Time series of 10-min averages of RiB between 45 and 100 m on 21 (a) and
22 (b) September. The grey box marks the time flight periods.

Figure 3.24: Bulk Richardson number computed from the UAS measurements on 21 (left) and
22 (right) September at different altitudes along the UAS’s flight path using 20 m horizontal
intervals. The green block represents the modelled forest.
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Discussion and outlook

This thesis presents the development of a numerical modelling framework for character-
izing the wind flow in complex terrains. Analysis of the flow phenomena at two complex
sites based on a RANS model are presented. Data from field campaigns are used for
the model validation.

The first study investigates the wind flow in a built-up environment, at the Morgen-
stelle campus site from the University of Tübingen, Germany. The site is characterized
by several rectangular shaped buildings orientated against the prevailing wind direction
in the area, that is 240°. West to the buildings a large forested area is present and lying
in the inflow region. To mimic the effect of the forest on the flow, a canopy model is
implemented in the numerical model together with a logarithmic wind profile for the
inflow condition. The simulation with and without forest are performed and compared
with an experiment setup consisting of six stations, equipped with ultrasonic anemome-
ters, and spread over the campus. Simulation results with a forest show a significant
improvement in terms of wind speed when compared to the non-forested case. Despite
the drastic simplification of the ground by assuming a flat terrain, the study shows
that the forest plays a dominant role. The large spread observed in the experimen-
tal data was no further analysed but it will be interesting to sort the wind data from
the network stations according to meteorological seasons or the stability, for instance.
Since then, the campus site raised interest, specially with the graduate program called
‘Windy Cities’ (http://windycities.de/) from the University of Stuttgart together with
the Hochschule of Esslingen and Stuttgart. This interdisciplinary graduate training
group aims at investigating the economic use of small wind turbines in urban areas.
Further ongoing work is in progress by including a vertical axis wind turbine in the
simulation (Zamre et al., 2020) or using real forest heights from Laser scan data for the
canopy model (von der Grün et al., 2020).

The second study focuses on a complex site located in the Swabian Alb in Southern
Germany. The site is characterized by a vegetated sloping escarpment up to 200 m.
Here again, a canopy model is used to represent the forested area. The orography is
known to influence local flows, that is why, a digital elevation model with a spatial
resolution of 5 m is used for the terrain representation. The land cover is simplified
by defining three categories (roughness length): forest, ground and city. The URANS
approach with a k − ε model for the turbulence closure is chosen. The model has been
modified to adapt boundary layer flows by including buoyancy, thermal effect for exam-
ple. An experimental campaign conducted on 27 March 2015 with the MASC serves for
the model validation. The CFD model is coupled to the COSMO-DE weather model.
Because of the low resolution of the COSMO-DE model, two nested domains were built
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for the CFD simulation. Despite the low resolution of the mesoscale model, the nesting
strategy is able to capture flow patterns such as updraft, wind deceleration or high tur-
bulent intensities at the site. Generally, a good agreement is found between the model
and the airborne measurement except for the highest level, where the model tends to
overestimate the wind speed. It was found that the inclusion of explicit canopy increases
the turbulent kinetic energy values by up to a factor of four. The MASC also records
high turbulence intensities at the lowest flight level, that is 75 m. The sensitivity study
to the height and the foliage of the forest shows that the forest height has a dominant
impact on the horizontal wind speed and inclination angles. The foliage is only affecting
the turbulent kinetic energy values. A denser forest (LAI value of 5) generates higher
levels of turbulence.
In a second step, the CFD model is coupled to a weather model (WRF) with higher
vertical and horizontal resolutions. The transient approach is tested by using time-
dependent boundary conditions deviated from the weather model and provided at
1 minute intervals. A transport equation for potential temperature is added to the
set of our equations. Two measurement campaigns performed by the MASC were con-
ducted adjacent to a 100 m meteorological tower. Numerical validation is performed
by ‘following’ the MASC coordinates during the flight campaign (around 90 minutes).
In this way, no time averaging is needed and changes related to the transient flow are
considered. This approach shows very good agreement between the simulation and
experimental results. All local features induced by the orography are captured. The
high horizontal turbulent intensities recorded by the tower at 10 m, due to the forest
wake, were not captured by the model. This issue should be further investigated, by
comparing with another turbulence and canopy model. The second day, dominated by
a more convective surface layer is not well simulated in terms of potential temperature.
A superadiabatic layer next to the ground is observed by the tower and the MASC. The
simulation tends to underestimate the potential temperature decrease near the ground.
It can be attributed to the surface heat fluxes provided by the WRF model and a lack
of grid resolution.
Future research should include a better description of the surface heat fluxes. Due to
the heterogeneous land cover in the test site region, it will be necessary to add more
EC stations to measure surface fluxes for validation. Using UAS for providing high
temporal and spatial resolution surface temperature or fluxes can also be considered.
Such experience has been done in the agriculture domain, where the thermal land sur-
face measurement from UAS, were used for energy balance models inputs (boundary).
Hoffmann et al. (2016) used a UAS to provide surface energy fluxes for their model
during cloudy and overcast weather conditions as an alternative to satellites. Satellite
thermal data can only be obtain in clear-sky conditions.
Another possibility to enhance the simulation results is the data assimilation in the
model. In a recent study, an improved prediction of wind speed and direction is
achieved by assimilating data collected by a UAS during the LAPSE-RATE Experi-
ment in a WRF model (Boer et al., 2020). Assimilating data from the tower can also
be explored.
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Experimental and Numerical Wind-Resource
Assessment of an University Campus Site

A. El Bahlouli and J. Bange

Abstract During a 3 year research project funded by the local government of Baden-
Württemberg, Germany, the potential of wind-energy production was studied at the
university campus of Tübingen, a town in the south-west of Germany. The 3D wind
field was studied both experimentally and numerically in order to identify optimal
locations for small wind turbine installation. Within the scope of this project, a full-
scale field experiment and RANS (Reynolds Averaged Navier-Stokes) models were
applied in order to yield a better understanding of the airflow around the buildings.
We validate our CFD predictions of the flow field with wind-speed measurements
using ultrasonic anemometers at several stations within the campus. The simulation
results (in direct comparison with the measured data) improved greatly when trees
were explicitly considered using a simple canopy model at the inflow boundary.
This study is intended to support and guide the next steps of the wind resources
assessment at similar sites. We gladly offer our site, instrumentation and (simulated
and measured) data to other groups that perform urban wind energy studies.

Keywords Wind flow · Urban environment · RANS · Anemometers

1 Introduction

Several international and national policies and grant programmes are encouraging
the use of renewable sources of energy, among which are small-scale wind-energy
technologies. Small wind turbines (SWT, less than 100 kW as defined by the World
Wind Energy Association WWEA) have shown a remarkable growth in use during
recent years mainly in China and the USA. In 2015, an increase of 14% compared
with the previous year has been registered for the small wind capacity installed
worldwide. This market is expected to reach a steady growth rate of 20% from 2015
to 2020 as reported by the WWEA in their ‘Small Wind World Report Summary’
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(www.wwindea.org). These small wind energy technologies were in the focus of a 3
year research project at the University of Tübingen, in the south-west of Germany, as
a pioneer study in sustainability and environmental management in the region. The
university and the university hospitals of Tübingen are using around 20% of their
electricity from renewable sources, at the time of writing. The aim is to increase
this share to 35% by 2020. A large and efficient photo-voltaic system is already in
service but no wind energy resources are there to complement them. Thus first aim
of the study was a detailed wind resource site assessment before locations could be
identified where wind-energy resources are possible.

Historically, wind energy technologies were built in open areas with favourable
wind conditions, the basic condition in order to harvest significant wind power. The
atmospheric boundary layer (ABL) behaves differently in urban environments com-
pared to the flow in open areas. The surface geometry in urban areas is significantly
more complex than for open spaces and has a critical influence on wind flow at the
micro-meteorological scale. Several studies have shown that urban areas have rela-
tively low average wind speeds [8, 18], but turbulence can be much stronger due to
the larger shear and strong local convection in the presence of obstacles and heated
concrete, causing extremewind events of relatively short duration (strong gusts). The
presence of buildings disturbs the wind flow by generating zones of wind accelera-
tion, channelling, blocking, re-circulation and increasing turbulence. Wind turbines
installed in urban areas should take the features of the urban ABL into account. Such
wind turbines will experience frequent wind changes, a large amount of turbulence,
gusts and a significant vertical wind component (in conflict with the usual design
of wind turbines). All this reduces the expected life time of the turbines, and can
increase the risk of breakdowns due to the large amount of fatigue load on the struc-
ture. It is therefore necessary to perform more measurements and a detailed wind
resource assessment in the potential site to optimise the placement of SWT.

In situmeasurements are the onlyway to characterise thewind flow at the potential
sites, adequately. Such measurements are a good way to quantify the wind resource
as it accounts for all environmental parameters and weather fluctuations. But these
measurements are often limited to a meteorological station installed at a single loca-
tion that is usually not be fully representative of the flow over the site. And such
measurements have to be performed over a long period to get reliable statistics [2].
All these constraints make in situ measurement in the urban environment relatively
limited. Thus many studies are conducted in wind tunnel experiments to measure
wind flows around building models in a stationary flow.

During the past two decades, many CFD (Computational Fluid Dynamics) meth-
ods have been applied in wind project studies. CFD tools offer considerable advan-
tages and provide detailed information of the flow in the whole calculation domain.
The use of numerical models for wind engineering application known as Computa-
tional Wind Engineering (CWE) increased significantly during the last decade [3]. It
is widely recognised that the availability of many physical and numerical parameters
in these methods, which can be freely chosen by the user, can lead to wrong assump-
tions or numerical errors. Typically, a user has to choose the approximation form
of the governing equations, the turbulence models, the discretisation schemes, the
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computational domain, etc. To overcome this problem, the wind-energy community
published several best practice guideline documents and recommendations on the
use of CWE, as in [4, 6, 17].

Since the power output from a wind turbine is proportional to the wind speed
cubed, accurate estimation of the campus wind speed is essential for accurate power
output estimates. In order to study the wind-energy resources at the university site, a
detailed wind resource site assessment was planned. Here, we like to present the first
step of the wind resources assessment study which include a CFD validation with
high-resolution wind data measured on-site.

After 3years, the project stopped since the funding expired. But we gladly offer
our site, instrumentation and (simulated and measured) data to other groups that
perform urban wind energy studies.

2 Methodology

2.1 The Campus Site Specification

The project focuses on one area, calledMorgenstelle, where the averagewind speed is
estimated to be the highest among the university buildings. The chosen investigation
site is located in outlying districts of the city, on top of a hill. The site has a mix of
shallow and high buildings with three of them approximately 50 m height. Previous
simulation using the meso-scale model METRAS PC [13] on a 500m × 500m grid
spacing, indicated the prevailing wind direction at the side is south-west, as shown in
Fig. 1. The majority of the buildings are oriented in a south-west direction, as well.
Upstream the site, i.e. the western part of the campus, is covered with a forest. This
area lies in a valley that influences the wind flow at Morgenstelle directly, in case of
west or south-west wind direction.

2.2 The Full Scale Experiment

A common technique to calculate the energy potential includes wind measurements
at least for one annual cycle. Thus, six stations consisting of three-dimensional ultra-
sonic anemometers (RM Young 81000) have been installed at the site since April,
2014. In order to measure the distortion of the flow due to building effects, different
kind of locations for the instruments were chosen, such as roofs, balconies or on the
ground (see Fig. 2).

The anemometers are mounted on 3 m masts (the maximum height autho-
rised), except for the balcony station which has a 1 m horizontal boom. Around
the anemometers, complementary equipment (e.g. power supply and data acquisi-
tion systems) were installed. Due to different conditions at the chosen measurement
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Fig. 1 Aerial view of the site and wind statistics from the METRAS-PC model. Sourcewww.udo.
lubw.baden-wuerttemberg.de

locations, at some stations data loggers (Campbell Scientific CR800) operating on
an external battery are used. For the remaining stations, grid powered systems driven
by amicrocomputer (Raspberry Pi) were developed and built. The anemometers pro-
vide the three wind components and the ‘sonic’ (close to virtual) temperature with
high temporal resolution (10Hz). Therefore, the stations generate a large amount of
data, around 300 MByte per day. Thus, a database management using a Structured
Query Language (SQL) became necessary.

2.3 The Simulation Set-Up

In the current study, the calculations are carried out only for the prevailing wind
direction of 240◦. The simulations are performed using the open source C++ code
OpenFOAM (openfoam.org). Here, a Reynolds Averaged Navier-Stokes (RANS)
approach is used to investigate the flow around and through the site. The compu-
tational geometry and domain are built in accordance with the best practice guide-
lines by [6, 17]. Considering these guidelines, the resulting computational domain
has dimensions of L × W × H = 750m × 1250m × 350m. The size of the entire
computational domain in the vertical, lateral and flow directions is not limited to the
region of interest but includes the surroundings (Fig. 3).



Experimental and Numerical Wind-Resource Assessment … 5

Fig. 2 Photographs of measurement station. 1: balcony, 2: garden, 3: canteen, 4: ‘A’ building, 5:
lecture hall and 6: heating plant

Fig. 3 The computational domain around the Morgenstelle (NWI site)



6 A. El Bahlouli and J. Bange

In the model, the ground has been simplified by assuming it to be flat. The com-
putational grid has been created with the SnappyHexMesh utility (the OpenFOAM
mesh generator) and contains approximately 8 millions cells with a resolution of
1.5m near the area of interest. The simulations were carried out with the k-ε model
of [9] and the simpleFoam solver, which is a steady state, incompressible solver. The
inlet uses Dirichlet conditions for the velocity U , the turbulent kinetic energy k and
the dissipation rate ε with a log-law velocity profile using the OpenFOAM libraries
as in [14] with a reference wind speed of 5 m/s at 10m height. Flow is considered to
be fully developed in the outlet, thus we apply a Neumann zero gradient condition
for all variables, except for pressure. For this last variable a Neumann zero gradient
condition is assumed. For the ground, a no-slip condition is set for the wind field and
zero gradient condition is used for the pressure. The wall shear stress is computed
by the standard OpenFOAM wall functions with a homogeneous roughness height
of 0.03 m. A slip condition is used for the sides (parallel to the flow direction) and
the top of the domain.

2.4 The Canopy Model

Figure1 shows that the site is located at the edge of a forest at the in-flow boundary
for westerly winds. Thus, it was necessary to include the effect of the forest on the
wind flow in our study. In many studies in urban area, details like trees are neglected
or implicitly considered in the roughness parameter. E.g. [12, 15] used an explicit
representation with a canopy model for reproducing the aerodynamic effects of the
trees in urban area. These studies showed that using the implicit approach leads to
small effects of trees in most of the urban domain simulated. Thus we decided to
consider the effect of the forest at the in-flow boundary using an explicit approach.
To include the impact of the forest on the spatial distribution of wind speed, we use
a canopy model based on the work of [10] where the vegetation is represented by
a leaf area density (LAD) profile. To consider the effects of the canopy of the flow,
the incompressibly filtered Navier-Stokes equations have been modified following
the ideas of [10]. This method adds an additional drag force Di in the xi direction
generated by the forest in the following way:

Di = −Cd LAD(z) V Ui (1)

where Cd is a constant drag coefficient, V is the mean wind speed, Ui the local
wind velocity in i direction, and LAD the leaf area density at height z. The drag
force Di is added in the momentum equation but also in the kinetic-energy equation
and the dissipation equation. The drag coefficient Cd is a parameter which links
the canopy architecture with its aerodynamic behaviour. In two mixed forests of the
Italian Alps, [5] investigated the drag coefficient experimentally and found mean
values around 0.09 ± 0.06 and 0.12 ± 0.06. Having a mixed forest in our site, we
decided to continue our study with a value of 0.15.
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Fig. 4 Vertical distribution
of leaf area density

The LAD (m2 leaf area per m3 canopy volume) is only a function of height in this
model and depends on species, developmental stage, leaf season, etc. This function
varies over height, since the leafs are not equally distributed along the trunk height.
The LAD is derived from the leaf area index LAI as follows:

LAI =
∫ H

z
LAD dz (2)

A LAI of 5 is chosen after a literature survey, e.g. [7, 11, 16]. Figure4 shows the
resulting leaf area density profile as a function of z/H, where H is the tree height of
about 22 m, in our study.

3 Results

3.1 Verification of the Numerical Simulation

Our approach to compare measurements with simulations is somewhat upside-down.
We first conducted a simulation and then identified periods in our database that agree
with the boundary conditions of the simulation. In order to compare the RANS
simulations with our measurement stations, we chose the station mounted on the
highest building near the inflow, named ‘A-building’, also shown in Fig. 5, as a first
reference. In case of south-west wind, this station is not in the wind shadow of any
other building. Also the instruments are located at the leading edge in the centre of
the roof. Thus, the wind direction at this station is assumed to be identical with the
inlet profile, which equals 240◦ due to our simulation settings. Knowing the other
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Fig. 5 Top: 3D perspective of Morgenstelle site, buildings are shown in grey, and idealised
smoothed topography is shown in brown, the station network is shown in red (color figure online)

station’s location, we can easily find the corresponding coordinates in our simulation
and extracted the simulated values of the mean wind speed to be expected at the
remaining stations.

The simulation gives a mean velocity of 5.40 m s−1 at the ‘A-building’ station. In
the SQL database, we look for 30 min periods fulfilling both following conditions at
the A-building station:

1. The mean wind speed is 5.40 ± 0.1 m s−1.
2. The wind direction is 240 ± 10◦.

Finally, 28 data sets were chosen in order to have various weather conditions (day
and night time, cold or warm days), and listed in Table1.

The scatter plot in Fig. 6 shows the simulated velocities without the application
of our canopy model (Sect. 2.4), matched by the 30min-average wind speed from
the stations. The spread in the experimental data (vertical axis) is in the order of
2 m s−1 and almost constant for all the stations. The plot shows that the experimental
data don’t match the simulation well. The stations 5 (garden) and 3 (balcony) are the
ones closer to the line of best fit. This can be explained by the fact that station 5 and
station 3 are located behind or in a corner of a building (Fig. 5). Thus the data shows
mainly the effect of the building regardless of the incoming wind field. Stations 1
(heating plant) and 2 (canteen) are the ones directly influenced by the inlet profile.
Here, measurements showmuch smaller wind speeds compared to the simulation. In
general, the simulation over-estimated the real wind speeds significantly, probably
due to the insufficient modelling of the incoming wind profile.

Our first simple approach of a flat terrain with a homogeneous roughness height
is not suited to the problem. Mainly because the site is surrounded by a significant
number of trees in the upstream area. We need to adjust the upstream area of the
campus by adding the canopy model (Sect. 2.4) as we expect that the forest has an
impact on the spatial distribution of wind speed.
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Table 1 Data sets used for comparison. Units for the wind speed are m s−1

Date time A-Building Canteen Heating
plant

Balcony Garden Lecture hall

03/05/15
12:00

5.43 2.09 1.81 4.29 2.10 –

03/05/15
20:30

5.42 1.50 1.22 3.75 1.51 –

06/05/15
20:30

5.42 1.99 2.23 4.57 1.43 1.87

06/05/15
16:00

5.42 2.13 1.67 3.31 1.83 2.73

06/07/15
01:30

5.43 1.48 1.77 3.76 1.27 2.09

06/07/15
03:30

5.39 1.47 1.80 3.83 1.03 2.01

07/07/15
20:00

5.41 1.01 1.61 3.39 0.82 1.61

07/07/15
04:30

5.34 0.70 1.22 3.13 1.04 1.75

08/07/15
03:30

5.43 1.66 2.24 1.12 4.09 2.02

08/07/15
12:30

5.43 2.36 2.06 1.45 4.38 2.43

15/11/15
20:00

5.44 2.04 1.25 3.57 2.21 2.08

15/11/15
22:00

5.42 1.52 0.89 3.55 2.02 0.97

17/11/15
02:30

5.43 1.13 1.43 3.31 1.09 1.24

17/11/15
04:00

5.45 1.84 1.85 4.29 1.77 1.12

25/12/15
10:00

5.41 1.59 1.32 2.91 1.01 1.88

25/12/15
20:30

5.41 1.37 1.19 3.72 1.03 0.98

29/12/15
05:00

5.36 1.78 1.2 1.46 1.31 1.93

29/12/15
09:00

5.33 2.11 1.11 3.34 0.76 3.34

04/01/16
06:00

5.44 1.47 1.43 3.81 1.28 1.23

04/01/16
18:30

5.42 1.32 1.18 3.09 1.75 1.80

(continued)
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Table 1 (continued)

Date time A-Building Canteen Heating
plant

Balcony Garden Lecture hall

05/01/16
14:30

5.44 1.53 1.29 3.12 1.28 1.94

05/01/16
19:30

5.42 1.42 1.23 3.36 1.30 1.14

05/02/16
09:00

5.44 1.54 1.44 3.70 1.58 1.85

05/02/16
15:30

5.48 1.75 1.77 3.97 1.81 2.20

06/02/16
08:00

5.40 2.41 1.41 4.74 1.11 1.96

06/02/16
14:00

5.44 1.56 1.28 2.92 1.36 1.47

10/02/16
03:00

5.45 1.75 1.69 4.13 1.68 2.24

10/02/16
05:30

5.45 1.95 1.85 4.07 1.83 1.92

Fig. 6 Scatter plot of
measured wind speed against
simulated wind speed
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Results of the simulation using the canopy model are shown in the Fig. 7. Now, all
the simulated wind velocities are decreased compared to the previous case, but meet
the experimental data much better. However, station 1 (heating plant) still shows a
significant difference between the experimental data and simulation result. It should
be noted that this station is located only 30m away from the forest and thus is very
sensitive to the forest representation in themodel, which is—so far in this study and in
contrast to reality—horizontally homogeneous. An even more detailed forest model
might give further improvements. However, the results illustrate the importance of
having a realistic inlet profile by considering, for example, the forest canopy.
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Fig. 7 Scatter plot of
measured wind speed against
simulated wind direction
with a canopy forest

0 1 2 3 4 5 6

0
1

2
3

4
5

6

U simulation (m/s)

U
 e

xp
er

im
en

ta
l (

m
/s

)

4−’A’ building
1− heating plant
2− canteen
6− lecture hall
3− balcony
5− garden

3.2 Accelerated Flow Around and Above the Buildings

The following 3D figures where obtained using the post-processing tool Paraview
[1] which helps to identify the areas where the velocity is increased (in comparison
to the inlet velocity) and to visualise the air flow, both in three dimensions. Figure8
shows the velocity streamlines. Air flow patterns around buildings is quite complex.
At the windward surface of the buildings, where the wind first impacts the buildings,
the wind stream splits above and around the sides of the buildings. The air flow
accelerates around the corners of the building causing a high speed region of the
corner and a weak wind region on the sides of the buildings.

Fig. 8 Velocity stream lines at Morgenstelle campus. Colours indicates wind speed close to zero
(blue) up to 6 m/s (red) (color figure online)
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Fig. 9 Velocity contour-plots at height of: (top) 2 m, (centre) 20 m and (bottom) 50 m
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Fig. 10 Model cells with a minimum velocity increase of 10%. Top: 3D view, and bottom: side
view

The velocity contour-plots at different heights (Fig. 9) illustrate this phenomena.
The wind speed is also increasing with altitude as expected (due to the logarithmic
wind profile at the inlet).

The blue area in Fig. 10 (top) represents the cells with a minimum horizontal wind
speed increase of 10%, which corresponds to a minimum of 5.5 m/s. This area is
located over the ‘A’-building and—due to its increased wind speed—is attractive for
wind-energy production. To reach this area, a mast of minimum 14m height with a
turbine on top would be necessary, as seen in Fig. 10 (bottom).
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4 Conclusion and Outlook

This paper reports the first step of the feasibility of wind power utilisation in a univer-
sity campus and find out how to model the wind flow in the built environment more
effectively. Two RANS simulations were performed for the flow over and through
the university buildings. Including a canopy model improved the simulation results
significantly, demonstrating the importance of having a realistic inlet profile. While
these simulations represent first results, they illustrate the potential for future inves-
tigations of canopy turbulence. And a more realistic ground model (and horizontally
heterogeneous inlet) would improve the results even more.

We planned tomeasure the incomingwind flowover the forest inmore detail using
a small unmanned aerial vehicle UAV [19, 20]. The research UAV MASC (Multi-
purpose Airborne Sensor Carrier) can resolve turbulence fluctuation of wind and
temperature up to 30Hz. Legs (straight and level flight sections) of approximately
1km total length can be flown over the forest at various altitudes. By comparing
turbulent statistics calculated over several legs at a given height, the average and
temporal trend of any spatially averaged variables can be computed for that height.
Therefore, new experimental data will be added for CFD validation.

The first step of this wind resource assessment helped us to identify important
parameters in our model which were validated with our long term measurements.
The next step will consist of identifying spots with higher wind speeds and low
magnitude of turbulence using CFD tools which can provide detailed information
of the flow in the whole calculation domain. After picking the best locations, the
optimal type of wind turbine will be chosen, and an estimation of the power output
can be given.

However, after 3 years the project funding ceased. During this period, six turbu-
lence stations were built and mounted, and a measurement data base including user
interface was designed. Also various CFD methods were tested and simulation runs
were performed on different computation clusters. It is understood that the presented
results are preliminary and that there is room for plenty of improvements and exten-
sions. Currently, the project is paused until we applied successfully for a new grant
or/and we found a new partner who wants to use the installations and the database
at the urban wind field research site Morgenstelle.

Acknowledgements The authors thank the Ministry of Science, Research and the Arts of the State
of Baden-Württemberg for funding this study, the Geographical Institute of the University of Tübin-
gen for providing terrain data, and the Technical Building Management (TBA) of the University
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bwGRiD Cluster at the University of Tübingen.
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Abstract: This investigation presents a modelling strategy for wind-energy studies in complex terrains
using computational fluid dynamics (CFD). A model, based on an unsteady Reynolds Averaged
Navier-Stokes (URANS) approach with a modified version of the standard k-ε model, is applied.
A validation study based on the Leipzig experiment shows the ability of the model to simulate
atmospheric boundary layer characteristics such as the Coriolis force and shallow boundary layer.
By combining the results of the model and a design of experiments (DoE) method, we could determine
the degree to which the slope, the leaf area index, and the forest height of an escarpment have an
effect on the horizontal velocity, the flow inclination angle, and the turbulent kinetic energy at critical
positions. The DoE study shows that the primary contributor at a turbine-relevant height is the slope
of the escarpment. In the second step, the method is extended to the WINSENT test site. The model
is compared with measurements from an unmanned aircraft system (UAS). We show the potential of
the methodology and the satisfactory results of our model in depicting some interesting flow features.
The results indicate that the wakes with high turbulence levels downstream of the escarpment are
likely to impact the rotor blade of future wind turbines.

Keywords: wind simulation; complex terrain; unsteady Reynolds averaged Navier-Stokes (URANS);
design of experiments (DoE); unmanned aircraft system (UAS)

1. Introduction

Wind power is currently one of the most promising renewable energy sources. The year 2017
was a record year for annual installations in Europe, with 16.8 GW of additional wind power capacity
installed. Wind energy remains the second largest form of power generation capacity in Europe, closely
approaching gas installations. In the EU, wind energy overtook nuclear energy in 2013, hydro in 2015,
and coal in 2016. In 2017, offshore installed wind power capacity represented 15.8 GW against 153
GW for onshore installations [1]. Onshore installations are mainly built on flat terrain, making them
easier to operate compared to those mounted on hilly terrain, where forecasts are more uncertain,
wear and tear is greater, and maintenance and construction costs are higher. However, wind energy
in mountainous regions has been making inroads in recent years and is of increasing interest to the
wind-energy community.

WindForS, a wind energy research cluster in Southern Germany, aims to answer the question of
how to optimize installations in complex terrains and extend their service life. In the framework of the

Energies 2019, 12, 1992; doi:10.3390/en12101992 www.mdpi.com/journal/energies
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project Wind Science and Engineering in Complex Terrain (WINSENT), a field-test site for research and
industry, located behind an escarpment in the Swabian Alps, near the town of Geislingen an der Steige
is setting up. The project working plan is divided into two stages: the first phase investigates the local
wind flow without wind turbines where different measurement equipment is used to characterize the
wind flow, such as towers equipped with anemometers, Lidar [2], eddy-covariance stations, and an
unmanned aircraft system (UAS) (see [3–5]). The second stage will include two wind turbines with a
nominal output of around 750 kW. The turbine-terrain interference will be studied in this second phase.

Characterizing the wind flow in complex terrain is more challenging compared to flat terrain. At
these locations, wind flows are more complex, and they are influenced by changes in topography such
as hills, escarpments, and roughness, leading to non-linear features such as high levels of turbulence,
wind shear, unsteadiness, etc. Analytical models, mainly developed in the 1970s and 1980s such as the
well-known Wind Atlas Analysis and Application Program (WAsP), are capable of predicting the mean
wind field only in simple geometries and are suitable only for attached flow (see [6–9] and others).
Modelling non-linear features of the flow became a feasible option with the help of computational fluid
dynamics (CFD) solvers which retain the nonlinearity of the Navier-Stokes equations and simulate
momentum, turbulence, and energy [10]. The commonly referenced field experiment of Bolund hill,
which consists of a steep hill, has been used for a blind comparison of models with different ranges
of fidelity (linearized and CFD models) as reported in [11]. One of the outcomes of this comparison
was that the linearized models were not able to predict the mean flow features such as the speed-up,
unlike the CFD models (see [12] for a complete review). In [13], the flow field over a large-scale model
of the same hill was investigated experimentally and showed that the mean wind, wind shear, and
turbulence level are extremely sensitive to the details of the terrain. Making the edge of the hill sharper
resulted in a reduction of the estimated annual energy production by at least 50% and an increase in
the turbulent level by a factor of five in the worst-case scenario. They concluded “the mean wind,
wind shear, and turbulence level are extremely sensitive to the exact details of the terrain”. This shows
that special attention should be paid not only to the model but also to the topography representation
in complex terrains by using high-resolution topographic data and information on land use, such as
the Corine land cover [14].

The use of large eddy simulation (LES) or detached eddy simulation (DES) in complex terrain has
increased in recent years. These models are superior to both steady and unsteady Reynolds averaged
Navier-Stokes (RANS) as they have the advantage of providing additional information on turbulent
structures and non-linear features of wind flow over complex terrain. However, the requirement of
high computational resources and the challenge of obtaining proper inflow boundary conditions limits
their usefulness for wind engineering studies where a fast solution is required [10]. In addition, for
wind-energy applications, the simulation often needs to be computed for different wind directions or
stability conditions. Due to these constraints, RANS/URANS models are still appropriate for use as
they provide a good balance between computational effort and model accuracy.

A common problem when using CFD models in a complex terrain is how to specify initial and
boundary conditions. A standard way to proceed is to impose a standard logarithmic velocity profile at
an inlet which is orientated perpendicular to the wind direction. Another approach is to use numerical
weather prediction (NWP) models, also called mesoscale models, to provide more realistic boundary
conditions for the CFD simulations. Mesoscale models, generally, have a low spatial resolution with a
horizontal extent on the order of 2 km and they generally present a bias on the predicted wind speed
and turbulent quantities in complex terrains due to unresolved topographic effects. In [15], the WRF
mesoscale model for the Horns Rev wind farm was applied with a horizontal resolution of 333 m and
showed that the model still underestimates the power deficit due to its coarse resolution. Nevertheless,
as demonstrated in [16], much effort has been made to improve the NWP models. Coupling a mesoscale
model to a microscale model (CFD), which presents a more detailed representation of the topography
seems to be one of the more promising approaches for wind-energy assessment in complex terrain.
Several coupling methods of mesoscale and microscale models have been developed in the last decade,
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and an overview of these methods can be found in [10,17]. One of the most common coupling methods
is the one-way approach where the mesoscale model is coupled to the microscale model through the
lateral boundaries at fixed times (time-slice). This approach has been successfully applied in complex
terrain by several authors as [18–20] among others.

In the present paper, the WINSENT test site is studied by means of numerical simulations along
with UAS data. We confine the study to a neutral stratification case. Section 2 presents the physical
model with its validation, while Section 3 presents the parametric study. The parametric study is
conducted with the help of a design of experiment (DoE) method applied to a two-dimensional case.
This study intends to assess the sensitivity of our model results for different parameters and predict
their effect on some relevant variables for wind turbines. Section 4 gives an overview of the test site
and the measurement system, while Section 5 presents the model which uses the one-way coupling
approach. The same section compares simulation results against UAS measurements. Section 6 draws
a summary and discusses the limitation of the model and possible future improvements.

2. Methods

2.1. Numerical Model

To simulate the atmospheric boundary layer (ABL) flow, the finite volume method (FVM) on
the OpenFOAM v2.4.0 (Open Source Field Operation and Manipulation) software, provided by
the OpenFOAM Foundation U.K., was used [21]. The OpenFOAM toolbox includes open source
C++ libraries released under the general public license (GPL). An unsteady Reynolds Averaged
Navier-Stokes approach under the Boussinesq approximation, where density is only influenced by
buoyancy forces, was considered [22]. The transport equations for mass, momentum, and potential
temperature can be written relative to a hydrostatic state (index h) in a Cartesian coordinate as:

∂(ρh)

∂t
+
∂(ρhu j)

∂x j
= 0 (1)

∂(ρhui)
∂t +

∂(ρhuiu j)

∂xi
= −

∂p
∂xi

+ ∂
∂x j

[
(µ+ µt)

(
∂ui
∂x j

+
∂u j
∂xi

)
−

2
3 kδi j

]
− ρh

(
θ−θh
θh

)
g

+Fc + Su
(2)

∂(ρhθ)

∂t
+
∂(ρhuiθ)

∂xi
=

∂
∂x j

[(
µ+

µt

σh

)(
∂θ
∂xi

) ]
(3)

where Ui (i = 1, 2, 3) are the velocity component in the x, y, and z directions, respectively, p and θ are the
pressure and potential temperature, µ and µt are the molecular and the turbulent eddy viscosities, g is
the gravitational acceleration, and σh is the turbulent Prandtl number. Fc is the Coriolis force defined
as εi jk fcUk, where fc = 2Ωsinλ is the Coriolis parameter, a function of the Earth’s angular velocity Ω
and the latitude λ. Su is the source term representing a forest canopy and described later by Equation
(14). The hydrostatic fluid density ρh is given in a hydrostatic reference state (subscript 0) as a function
of the hydrostatic pressure ph and the temperature Th as:

ρh =
ph

RdTh
(4)

Th =

√
T02 −

2 A g z
Rd

(5)

ph = p0

−T0

A
+

√(
T0

A

2)
−

2 A g z
RdA

 (6)



Energies 2019, 12, 1992 4 of 21

with the constant reference pressure p0 usually set to 1000 hPa, T0 is the reference temperature equal to
288.5 K, A = 50 K and Rd = 287.05 J·kg−1

·K−1 according to [23,24].
We introduce the hydrostatic potential temperature which is, by definition, a function of the

temperature and the pressure according to an adiabatic state change as follows:

θh = Th

(
p0

ph

) R
Cp

(7)

To close the given set of equations above, the k − ε model was used. The standard k − ε model,
when applied to ABL studies, is known to lead to a turbulent length scale l, that grows approximately
linearly with the height and thus, possesses very deep boundary layers. In real ABL flows, the turbulent
length scale is limited by the ABL height or the stability [25,26]. To overcome this problem, the mixing
length model proposed by [25], which introduces a limiting size of turbulent eddies lmax in the ABL
is used. The two modified transport equations for the turbulent kinetic energy k and the dissipation
ε read:

∂(ρhk)
∂t

+
∂(ρhu jk)
∂x j

=
∂
∂x j

[(
µ+

µt

σk

)(
∂k
∂x j

) ]
+ P + G + Sk − ρhε (8)

∂(ρhε)

∂t
+
∂(ρhu jε)

∂x j
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∂
∂x j

[(
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µt
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)(
∂ε
∂x j

) ]
+ C∗ε1(P + G) + Sε −Cε2

ε2

k
(9)

where P represents the production rate of turbulent kinetic energy due to shear and G represents the
production/destruction of turbulence by buoyancy forces defined as:

P = τi j
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∂ui
∂x j
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= µt
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∂ui
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∂u j
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2
3
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G = −
1
T

g
µt

σh

∂θ
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(11)

Sk and Sε are source terms relative to the forest canopy and described later in Equations (15)
and (16). σk, σε, C∗ε1, Cε2 are model coefficients listed in Table 1. These constants were adapted to
atmospheric conditions, as proposed by [26]. C∗ε1 introduces the maximum mixing length lmax in
the following:

C∗ε1 = Cε1 + (Cε2 −Cε1)
l

lmax
(12)

where the mixing length l is equal to the dissipation length defined as lε = (C
3
4
µ k

3
2 )/ε. Several

mixing-length models in the literature enable estimation of the limiting turbulent size of turbulent
eddies in the ABL lmax, see [27] for a review. For neutral flows, this length is computed using the
Blackadar equation [28] as:

lmax = 0.00027
Ug

2Ωsinλ
(13)

where Ug is the geostrophic wind velocity.

Table 1. Constants used in k− ε turbulence models.

Turbulence Model Constants Cµ Cε1 Cε2 σε σk

Standard [29] 0.09 1.44 1.92 1.00 1.3
Adapted [26] 0.256 1.13 1.90 0.74 1.3
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In order to account for the effects of vegetation on the wind flow, terms in the transport equation
of momentum Equation (2), turbulent kinetic energy Equation (8), and turbulence dissipation rate
Equation (9) were added:

Su = −ρhCdLAD(z)|U|ui (14)

Sk = −ρhCdLAD(z)
(
βp|U|3 − βd|U|k

)
(15)

Sε = −ρhCdLAD(z)
ε
k

(
Cε4βp|U|3 −Cε5βd|U|k

)
(16)

where |U| is the velocity magnitude and Cd the leaf drag coefficient. The values of this drag coefficient
vary between 0.1 and 0.3 for most of the vegetation [30]. A value of 0.2 will be considered for the
rest of the study. βp, βd, Cε4, and Cε5 are model constants proposed by [30] and reported in Table 2.
Vegetation is discretized into finite volumes where the total amount of leaves per given volume is
defined by the leaf area density (LAD) and the sum of each layer’s LAD value over the total canopy
height H is called the leaf area index (LAI). A typical profile of the LAD for a deciduous forest can be
seen in Figure 1. The relationship between the LAI and LAD can be expressed as follows:

LAI =
∫ h

0
LAD(z) dz (17)

Table 2. Constants used for the canopy model.

Closure Constants βp βd Cε4 Cε5

Value 1 5.1 0.9 0.9
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Figure 1. Typical distribution of LAD for a deciduous forest. LAI of 2 and 5 are used in the simulations
in this study.

The URANS equations were solved using a PIMPLE pressure-velocity coupling algorithm.
The PIMPLE solver is considered as it offers the possibility to visualize the transient effects, which will
be part of our future investigation. The gradient terms and Laplacian terms were discretized using a
2nd order linear interpolation, while a 2nd order upwind interpolation was applied for divergence
terms. The convergence criteria for residuals were ensured to be less than 10−6.

2.2. k-ε Model Validation

The numerical model was verified using the solution of the Leipzig wind profile. This profile
was measured from a set of 28 double-theodolite balloons between 9:15 and 16:15 on the 20 October
1931 as reported in [31]. The ABL was considered as horizontally-homogeneous with a geostrophic
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wind speed Ug = 17.5 m·s−1 and a Coriolis parameter fc = 1.13× 10−4 s−1 corresponding to a latitude
of 45 degrees N. Simulations were carried out using two k− ε models with the constants adapted to
atmospheric conditions, as listed in Table 1, except for Cε1. Cε1, which were considered as constant in
the first model and as a function of the size of turbulent eddies in the second model (Equation (12)),
called respectively k− ε unlimited and k− ε limited. A maximum mixing length lmax of 36 m was used
in the k− ε limited, as reported by [25,26]. A computational domain of 1 km × 1 km × 3 km in the x,
y, and z directions, spatially resolved with 50 × 50 × 200 cells was defined. A geostrophic wind velocity
Ug = (17.7, 0, 0) m·s−1 at the top of the domain and at a constant roughness length of z0 = 0.3 m was
prescribed on the ground. The boundaries at the domain sides were defined as cyclic.

The results of the two models, together with the experimental data, are shown in Figure 2.
Figure 2a,b shows vertical profiles of the wind component v perpendicular to the geostrophic wind
and the component u, parallel to the geostrophic wind Ug. The measured vertical profile of the velocity
shows a low-level jet and shear on the wind direction. The Coriolis term in the model lead to a
turning in the boundary layer which is depicted by the velocity component v. While the limited model
simulated the profile reasonably well, the unlimited model showed a flat profile. Figure 2c shows
a surface wind turned by 24.3◦ to the geostrophic wind for the limited model. This is close to the
measured value of 26◦. The unlimited version predicts a smaller cross-isobar angle of 12.0◦ due to the
flat v-profile.
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Figure 2. Vertical profile of the wind velocity component u (a), wind velocity component v (b), tuning
of wind (c), mixing length (d), eddy viscosity (e) and turbulent kinetic energy (f).

The limited variant leads to turbulent kinetic energy and viscosity decreasing over the depth of
the boundary layer while the standard variant shows a more or less linear increase causing a very
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deep boundary layer (Figure 2d–f). Overall, this validation study shows that the limiting effect is
significant. For the Leipzig test case, the limited k− εmodel yields results that have a better agreement
with the observed profiles. Due to overestimation of the eddy viscosity with increasing height, the
effects captured by the unlimited k− εmodel were underestimated.

3. Design of Experiments (DoE) Study

After verifying the capability of the model to reproduce the flow features in the ABL, the next
step was to identify primary contributors to the wind flow at the WINSENT test site. One of the main
features of the test site is an escarpment covered by heterogeneous vegetation. The two planned test
wind turbines, with a hub height of 75 m and a rotor diameter of 50 m will be installed approximately
200 m downstream of the forested escarpment and will be directly influenced by the canopy. Finding
the impact of the forest height and density (which varies seasonally as the foliage grows and develops)
on the wind flow can be assessed using a DoE approach. Combining CFD simulations with a DoE can
be used to accurately rank the importance of the design parameters in a study [32] and can significantly
reduce, for a real test site, the amount of simulated case and computational time. In our study, the
influence of three parameters (namely the slope of the escarpment α, the LAI, and the forest height
H) on the horizontal velocity, the flow inclination angle, and the turbulent kinetic energy at different
locations, corresponding to the future position of the turbines was investigated. Table 3 lists the three
parameters and their assigned values.

Table 3. Variables and their corresponding values used in the design of experiments (DoE) study.

Variable Level
Variables

Slope α (◦) Height H (m) LAI

−1 15 20 2
+1 30 25 5

In order to apply the DoE, a simplified test case was defined as shown in Figure 3. The test case
represents a simplification of the test site in two dimensions. We consider a 150 m high escarpment
and the slope α to be of 15◦ or 30◦, corresponding to a West and West-North-West wind direction.
The escarpment is covered by a forest (green block in Figure 3).
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In the real case, the separation between the forest and the ground is not as sharp, but rather shows
a smooth transition. Several studies in the literature on the flow over an escarpment, including wind
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tunnel, full-scale and simulations exist [33–35]. However, none of these studies presents results for a
vegetated escarpment.

At the inflow, an empirical power law is used to describe the vertical wind profile as in [22]:

u(z) = u(zr)
( z

zr

)a
(18)

where µ(z) is the average streamwise velocity at height z. µ(zr) = 6 m·s−1 is the reference wind speed at
the reference height zr = 80 m and a is the power law exponent. This exponent depends on the surface
roughness and the thermal stability parameter α. A value of 0.14 is taken as we assume the neutral
case in this DoE study. It is worth mentioning that such a wind profile is an idealized one and is rarely
found in a hilly complex terrain. However, our DoE study aims to assess the impact of modelling
assumptions for a vegetated escarpement on certain parameters of interest and is not conducted in
order to obtain the exact profiles at our specific test site with complex terrains.

We define the speed-up ratio Su as being the mean wind speed at a height z above the ground
divided by the mean wind speed of the undisturbed flow at the same height:

Su =
u(z)

uundisturbed(z)
(19)

Similarly, we define Sk as the speed-up ratio for the turbulent kinetic energy as:

Sk =
k(z)

kundisturbed(z)
(20)

Speed-up ratio profiles for the wind speed downstream of the escarpment along L0, L1, L2 and L3

are presented in Figure 4. All the possible configurations of variables listed in Table 3 were simulated,
and, additionally, the case of an escarpment with no canopy was simulated. The case without forest
allows one to distinguish between the effect caused by the slope of the escarpment and the canopy.
Figure 4 reveals the influence of the canopy, particularly up to 80 m above ground level (agl.). At L0, i.e.,
at the crest, the speed-up ratio shows a reduction in the velocity due to the drag effect generated by the
forest, whereas for the case with no canopy, a strong acceleration of the flow can be seen. This effect is
still perceptible 1 km downstream of the escarpment (at position L3). The same observation was made
in the work of [33]. There, a wind tunnel investigation of the flow over several escarpment shapes
with a slope of 2:1 (26.7◦) and 4:1 (14.0◦) was performed. It was found that the region of influence of
the escarpment persists 10 H (H being the escarpment height) downstream of the crest. The largest
speed-up ratios were found close to the ground and decreased with increasing height for all cases. The
location of the maximum moved upward as the flow proceeded downstream. The inclusion of a forest
along the escarpment deflected the position of the maximum speed-up ratio S to higher altitudes. At
L1, the position of the maximum of Su located between 10 m and 20 m agl. with no canopy model, and
between 80 m and 90 m agl. for the cases with a canopy. The maximum values of S, for a slope of 30◦,
are higher than in the case of 15◦. For example, at L1, a maximum value of 1.33 and 1.26 was reached
with a slope of 30◦ and 15◦, respectively. This effect was reduced 1 km downstream of the crest, where
a maximum of 1.27 and 1.24 was reached. For the same forest height (blue vs. red lines), as expected, a
higher deceleration of the flow, i.e., lower value of Su was observed for an LAI of 5 instead of an LAI of
2. All the positions, except the crest position, show an acceleration of the flow at the relevant heights
for a wind turbine (between 80 m and 100 m agl.).
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15◦ (a–d) and 30◦ (e–h). The red and blue curves are the simulation results with an LAI of 2 and 5,
respectively. The solid and dashed lines indicate a forest height of 20 m and 25 m, respectively.

Figure 5 presents the results for the speed-up ratio for the turbulent kinetic energy speed, Sk.
Speed-up ratio profiles for the turbulent kinetic energy are highly dependent on the canopy height
and the LAI. The crest position (L0) shows a maximum turbulent kinetic energy occurring near the
top of the canopy and decaying rapidly above the forest. At position L3, the high turbulence levels
indicate that the wake generated behind the crest was not dissipated. However, the case without forest
seems to be almost recovered and suggests that the changes in the turbulent kinetic energy were only
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due to the canopy. In general, the turbulent kinetic energy levels increased with the slope angle of the
escarpment, but also with the forest height.Energies 2019, 12, x FOR PEER REVIEW 11 of 22 
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respectively. The solid and dashed lines indicate a forest height of 20 m and 25 m, respectively.

The results of the DoE on the 2D escarpment are shown in Figures 6–8. The DoE method was
applied at two points, P1 and P2, located at different altitudes (50 m, 75 m, and 100 m agl.) on the lines
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L1 and L2. The absolute effects of each factor, listed in Table 3, on the horizontal velocity, the inclination
angle and the turbulent kinetic energy were evaluated. A similar behaviour for the horizontal velocity
(Figure 6) and the flow inclination angle (Figure 7) can be seen: the main variability in the response is
dominated by the slope of the escarpment. This becomes even more evident for the flow inclination
angle. The effect of the forest height H or the leaf area index LAI remains small relative to the slope,
except for the lowest positions at 50 m agl., where the forest height parameter can exceed the same
absolute value as the angle (Figure 6). Generally, as we go further downstream of the escarpment (P1

vs. P2), the effect for the three parameters becomes smaller. The response for the turbulent kinetic
energy k was different. The forest height, followed by the LAI, was as important as the slope at lower
levels. All the effects were then dissipated at 100 m agl.
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Figure 6. Pareto chart of effects for the horizontal velocity at different altitudes on L1 and L2.
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Figure 7. Pareto chart of effects for the flow inclination angle at different altitudes on L1 and L2.

Considering a turbine hub-height of 75 m and the top of the rotor blade located at 100 m agl.,
this parametric study shows that the primary contributor was generally the angle, i.e., for the test
site, the wind direction. The forest height H and LAI play a significant role only at 50 m agl. This is
in accordance with the results from Figure 4, where the main differences for all the configurations
were only perceptible in the lower levels. For the simulations of the WINSENT test site, described in
Section 4.1, a sensitivity analysis using the same parameter values will be conducted.
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4. WINSENT Test Site Overview and Measurement Techniques

4.1. Site Description

The test site is located in the Swabian Alb in Southern Germany. The main feature of the site is an
escarpment up to 200 m in height with respect to the valley (Figure 9). The escarpment is characterized
by a very steep slope of around 30◦ from the Northwest and a more gradual slope at around 15◦ further
west. The escarpment is covered by a deciduous forest. Downstream, it is essentially flat with an
agriculturally used land. Measurements from the German Meteorological Service at Stötten (734 m
a.s.l., 48.6657◦ latitude, 9.8646◦ longitude), located approximately 2 km upstream of the escarpment,
indicate a westward wind direction for most of the year. This wind direction makes the test site
interesting in the sense that the predominant wind direction is perpendicular to the escarpment. More
details about the WINSENT test site can be found in [36].
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Figure 9. Overview of the test site and the wind rose generated from a cup anemometer at 10 m agl. at
the weather station of Stötten for the time frame 2016–2017.
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4.2. Description of the Experiment Setup

The field measurements were carried out on the top of the plateau, over and downstream of the
escarpment using the multipurpose airborne sensor carrier (MASC) operated by the Environmental
Physics group at the University of Tübingen, Germany. The MASC is a UAS which can resolve turbulent
fluctuations of wind and temperature with a resolution of about 30 Hz. The wind measurement was
performed by measuring the flow speed and flow angles at the aircraft nose with a multi-hole flow
probe. Typical absolute errors in wind speed for the sensors mounted on the MASC are of the order
of ±0.5 m·s−1 (for more information, see [4,5,37,38]). In order to measure the three-dimensional flow
field at the test site, a vertical grid of racetracks with legs going back and forth over the test site was
performed. The wind speed measurements were then averaged over subsections of 20 m in length
along each leg. Each racetrack consisted of two horizontal straight flight legs, one in the flow direction
and the second one going against the wind direction. The legs against the wind direction had a higher
spatial resolution and thus were used for comparison with the simulation results.

In the present study, we consider the date 27 March 2015. The site was dominated by dry weather,
almost neutral ABL, and a northwest wind (290◦ at the nearby weather station of Stötten during
the measuring time). A vertical grid of the racetrack flight pattern with vertical steps of 25 m was
performed between 13:00 and 16:00 UTC. The lowest and the highest flight heights were 75 m and
275 m agl., respectively. Two racetracks were flown at each height. In total, three flights with a duration
of one hour each were carried out between 13:00 and 16:00. Figure 10 shows a three-dimensional view
of the flight path performed by the MASC. The flight path covers the upstream and downstream region
of the escarpment.
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5. Simulation of the WINSENT Test Site

5.1. CFD Settings for the Test Site

The simulations were conducted on two nested domains with varying size and spatial resolution.
A parent domain of 20 km × 20 km × 2 km and a nested domain of 5 km × 5 km × 1.5 km, centred
on the escarpment, were defined. The terrain data was based on the digital terrain model DTM from
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the Baden-Württemberg Authorities for Spatial Information and Rural Development (LGL) with a
spatial resolution of 5 m. A horizontal grid resolution of 25 m was provided for the first domain and
a finer resolution of approximately 7 m was provided for the small domain (cf. Table 4). A volume
mesh, finer near the ground and conforming to the site orography, was constructed for the domains
using SnappyHexMesh, the mesh generator of OpenFOAM. Details of meshes can be found in Table 4.
Additionally, the digitized landscape model DLM from LGL was utilized to describe the land cover on
the Earth’s surface. Three classes of land uses were used for this study: urban, ground, and forest
(Figure 11). The urban and the ground classes were assigned values of z0 = 0.50 m and z0 = 0.02 m
for the aerodynamic roughness length. A no-slip boundary condition was used for the velocity. A
sensitivity analysis using several LAI values and forest height was conducted (cf. Table 5). The source
terms, associated with the forest, as described in Equations (14)–(16), were applied to all cells, which
were located below the top of the forest canopy.

Table 4. Mesh resolutions for the domains.

Mesh Properties Number of Cells Maximum Cell
Size

Horizontal
Resolution at the

Ground

Vertical
Resolution at the

Ground

Basis 66.8 million 100 m 25 m 2.6 m
Nested 25.4 million 50 m 6.75 m 1.2 mEnergies 2019, 12, x FOR PEER REVIEW 16 of 22 
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Table 5. Summary of simulations run to investigate the sensitivity of the model to the LAI and forest
height H.

Run LAI Forest Height H (m)

Run 1 (no canopy) 0 0
Run 2 2 20
Run 3 2 25
Run 4 5 20
Run 5 5 25

For the nested domain, boundary conditions were extracted from the solution of the parent
domain. The parent domain was initialized using input data from the COSMO-DE (Consortium for
Small-scale Modeling) weather model of the German Weather Service (DWD, [23]). COSMO-DE has a
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horizontal resolution of 2.8 km × 2.8 km and 20 vertical levels in the lower 3000 m of the computational
domain. Only hourly data are delivered by the DWD. These data provide the wind components,
pressure, air and surface temperature, as well as the turbulent kinetic energy. A time-slice approach
was used in order to join the COSMO-DE and the CFD model. In this method, the boundary conditions
for the simulation were based on one specific time slice from the COSMO-DE weather model: 27 March
2015, 15:00 UTC.

5.2. Numerical Results

In order to gain a better understanding of the wind flow at Stötten, a global view of the flow
pattern at different heights agl. is presented in Figure 12. An additional black line corresponding to the
legs performed by the UAS at the same altitude was added. These legs have a length of approximately
1 km. The large differences in the velocity contour plots highlight the complexity of the flow with high
gradients of wind speed, especially at lower levels. A high speed-up zone along the escarpment can be
seen. This speed-up extends downstream of the escarpment but not uniformly.

Energies 2019, 12, x FOR PEER REVIEW 17 of 22 

were reached. This position corresponds to the area located upwind and over the escarpment that is 
dominated by updrafts. The flow inclination angle becomes smaller with increasing height, 
indicating that the wind was less deflected by the orography. At a height of 75 𝑚, zero inclination 
angles appear at a distance of around 800 𝑚 for the simulation and 700 𝑚 for the measurements. At 
higher levels, the model no longer predicts large positive values but angles approaching a zero value, 
indicating a flow that is rather horizontal. In accordance with the simulation results, the UAS also 
reports zero-angle values at the highest level. Upon observation of the different parametrization of 
the forest, no significant differences were found. This is in accordance with the 2D DoE study, where 
the effect on the inclination angle was largely dominated by the slope of the escarpment. 

Figure 15 presents the vertical profiles of the horizontal velocity and the turbulent kinetic energy 
at three positions along the flight path. The first position was located a few meters upstream the 
forest, the second one in the canopy and the last one approximately 300 𝑚  downstream of the 
escarpment (Figure 13). The plots confirm the overprediction of the model relative to the 
measurements at the upper levels. At position 1, i.e., upwind of the escarpment, the flow seems to 
already be decelerated. At position 2, the velocity profile shows an inflexion point in the lower height 
due to the explicit integration of the forest in our model. The effect of the escarpment and forest can 
be detected even at position 3; however, the profile becomes more uniform with increasing height. 
This feature is almost too difficult to observe in the UAS data due to the low resolution in the vertical 
direction. The strong shear, observed in the horizontal velocity profiles, indicated that there is a large 
amount of turbulence generated by vertical wind shear. Looking at the profiles of the turbulent 
kinetic energy, the modelled and observed values of the turbulent kinetic energy decreased with 
increasing height and attain their maximum values in the region of strong wind shear. The turbulent 
kinetic energy profiles were highly dependent on the canopy model. Upstream of the escarpment, 
the maximum simulated value was located at 100 𝑚 agl. At position 2, this maximum occurred at 
approximately 20 m agl., i.e., at the top of the forest, where a large portion of the turbulent kinetic 
energy was produced, due to high shear and shear-stress. Downstream of the escarpment, this 
maximum was carried to the upper heights with vales between 3.5 and 4.0 𝑚ଶ · 𝑠ିଶ at a height of 40 𝑚 in the model. The UAS measurement also showed an increasing turbulence value of 2.4 𝑚ଶ · 𝑠ିଶ  
at a height of 75 𝑚.  

 

 
Energies 2019, 12, x FOR PEER REVIEW 18 of 22 

 
Figure 12. Velocity contour plots for leaf area index (𝐿𝐴𝐼 =  2) and ℎ =  20 m at 75 m (a), 125 m (b), 175 m (c) and 275 𝑚 (d) agl. on the 27 March 2015. The black lines correspond to the UAS flight path. 

 
Figure 13. Position of the horizontal (black line) and vertical (1, 2 and 3) lines for the evaluation related 
to Figures 14 and 15. 

 
(a) (e) 

 
(b) (f) 

Figure 12. Velocity contour plots for leaf area index (LAI = 2) and h = 20 m at 75 m (a), 125 m (b),
175 m (c) and 275 m (d) agl. on the 27 March 2015. The black lines correspond to the UAS flight path.

For the evaluation of the results, the quantities will be plotted along a horizontal line, corresponding
to the performed flight path and three vertical lines (Figure 13). Error bars, corresponding to one
standard deviation, were inserted for the UAS measurements.
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Figure 13. Position of the horizontal (black line) and vertical (1, 2 and 3) lines for the evaluation related
to Figures 14 and 15.

Figure 14 shows the horizontal wind speed and the flow inclination angle at the same altitudes as
those presented in Figure 12. The modelled and measured values are in good agreement, although the
profile shape of the modelled wind speed at higher levels is slightly over predicted (up to 2 m·s−1)
relative to the UAS measurements. The simulation results and measurements show a horizontal profile
which is becoming flat with increasing height. This can be explained by the flow becoming more
homogeneous with increasing altitude and no longer being influenced by the terrain. At a height of
75 m, the UAS recorded the maximum wind speed at a distance of around 500 m. The simulation
predicts a maximum at the same position. This maximum corresponds to the area over the escarpment
with a speed-up as shown in the velocity contour plot in Figure 12a,b. This maximum was shifted to
the east with increasing altitude, in accordance with the DoE study. At 125 m height, the maximum was
located at a distance of 600 m according to the model. The position of this maximum cannot be seen in
the measurement data. Figure 14 shows that using a forest height of 25 m lead to a positive velocity
bias, except at the lower level of 75 m, where the velocity was reduced. By comparing the results with
different LAI values (blue vs. red lines), we see that the foliage density does not have an impact on the
horizontal wind speed. At a height of 275 m, the impact of the canopy and the escarpment was strongly
reduced: all the canopy variants converge to a similar profile, with the differences getting smaller.

Flow angles, measured by the UAS and predicted by the simulation, indicate a complex flow near
the escarpment. Figure 14 shows the flow inclination angles to have a non-constant profile. Such a
change in the inclination angle is due to a local phenomenon induced by local features of the terrain. It
is noticeable that, for the first two-thirds of the flight path, positive flow angles of up to 10 degrees
were reached. This position corresponds to the area located upwind and over the escarpment that is
dominated by updrafts. The flow inclination angle becomes smaller with increasing height, indicating
that the wind was less deflected by the orography. At a height of 75 m, zero inclination angles appear
at a distance of around 800 m for the simulation and 700 m for the measurements. At higher levels,
the model no longer predicts large positive values but angles approaching a zero value, indicating
a flow that is rather horizontal. In accordance with the simulation results, the UAS also reports
zero-angle values at the highest level. Upon observation of the different parametrization of the forest,
no significant differences were found. This is in accordance with the 2D DoE study, where the effect on
the inclination angle was largely dominated by the slope of the escarpment.
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decelerated but, in the meantime, production of turbulent kinetic energy near the canopy top was 
generated.

Figure 14. Horizontal velocity (a–d) and inclination angle (e–h) at 75 m, 125 m, 175 m, and 275 m agl.
on the 27 March 2015. The dots are the UAS measurements and the lines of the simulation results. The
colors represent the different values of LAI and height for the forest.

Figure 15 presents the vertical profiles of the horizontal velocity and the turbulent kinetic energy
at three positions along the flight path. The first position was located a few meters upstream the forest,
the second one in the canopy and the last one approximately 300 m downstream of the escarpment
(Figure 13). The plots confirm the overprediction of the model relative to the measurements at the
upper levels. At position 1, i.e., upwind of the escarpment, the flow seems to already be decelerated.
At position 2, the velocity profile shows an inflexion point in the lower height due to the explicit
integration of the forest in our model. The effect of the escarpment and forest can be detected even at
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position 3; however, the profile becomes more uniform with increasing height. This feature is almost
too difficult to observe in the UAS data due to the low resolution in the vertical direction. The strong
shear, observed in the horizontal velocity profiles, indicated that there is a large amount of turbulence
generated by vertical wind shear. Looking at the profiles of the turbulent kinetic energy, the modelled
and observed values of the turbulent kinetic energy decreased with increasing height and attain their
maximum values in the region of strong wind shear. The turbulent kinetic energy profiles were highly
dependent on the canopy model. Upstream of the escarpment, the maximum simulated value was
located at 100 m agl. At position 2, this maximum occurred at approximately 20 m agl., i.e., at the top
of the forest, where a large portion of the turbulent kinetic energy was produced, due to high shear
and shear-stress. Downstream of the escarpment, this maximum was carried to the upper heights with
vales between 3.5 and 4.0 m2

·s−2 at a height of 40 m in the model. The UAS measurement also showed
an increasing turbulence value of 2.4 m2

·s−2 at a height of 75 m.
Due to a low vertical spatial resolution in the measurements, it is difficult to determine the location

and the intensity of this maxima. The simulation results show that the location of this maximum can
be critical as it is approaching the bottom of the rotor plane of the future wind turbine. The turbulent
kinetic energy profiles obtained at position 3 were the result of a flow which has been decelerated but,
in the meantime, production of turbulent kinetic energy near the canopy top was generated.
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6. Summary and Conclusions

This study aimed to assess whether or not our model can reproduce relevant features of the flow.
The results show the potential of the proposed model based on the Boussinesq approximation and
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considering the Coriolis effect. The implementation of a limited version of the k− ε model has been
successfully applied to predict the Leipzig experiment profiles. The limited k − ε model consists of
reducing Cµ to 0.0256 and to make the production of ε as a function of height. The Coriolis force
introduces a velocity component v perpendicular to the direction of the geostrophic wind and causes a
turning in the wind. The limiting effect successfully reproduces the Leipzig profile by generating a
surface wind turned value close to the experimental one, while the standard k-ε model obtains about
half the limited value.

In the second step, we analyzed the flow on a 2D case of the escarpment. The focus was to
understand the impact of the slope of the escarpment, the forest height, and the leaf area density on
the horizontal velocity, the flow inclination angle, and the turbulent kinetic energy at turbine-relevant
heights. A DoE was applied to the simulation results and showed that the primary contributor is the
slope of the escarpment, i.e., for the test site, the wind direction. For the wind speed, it was found that
the forest height and LAI plays a minor role in comparison to the slope of the escarpment. However,
for the turbulent kinetic energy, we showed that the LAI and canopy height is as important as the
escarpment slope.

In the final step, the simulations were performed on the WINSENT test site. The aim of the study
was to evaluate the accuracy of a modified version of k-ε model in complex terrain. A validation
against UAS measurements was performed. For the computation, the boundary conditions were
derived from the mesoscale COSMO-DE model. Despite the low resolution of the COSMO-DE model,
the one-way coupling method works well in complex terrain. The microscale model captures the
varying pattern in the test site, such as the deceleration of the wind speed, the upward flow, and the
increased turbulent kinetic energy in the lower levels. Generally, a good agreement was found in
the lower levels (75 m and 125 m agl.) but discrepancies between the simulated results and the UAS
measurements were found at upper levels. While the model shows enhanced absolute turbulent values
in the lower altitudes, the measurements could not confirm the location of this maximum due to a low
vertical resolution. Measurement campaigns with low flight heights, down to 20 m, are planned and
will confirm or disprove the region of high turbulences. A remark on the stability should be mentioned.
The assumption of an almost neutral ABL in our study was considered by checking the potential
temperature profiles from UAS measurements (between 50 m and 300 m above the ground). This is
also true at those levels, but only measurements near the ground could confirm the flow stratification.
However, we have to recognize that it was likely a convective ABL and we should acknowledge
that limitation in the paper. Additional measurement systems, such as Lidar, an eddy-covariance
micro-meteorological station, and a tower equipped with an anemometer are going to be installed
permanently on the test site, a few meters on the upwind and downwind side of the escarpment. This
will also enable the attainment of values in lower levels and further valuable data for characterizing
the flow and its stratification at the WINSENT test site.

The thermal stratification has a large impact on the vertical wind profile and turbulence levels.
Therefore, different thermal stratification cases will be conducted in future studies when the complete
measurement set up will be running. For a better comparison of UAS measurements and simulation
results, the one-way coupling method with only one time step will be replaced by transient outputs
from a mesoscale model.
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Abstract: Micrometeorological observations from a tower, an eddy-covariance (EC) station and an1

unmanned aircraft system (UAS) at the WINSENT test-site are used to validate a computational2

fluid dynamics (CFD) model, driven by a mesoscale model. The observation site is characterised3

by a forested escarpment in a complex terrain. Two measurement campaigns, with a flow almost4

perpendicular to the escarpment, are analysed. The first day is dominated by high wind speeds,5

while on the second one, calm wind conditions are present. Despite some minor differences, the flow6

structure, analysed in terms of horizontal wind speeds and inclination angles, shows similarities for7

both days. A real time strategy is used for the CFD validation with the UAS measurement, where8

the model follows spatially and temporally the aircraft. This strategy has proved to be successful.9

Stability indices such as the potential temperature and the Richardson number are calculated to10

diagnose atmospheric boundary layer (ABL) characteristics up to the highest flight level. The11

calculated Richardson values indicate a dynamically unstable region behind the escarpment and12

near the ground for both days. At higher altitudes, the ABL is returning to a near neutral state. The13

same characteristics are found in the model but only for the first day. The second day, where shear14

instabilities are more dominant, is not well simulated. UAS proves its great value for sensing the flow15

over complex terrains at high altitudes and we demonstrate the usefulness of UAS for validating and16

improving models.17

Keywords: Complex terrain; mesoscale-microscale coupling; unmanned aircraft systems (UAS);18

meteorological mast measurements.19

1. Introduction20

To achieve the objective of making the European Union climate-neutral by 2050, it will be necessary21

to maximize the deployment of renewable energy in the years to come [1]. The clean energy transition22

involves encouraging high levels of renewable energy penetrations. Harvesting power from wind23

power is one of the fastest-growing renewable energy methods. To meet the climate-neutral target,24

more wind energy capacity will be installed in the coming years. Independent of the exact number of25

new installations, most of them will be onshore [2].26
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A wind energy project includes site investigation, resource assessment, environmental impact27

assessment, technical and administrative procedures with local communities and finally, construction28

work. The site investigation and resource assessment phases need accurate and reliable models for29

predicting the wind flow. During the last two decades, linear flow models, mainly based on the30

Jackson-Hunt theory [3], were extensively used in the wind industry for wind resource assessment and31

micro-siting. These models are however inaccurate for wind speed prediction in very complex terrain,32

which led to the use of computational fluid dynamics (CFD), capable of modelling the wind flow in33

details around specific orographic features. The spatial and temporal variability of the atmospheric34

boundary layer (ABL) makes the prediction of the wind flow by models one of the main challenges,35

especially in complex terrain. The commercial CFD software for wind resource assessment uses36

logarithmic wind profile and tunes parameters from the Monin-Obukhov similarity theory [4] to37

calculate annual energy prediction for site assessment. The logarithmic wind profiles are not site38

specific and don’t have micro meteorological information of wind at the particular site. This is a39

major error source for the calculation in annual energy production. Hence the variability of the40

atmosphere should be considered at the mesoscale and only mesoscale models, driven by global41

models, can capture the dynamic processes of the atmosphere [5]. Today´s mesoscale models are42

used increasingly for wind-energy applications with efforts in improving surface winds in complex43

terrain [6,7]. However, it has been observed that numerical noise is appearing with increasing terrain44

complexity [8]. A remedy is to use the data from mesoscale models of a given region as a realistic45

boundary condition for a more detailed microscale modelling. That way, the wind characteristics can46

be determined at a high resolution in the area of interest. This approach is referred in the literature as47

mesoscale-microscale modelling and have been successfully used in different domains. For instance,48

the improved predictability of pollutants such as NOx and NO2 in urban areas by coupling a mesoscale49

model with a CFD model has been demonstrated in recent studies [9,10]. For wind assessment studies,50

the performance of coupled simulations is more and more recognized and has been extended even in51

the industry as it showed improving wind power forecasting [11] .52

All methods and models should be validated, ideally with in-situ and/or remote sensing53

measurements. The need for field campaigns to provide data for model validation in complex terrain54

has led to the funding of several projects over the last few years. Examples are the Kassel Experiment55

in Germany [12], the Alaiz Experiment in Spain [13], the double-ridge Perdigao in Portugal [14]56

or the Wind Forecast Improvement Project (WFIP2) in the U.S [15], all aiming at improving the57

understanding of physical processes and wind forecasts in complex terrain. Traditional in situ58

platforms for atmospheric measurements are towers installed at a certain location. The vertical59

information is provided by instruments installed at several discrete levels. They can provide continuous60

recording of the investigated variables over long time periods. To follow the growth of wind turbine61

sizes, the meteorological mast should ideally become taller and have the same height as the wind62

turbines, making their installation technically complicated and more expensive. These limitations have63

led to the use of lidar (light detection and ranging) technologies for wind measurements. However,64

in complex environments, the spatial heterogeneity and transient features introduced by terrain can65

lead to difficulties in interpreting the line of sight wind speed and reconstructing the wind field66

[16]. For instance, the central goal of the International Energy Agency Wind Task 32 community is67

developing frameworks for the deployment and use of wind lidars in complex flow. One promising68

approach is the use of two or more lidars to reconstruct the flow field in a complex terrain. Limitations69

of this approach are mainly the high costs and the uncertainties [17]. Other emerging techniques70

for wind-energy applications are flying platforms. Small unmanned aircraft systems (UAS) have71

become frequently used platforms for ABL research. They have the advantage to be versatile, even72

in highly complex terrain and the necessary infrastructure is small compared to masts and active73

remote sensing techniques. They can fly in the close vicinity of a wind turbine, even at very low74

altitudes, where the main vertical and horizontal inhomogeneities are occurring. The capability of75

UAS for turbulence characterization and providing high spatial-temporal sampling frequencies has76
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been demonstrated in research works over the last several years. The use of these systems contributed77

to a better characterisation and understanding in aerosol formations [18,19], storm developements [20],78

atmospheric research [21–23] or for wind energy purposes [24,25].79

In the research project WINSENT (Wind Science and Engineering Test Site in Complex Terrain),80

a field test-site is being built on the Swabian Alb in Southern Germany [26]. It will be the first wind81

energy test site of this size in complex terrain. The first phase of the WINSENT project investigates82

the local wind flow at the test site using different measurement equipments and simulation models.83

During the second stage, two wind turbines with a nominal output of around 750 kW, will be installed84

next to the escarpment. The effect of the topography on the wind-turbines performances, wakes and85

material fatigue will be studied both experimentally and numerically [27,28]. The on-site instruments86

consist of permanently installed towers equipped with ultrasonic anemometers and eddy-covariance87

(EC) micro-meteorological stations. Additionally, the multipurpose airborne sensor carrier MASC88

[29] and several lidars [30] carry out measurements over and downstream of the escarpment during89

different measurement campaigns. All those equipments are going to provide new datasets to evaluate90

and validate the numerical models. In the framework of the WINSENT project, a numerical study is91

conducted with models, with different range of scales such as the Weather Research and Forecasting92

(WRF) model [31], the Open Source Field Operation and Manipulation (OpenFOAM) software [32]93

and the solver FlOWer [33] .94

In the present study, a numerical and experimental investigation of the flow at the WINSENT test95

site is presented. Two flight measurement campaigns, which took place over two days in September96

2018, are analysed. The first day is dominated with high wind speeds while the conditions on the97

second day are calmer. Measurements from the MASC, along with a meteorological mast and an EC98

station are used for the evaluation of our model. A real time strategy is adopted for the comparison99

of the numerical results with the MASC measurements. The performance of our methodology is100

presented in this study as follows: in Section 2, the numerical tools are presented while in Section 3101

the test site along with the measurement devices are described. Section 4 discusses the numerical and102

experimental results from the measurement campaigns together with a stability analysis and finally a103

conclusion with outlooks is given in Section 5.104

2. Methods105

2.1. Numerical model106

In the current study, the wind flow is simulated using the software OpenFOAM v6. An unsteady107

Reynolds Averaged Navier-Stokes (URANS) approach, necessary for the investigation of non-stationary108

flow features, was considered [34,35]. The governing equations for mass, momentum and potential109

temperature, under the Boussinesq approximation, are written relative to a hydrostatic state (index h)110

in a Cartesian coordinate system as:111

∂

∂t
(ρh) +

∂

∂xj
(ρhuj) = 0 (1)

∂

∂t
(ρhui) +

∂

∂xj
(ρhuiuj) = −∂p∗

∂xi
+

∂

∂xj

[
(µ + µt)

(
∂ui
∂xj

+
∂uj

∂xi
− 2

3
kδij

)]
− ρhgi

θ − θh
θh

+ FCi + FDi

(2)

∂
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(ρhθ) +

∂

∂xi
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∂

∂xi

[
(µ +
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(
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here, ui(i = 1, 2, 3) are the velocity components in a Cartesian framework (x,y,z, where z is aligned112

with gravity), p and θ are the pressure perturbation from the hydrostatic reference state and potential113

temperature, µ and µt are the dynamic molecular and turbulent eddy viscosities, gi is the gravitational114

acceleration term, and σh is the turbulent Prandtl number. FCi and FDi are the source term representing115

the Coriolis and the drag force exerted by the forest on the wind flow, respectively. The hydrostatic116

fluid density ρh is defined in a hydrostatic reference state (subscript 0) as a function of the hydrostatic117

pressure ph and the temperature Th as:118

ρh =
ph

RdTh
(4)

Th = T0

√
1 − 2Agz

RdT2
0

(5)

ph = p0 exp
(−T0

A

(
1 −

√
1 − 2Agz

RdT2
0

))
(6)

where p0 is the constant reference pressure set to 1000 hPa, T0 is the reference temperature equal to119

288.5 K, A = 50 K and Rd = 287.05 J kg−1 K−1 [36,37]. The Sogachev k − ε model is used for the120

turbulence closure [38]. Additionally, source terms in the turbulent kinetic energy and turbulence121

dissipation rate equations, using the constants proposed by [39] were added in order to take into122

account for the drag effect of vegetation on the flow.123

The PIMPLE pressure-velocity coupling algorithm is used for solving the URANS equations.124

Second-order interpolation schemes are used for the gradient, Laplacian and divergence terms, with a125

convergence criteria for residuals lower than 10−6.126

2.2. Computational set up and mesoscale forcing127

The simulations are conducted on a domain of 10 x 10 x 2.5 km3, centered in the escarpment. The128

spatial resolution consists of 10 m increments in the horizontal directions and the vertical discretization129

has values between 1.8 m at the ground and 80 m at the top of the domain. The terrain data was130

based on the digital height model from the Baden-Württemberg Authorities for Spatial Information131

and Rural Development (LGL) with a spatial resolution of 5 m. In addition, the digitized landscape132

model from LGL was utilized to describe the land cover on the Earth’s surface. Three classes of land133

uses were retained for this study: urban, ground, and forest (Figure 1b). In this paper, a deciduous134

forest with a height of 20 m is considered for the forest patch. The urban and the ground classes were135

assigned values of 0.50 m and 0.02 m for the aerodynamic roughness length.136

The mesoscale flow is simulated using WRF with five nested domains. WRF uses the European Centre137

for Medium-Range Weather Forecasts analysis data as initial and boundary conditions. The innermost138

nest has a horizontal grid size of 150 m, a vertical grid size of 15 m close to the ground and is run in139

a large eddy simulation mode. A one-way nesting method was used for the coupling of WRF and140

OpenFOAM: the innermost nest provides boundary conditions to the microscale model. Border data141

include the velocity components, pressure and temperature at 1 minute intervals. The WRF model142

provides also the heat flux at the ground. No special temporal and spatial interpolation has been143

applied as the mesoscale model is considered fine enough near the ground.144
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3. Test site and measurements145

3.1. Test site146

The field measurements were made at the WINSENT test site, built on the Swabian Alb in147

Southern Germany. The main feature of the site is a sloping escarpment up to 200 m in height with148

respect to the valley (see Figure 1a). The escarpment is characterized by a very steep slope of around149

30° from the Northwest and a more gradual slope at around 15° further west. A dense vegetation with150

a tree height between 15 m and 25 m is covering the escarpment. To the west of the escarpment, the151

ground is essentially flat and under agricultural use. The windrose (Figure 1c) measured on a height of152

86 m at the test site shows winds blowing predominantly from the west, and therefore perpendicular153

to the escarpment, most of the year.154

(a) (b)

(c)

Figure 1. (a) Orography with the blue box marking the test site (Gauß-Krueger coordinates). (b) The
different land uses applied in the simulations: red for urban, grey for ground and green for forest. (c)
Wind rose from 86 m at the test site tower for the period of mid 2018–2019.

3.2. Measurements155

Measurements took place on 21 and 22 September 2018. Cup anemometers sampling at 20 Hz156

are mounted on the tower (48.6652° latitude, 9.8347° longitude) along with hygrothermographs, wind157

vanes and barometers at various heights between 3 and 100 m (Table 1). At that time, the sonic158

anemometers were not yet installed and therefore only the cup anemometer results are presented159

in this article. To minimise flow distortion due to the tower for the main wind directions, most160

instruments are mounted on booms pointing in south-north direction (Figure 2a). An EC station is161

installed 50 m west of the tower. The raw data were recorded at 20 Hz. However, the 10-minutes162

statistics (as prescribed by the international standard IEC 61400-12-1) are used in this study unless163

otherwise noted.164
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Additionally, in situ measurements are made using the multipurpose airborne sensor carrier (MASC165

[24,25,29]). The MASC is an instrumented unmanned aircraft system which can resolve turbulent wind166

and temperature fluctuations with a resolution of 30 Hz. The wind measurements are performed by167

measuring the flow speed and flow angles at the aircraft nose with a five-hole flow probe. In order to168

measure the three-dimensional flow field at the test site, a vertical grid of racetracks with legs going169

back and forth over the test site was performed between 10:55 and 12:30 UTC and between 12:55170

and 14:17 UTC for the first and second day, respectively. This experimental configuration allows for171

the changes in the flow field to be mapped in the region of the escarpment. An example of straight172

portions of the flight path selected for the analysis is shown in Figure 2b. Each racetrack consisted of173

several horizontal straight flight legs, in and against the flow direction. At least three legs (straight174

and level flight sections of about 1 km length) for each altitude were performed. Table 1 provides a175

detailed overview of the instruments used.176

Table 1. Overview of instruments.

Instrument, Mark Location: height above ground level (agl.)

Cup anemometer, Thies 10, 45, 59, 72, 86, 100
Hygrothermograph, Thies 3, 23, 45, 72, 96

Barometric Pressure Transducer, Setra 3, 96
Wind Vane, Thies 34.5, 59, 86

EC station 2
MASC 20, 30, 40, 50, 60, 70, 80, 120,130, 160, 190, 200

(a) (b)

Figure 2. (a) View of the tower taken from east-southeast. To the west the tower is a dense canopy. This
picture shows that the lowest anemometer (10 m) and the EC-station are directly downslope of the
forest. (b) The flight patterns performed over the two days in September 2018. The colors along the legs
indicate the measured horizontal wind speed. The red triangle marks the position of the meteorological
mast and the yellow one is the EC-station. The white triangles are the future location of the wind
turbines.

4. Results and Discussion177

In this section, the simulation results are presented and compared with the tower and flight178

measurements. The focus in this study is put on the period of the UAS measurement campaigns.179

4.1. Comparison of wind and turbulences quantities with the tower and EC measurements180

The simulation results are compared with measurements from cup anemometers and wind vanes181

installed on the mast. Time series of the 10- minute averaged horizontal velocity and wind direction182

are shown in Figure 3 and 4, respectively. The left panel of the following figures shows the results183

for the first day (21th September 2018), while the right one shows results for the second day (22nd184

September 2018). The approximate times of the flights are indicated with a grey box in these figures for185

reference. On the 21th September the wind speed measurements ranged from 7 m s−1 to 11 m s−1 at186
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86 m a.g.l, while calmer wind conditions dominate the second day, with velocities between 4 m s−1 and187

7 m s−1. The wind speed is in general well simulated, except for the upper level on the 21th September188

at 11:20 and 13:20 UTC and the first half an hour for the 22nd September, where larger differences are189

observed. The simulated wind direction at upper levels is in accordance with the measured results.190

On the 22nd September, the wind direction near the ground shows high deviations. Indeed, values for191

wind direction at the EC-station show high variability even in the model, indicating a region of high192

turbulence and intermittent structures. The main flow is coming from west as shown by the relative193

constant value of 270° at 86 m a.g.l, whereas near the ground, the flow is more southerly orientated.194

This is clearly visible for the second day, with values reaching 200° at 14:10 UTC.195

It can be seen in Figure 3 and 4 that during the period of the flight campaign (marked with a grey box),196

the wind direction is remaining nearly constant between 240° and 275° for the first day and 265° and197

285° for the second one. Only the wind speed shows a drop from 11 m s−1 to 7 m s−1 during the last 30198

minutes for the first date. Except for the wind speed at 11:20 and 13:20 UTC on the 21th September, the199

plots indicate a wind speed well simulated during the flight campaigns with values for mean absolute200

error at 100 m a.g.l of 2.00 m s−1 and 0.74 m s−1 for the first and second day, respectively.201

(a) (b)

Figure 3. Time series of 10-minute averages of horizontal wind speed at 10 m and 86 m on the 21th (a)
and 22nd (b) September. Shown are the time series for the simulation (red) and the tower observations
(black). The grey box marks the time flight period.
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(a) (b)

Figure 4. Time series of 10-minute averages of wind direction at 2 m and 86 m a.g.l on the 21th (a) and
22nd (b) September. See also Figure 3.

Turbulence is evaluated in terms of horizontal turbulence intensity (TI) given by the standard202

deviation of the horizontal wind speed normalized with the mean wind speed. Figure 5 compares the203

10-min average simulated turbulence intensity against the measured data at 10 m and 86 m a.g.l. The204

higher turbulence intensities are observed at the lower heights, i.e at 10 m, with values above 40 %. For205

the 22nd September, the TI values are even higher and can be explained by the definition of TI, which206

becomes large for small wind speeds. Several experimental [40,41] and numerical [42] studies have207

revealed that the maximum turbulent energy is produced in the upper half of the forest and carried208

into the region behind the forest [43,44]. For a westerly flow as in the present work, the 10 m sensor is209

located about 60 m downstream of the forested escarpment and explain the high turbulence intensity210

values in comparison to the higher sensor at 86 m. The model simulates reasonably well TI at the upper211

level and fails at catching the high TI values in the lower heights. The vegetative sink introduced by212

the canopy model in the turbulence equations may be responsible and leads to an underestimate of the213

turbulent fluctuations.214

Figures 6 shows 10-min averaged wind speed profiles at the tower position. The blue circles are data215

from the cup anemometers and the dashed lines the simulated wind speed. Error bars, corresponding216

to one standard deviation, are inserted for the anemometers measurements. Above 10 m, the standard217

deviations (errorbars) are decreasing with height and reveal a greater variability at 45 m a.g.l. except218

for some specific times. The wind speed increases progressively with increasing height, with a visible219

wind speed reduction in the lower part of the profiles, i.e at 10 m. On the first day, the wind speed at220

the lower cup anemometer are between 36 and 56 % of the one at 100 m. The wind speed reduction is221

higher on the second day with ratio values ranging between 28 and 35%. Overall, the simulated and222

observed wind speed agree well in profile shape, except for some specific times, but the wind speed223

reduction is underestimated in comparison to measurements.224
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(a) (b)

Figure 5. Time series of 10-minute averages of turbulence intensity at 10 m and 86 m on the 21th (a)
and 22nd (b) September. See also Figure 3.

(a)

(b)

Figure 6. 10-min horizontal wind speed profiles for each hour at the tower on the 21th (a) and 22nd (b)
September. Cup anemometer data are indicated with a blue circle and the simulation with the blue
dashed lines.
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4.2. Comparison with the UAS measurements225

The flight path consists of horizontal measurements legs made over and downstream of the226

escarpment, beginning at 20 m up to 200 m a.g.l as shown in Figure 2. About 95 and 82 minutes were227

necessary to perform the complete flight path on the 21th and 22nd of September 2018, respectively.228

Probes were placed in the CFD model at the leg positions and data are extracted for every simulation229

time steps. For a direct comparison of the simulation results and the UAS measurements, the probes230

were selected in order to fit the flight time. The airborne wind measurements are then averaged over231

subsections of 20 m in length along each leg. Figure 7 illustrates the steepness of the terrain with a232

slope of around 20°. It also shows the position of the modelled forest in green and in blue the legs233

flown on both days. Except for the three upper altitudes, the pattern are almost similar between the234

two flight dates as shown in Figure 7a and b.235

(a) (b)

Figure 7. Visualisation of the modelled ground. The blue lines correspond to the legs performed by the
MASC on the 21th (a) and 22nd (b) September. The green block represents the modelled forest.

4.2.1. Wind speed, wind direction and inclination angles236

Figure 8 shows the horizontal wind speed at five different flight legs. For the 21th of September,237

levels at 20, 50, 80, 120 and 200 m a.g.l were selected, while 20, 50, 70, 130 and 190 m a.g.l were238

chosen for the second day. Error bars, corresponding to the standard deviation, are inserted for the239

UAS measurements. The standard deviations are binned over a window length of 20 m as well. The240

geometry of the ground and the position of the forested patch are added for better visualization. The241

scale for the velocity was deliberately changed for both days in order to give a better visualisation of242

the flow along the UAS paths. The measured velocities show a similar structure for both days: directly243

after the slope, the velocities are higher due to a local updraft generated by the orography. Generally,244

the simulated wind speed match very well the UAS measurements, with a slight overprediction at245

upper levels for the first day, as already observed in the time series in Figure 3.246

The measured and simulated wind direction are presented in Figure 9. The profiles at higher altitudes247

are relatively flat. The wind direction values are increasing with decreasing height. For the 21st248

September, the wind veer shows a difference up to 60° between 20 and 200 m. On the second day, the249

wind veer is smaller but still visible with values reaching 30°. The model performs well at upper levels,250

except for the first day where the wind direction changes with height is underestimated. Considering251

the wind direction changes is important for the wind industry, as the occurrence of large wind veer252

can result in lower turbine performance [45].253

Inclination angles are important for each turbine site: wind turbines have to be certified by the254

standards such as IEC 61400-1, where inflow angles are usually required to be within ± 8° [46]. The255

future turbine locations should comply with this requirement to ensure that the turbines will withstand256

the wear and tear during their expected life time. The modelled and measured inflow angles compared257

to each other are presented in Figure 10. Sudden changes in the inclination angle are numerically258

and experimentally noticed over the escarpment and are due to a local phenomenon induced by local259

features of the terrain. Positive flow angles of up to 15°, numerically, and 20°, experimentally, are260
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reached. The position of this maximum reveals a flow dominated by upward movements and is261

located over or straight after the escarpment. The flow remains disrupted even at upper levels (190 m262

and 200 m a.g.l ), where inclination angle becomes smaller but still differs from zero. It is noticeable263

that for the second day, a negative angle can experimentally and numerically be seen in the last thirds264

of the flight path, indicating a flow not yet recovered.265

As a surprise, the inclination angle is negative (i.e. a vertical wind component from above) at the266

beginning of the escarpment, even in the model, revealing an incoming flow that is already disturbed.267

For a westerly wind, the air passes over a small hill, located around 1.5 km west to the test site (Figure268

1a) and a recirculation can be expected in the valley, leading to negative inclinations at the end of269

the valley and still at the beginning of the escarpment. The inclination angles then return to positive270

values at the upper edge of the escarpment as could be expected by an orographically influenced flow271

that follows the terrain. To check this hypothesis, the simulated vertical wind speeds in a cross-section272

along the legs for both days are shown in Figure 11. The simulated values are averaged over the273

complete flight campaign, i.e 95 and 82 minutes. On the 21th September, a large recirculation zone274

enclosed between the hill and the escarpment can be seen and corroborates our hypothesis.275

The variability of the horizontal wind speed and inclination angle, indicated by the standard deviations,276

represent a measure of the turbulence intensity. Their values are larger at low altitudes in comparison277

to higher levels due to increased turbulence near the ground. Looking at the two lowest levels, it is278

even noticeable that the variability is greater right after the escarpment. This is in accordance with279

the observation from the meteorological mast in Figure 5. Despite the large differences in the wind280

condition (high and low wind speeds) for both days, the flow structure seems to be quite similar.281
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(a) (b)

Figure 8. Horizontal velocity on the 21th (a) and 22nd (b) September at different altitudes along the
UAS´ flight path. The blue dots are the UAS measurements and the red one the simulation results.
Error bars, corresponding to one standard deviation, are inserted for the MASC measurements. The
green block represents the modelled forest.
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(a) (b)

Figure 9. Wind direction on the 21th (a) and 22nd (b) September at different altitudes along the UAS´
flight path. See also Figure 8.
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(a) (b)

Figure 10. Inclination angles on the 21th (a) and 22nd (b) September at different altitudes along the
UAS´ flight path. See also Figure 8.
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(a) (b)

Figure 11. Cross-section of vertical wind speed averaged over the complete flight campaign on the 21th
(a) and 22nd (b) September. The blue lines correspond to the legs plotted in Figure 8 and 10 performed
by the MASC.

4.2.2. Stability considerations282

The stability can be characterized, e.g, using the potential temperature or the Richardson number.283

The assessment of atmospheric stability using ground stations and towers is difficult in complex terrain284

as the flow can be characterized by phenomenon such as updraft, downdraft or canopy flow. A UAS285

can sample the atmosphere at higher altitudes in comparison to ground-based instrumentation, and286

can be a tool for atmospheric stability measurement. In our study, the potential temperature and the287

bulk Richardson number are used to assess the stability behaviour at the test site. The bulk Richardson288

number RiB [47], which can be computed from the wind and temperature measurement at two heights,289

is defined as:290

RiB =
g
Ta

(θu − θl)(zu − zl)

(Uu − Ul)2 (7)

where Ta is the average air temperature of the layer, θu and θl are the potential temperature at the291

upper zu and lower level zl , respectively. U is the horizontal wind speed and g = 9.81 m s−2 is the292

gravitational acceleration. There is still debate about critical Richardson Ric values, but typically293

Ric= 0.25.294

The diurnal pattern of potential temperature over the entire two days by the met mast is presented295

in Figure 12. It can be observed that at the flight time periods (indicated by a grey box) for the first296

day, the mast recorded vertical potential temperature gradients near zero, corresponding to near297

neutral atmospheric conditions. On the second day, a slightly unstable atmosphere can be observed.298

The sudden drop in the temperature at 15:00 on the 21th September due to a cold front has led to299

lower temperatures (around 10 K lower) on the 22nd September. In Figure 13, the bulk Richardson300

number at the mast is calculated using the mean wind speed and temperature data (10-min means),301

between 45 m and 100 m a.g.l. During the periods of interest (grey box), the near neutral state on the302

21th September (RiB ≈ 0) and the unstable state on the 22nd September (RiB ≈ -0.8) is clearly visible.303

Unstable conditions increase the turbulence intensity and explain the higher TI values observed on the304

second day (Figure 5).305

306

The potential temperature profiles from the meteorological mast, the MASC and the simulation307

are compared in Figure 14. The MASC measurements are separated in three regions: one over the308

escarpment, the second part is centered around the meteorological mast and the last region is further309

downstream. The simulation results are averaged over the complete flight campaign periods. The310

potential temperature at all positions decreases with height in the lower 50 m and 100 m for the first311

and second day, respectively. Above the escarpment, the simulation shows a potential temperature312

approaching neutral stratification at heights above 40 m a.g.l. The flight pattern is not following the313

terrain and therefore the lowest measurement at this position is at 50 m a.g.l. In the future, a flight314

strategy following the terrain should be implemented. In the middle region, the meteorological mast315
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values (green dots) show a superadiabatic layer next to the ground, with a stronger temperature316

decrease with altitude on the second day. On that day, gradient values of 1.5 K at the lowest 100317

m are reached. The MASC is measuring a gradient of 0.5 K between 20 and 50 m a.g.l. A stronger318

temperature gradient could have been measured if the MASC flew at very low altitudes (under 20 m319

a.g.l). The agreement between the different systems (MASC and meteorological tower) is however320

good, given the systematic differences in the measurement techniques, as well as in the vertical and321

temporal resolutions. The simulation underestimates the strong gradient near the ground. This may322

be the result of a low vertical resolution near the ground but also the surface heat fluxes from the323

mesoscale model, which are underestimated around mid-day, i.e during the measurement campaigns.324

325

The bulk Richardson number based on a 20 m averaging windows is computed over the legs to326

assess the impact of the escarpment, with its forest, in enhancing critical conditions for shear instability.327

For the computations, three levels were chosen: a low level near the ground, a medium one and the328

highest flown altitudes. Figure 15 shows the distribution of Richardson´s number over the test site.329

The drop in the bulk Richardson numbers right after the escarpment next to the ground (see RiB values330

between 20 and 120 m and between 20 and 110 m) for both day provide evidence for the criticality of331

the flow to shear instability and thus the generation of the turbulence. Thermodynamic instability near332

the ground associated with a turbulent wind flow leads to negative RiB values. The bulk Richardson333

values are then stabilizing around 300 m behind the escarpment. On the 21th September, it can be334

noticed that the bulk Richardson values computed at the upper levels (between 120 and 200 m) are335

equal to zero as the mechanical turbulence increases. The boundary layer approaches neutral stability,336

where potential temperature gradients are almost equal to zero, while for the second day, the surface337

layer is clearly in an unstable state with weak winds near the ground. This effect doesn´t dissipate338

with height, with Richardson values keeping negative at higher levels. The computed bulk Richardson339

values from the MASC are in accordance with the simulated values for the first day. From 15b one340

may see that the values over the escarpment are positive, which is due to a negative wind shear and341

resulting in a positive bulk Richardson values. The simulation shows on this day an atmosphere been342

dynamically stable where it is, in fact still unstable.343

(a) (b)

Figure 12. Time series of 10-minute averages of potential temperature on the 21th (a) and on the 22nd
(b) September. The dashed, grey box marks the time flight periods.
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(a) (b)

Figure 13. Time series of 10-minute averages of the Richardson number on September 21 (a) and 22 (b).
The dashed, grey box marks the time flight periods.

(a)

(b)

Figure 14. Vertical profiles of potential temperature differences from the MASC, the meteorological
mast and the simulation over, behind and further downstream the escarpment on the 21th (a) and 22nd
(b) September.
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(a) (b)

Figure 15. Richardson number computed from the UAS measurements on September 21 (a) and 22
(b) at different altitudes along the UAS´ flight path using 20 m horizontal intervals.The green block
represents the modelled forest.

To summarize the results, it was found :344

• Both days have a similar flow structure with a wind direction perpendicular to the escarpment.345

The only differences are the wind speed levels: strong and calm wind condition for the first346

and second day, respectively. The simulated wind speed and wind direction are in accordance347

with the tower measurements, except for some specific times on the first day. During the flight348

campaigns, values for mean absolute error of 2.00 m s−1 and 0.74 m s−1 are found for the first349

and second day, respectively. The meteorological mast, positioned 60 m behind the forest, clearly350

shows the impact of the forest with a wind speed in the lower levels (10 m a.g.l) reduced by 50 %.351

The wind speed profiles for the first day are nearly logarithmic, while the second day shows a352

more typical wind profiles for unstable conditions.353

• The turbulence is evaluated in terms of horizontal turbulence intensity. The model simulates354

reasonably well at the upper levels but large discrepancies are observed in lower altitudes355

compared to the tower measurements. This may be directly linked to the canopy model. Possible356

future improvements require a deeper investigation on the plant canopy and the turbulence357

model.358

• The UAS measurements are used for the model validation. In order to avoid any temporal359

averaging, a real time strategy is applied, where the model follows spatially and temporally the360

aircraft. An accelerated flow is numerically and experimentally found over the escarpment. The361

model slightly over-predicts the wind speeds at higher levels for the first day but still match very362

well the UAS measurements. The flow structure remains the same, despite a range of different363

velocities.364

• A wind veer has been observed experimentally and numerically observed. The wind direction365

changes are higher for the 21st September.366

• Inflow angles can be measured on site with sonic anemometers, but these on-site measurements367

are limited to the mast locations on which the anemometers are installed, and significant difference368

may exist between the inflow angle at the mast location(s) and the inflow angle at the turbine369

locations. The MASC overcomes this problem. Upward movements over and straight after370

the escarpment are observed. The inclination angles at an altitude of about 200 m are smaller371

but still not equal to 0°, indicating a flow still influenced by the orography and topography.372
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Inclination angles of 5° and 2°, at the future turbine location, are found for the first and second day,373

respectively. The test-site has been intentionally placed at a location that offers high inclination374

angles.375

• The stability of the atmosphere can be described based on tower measurements but the UAS376

offers the opportunity to sample at higher elevations. The calculated and simulated potential377

temperature profiles are in accordance, with a near neutral ABL on the first day. The second day,378

dominated by a more convective surface layer at the test-site is not well simulated. Indeed, the379

superadiabatic layer next to the ground is numerically underestimated. The temperature values380

at the ground in the OpenFOAM model are obtained by reading the surface heat fluxes from the381

WRF model and the low resolution (150 m) may be the reason of this underestimation. In future382

works, it will be interesting to nudge the CFD model with the EC measurements for the ground383

temperatures. The Richardson values show a systematic drop behind the escarpment for layers384

near the ground and reveals thermodynamic instabilities.385

5. Conclusions386

In the present study the flow over the WINSENT test-site was numerically and experimentally387

investigated for two days. Standard measuring systems such as a meteorological mast or an EC station,388

but also an unmanned aircraft system are used for the numerical validation. The CFD model, driven389

by the WRF data, relies on an unsteady RANS model with a canopy model for the forested areas. A390

simple one-way coupling approach shows good agreement with tower and EC measurements for the391

wind speed and wind direction. However no acceptable accuracy for the turbulent intensity could392

be reached at the lower levels, where high wind shears are occurring, and therefore, need to be more393

investigated.394

The dataset provided by the flight measurement campaign demonstrates how an UAS system can395

be helpful for the ABL investigation by providing a high spatial resolution of the airflow near the396

escarpment. Numerical validation is performed by following the position of the MASC during the397

flight campaign, which takes more than an hour. In this way, the variation of the flow is catched and no398

time averaging is needed. A comparison of the horizontal wind speed, wind direction and inclination399

angle was able to determine the accuracy of our method. Generally, the simulated wind speed, direction400

and inclination angle match well with the MASC measurements. The stability characterization shows401

that the model is predicting well for the first day but need improvement for the second day, dominated402

by more unstable conditions. The UAS is still an exotic tool for wind resource assessment. This study403

provides confidence in using UASs as a meteorological diagnostic tool or use it for data assimilation in404

models. A recently published study shows preliminary results from a WRF model, using assimilation405

of UAS data collected during the LAPSE-RATE Experiment [48]. The applied method shows improved406

prediction of wind speed and direction and is encouraging for future UAS data assimilation research.407

A good level of accuracy is achievable by considering a CFD model, driven by a WRF model, at408

relatively low computational costs compared to LES or DES. The method presented in this paper will409

be extended by coupling the OpenFOAM model to a DDES solver [33], where the future wind turbines410

will explicitly be included. In future, intensive observation periods with additional equipment, such as411

Lidars, and under stronger thermal stratifications will be performed.412
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