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Abstract

English Super-resolution quantum imaging is a recently developed technique
that allows high-resolution imaging beyond the classical diffraction limit. To obtain
super-resolution, one can use quantum tools, such as squeezed states, photon-
number-resolving detectors, or mode demultiplexing, to get a better spatial or
radiometric resolution. In this thesis, we study super-resolution imaging theoreti-
cally with a distant n-mode interferometer in the microwave regime. Interferometers
play an essential role in passive remote sensing, particularly for observing the surface
of the Earth in missions such as the Soil Moisture and Ocean Salinity (SMOS)
mission. The SMOS is a passive remote sensing satellite in the microwave regime to
measure the brightness temperature of Earth. The correlation of spatially-resolved
electric field measurements obtained by SMOS helps determine Earth’s surface’s
moisture level and ocean water’s salinity and has a pixel size of approximately
35km. Our focus is a complete quantum mechanical analysis of estimating the
parameters of the sources. Starting from the thermal distributions of microscopic
currents on the surface leads to partially coherent quantum states of the elec-
tromagnetic field on the n-mode interferometer. In passive remote sensing, we
have no control over the quantum states. However, we can look for a quantum
enhancement in the measurement scheme. We combine incoming modes with an
optimized unitary to achieve the optimal detection modes for that aim. This
approach allows for the most informative measurement based on photon counting
in the detection modes. It also saturates the quantum Cramér-Rao bound from
the symmetric logarithmic derivative for the parameter set of temperatures. In
our first work, we studied single-parameter estimation problems such as single
source size, temperature, two-point source separation, and centroid. A quantum
enhancement in spatial resolution is theoretically achievable for a single circular
source to approximately 1m and less than 0.1 K when using the proposed maximum
number of measurements with a single detector. We showed that one can resolve
the source separation for any distance for two-point sources using the correct phase
shift and a 50:50 beam splitter for a two-mode interferometer. The quantum Fisher

information scales linearly with the number of modes when we keep the maximum
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baseline constant for the array interferometer. In our second work, we focused
on multiparameter estimations of the source temperature distributions. Unlike
the single parameter case, quantum Cramér Rao Bound is not always saturable
in the multiparameter scenario. It can be saturable asymptotically if the SLDs
for different parameters commute on average. Then, one must find the optimal
POVM, in our case, optimal unitary for mode mixing, to achieve the quantum
limit. Our numerical analysis demonstrates quantum-enhanced super-resolution by
reconstructing an image using the maximum likelihood estimator with a pixel size
of 3 km. This resolution is ten times smaller than the spatial resolution of SMOS
with comparable parameters. Furthermore, we identify the optimized unitary for
uniform temperature distribution on the source plane, with the temperatures corre-
sponding to the average temperatures of the image. Although this unitary was not
optimized for the specific image, it yields a super-resolution compared to local mea-

surement scenarios for the theoretically possible maximum number of measurements.

German Superauflésende Quantenbildgebung ist eine kiirzlich entwickelte
Technik, die eine hochauflésende Bildgebung jenseits der klassischen Beugungsgrenze
ermoglicht. Um Superauflosung zu erreichen, kann man Quantenwerkzeuge wie ge-
quetschte Zustédnde, Photonenzahl-auflésende Detektoren oder Moden-Demultiplexing
einsetzen, um eine bessere rdumliche oder radiometrische Auflésung zu erzielen.
In dieser Arbeit untersuchen wir die superauflosende Bildgebung theoretisch mit
einem entfernten n-Mode-Interferometer im Mikrowellenbereich. Interferometer
spielen eine wesentliche Rolle in der passiven Fernerkundung, insbesondere bei
der Beobachtung der Erdoberflache in Missionen wie der Soil Moisture and Ocean
Salinity (SMOS) Mission. SMOS ist ein passiver Fernerkundungssatellit im Mikrow-
ellenbereich zur Messung der Helligkeitstemperatur der Erde. Die Korrelationen
der mit SMOS gewonnenen raumlich aufgelosten elektrischen Feldmessungen helfen
bei der Bestimmung des Feuchtigkeitsgehalts der Erdoberfliche und des Salzgehalts
des Ozeanwassers und losen Pixelgroflen von etwa 35 km auf. Unser Schwer-
punkt liegt auf einer vollstandigen quantenmechanischen Analyse zur Schétzung
der Parameter der Quellen. Ausgehend von den thermischen Verteilungen der
mikroskopischen Strome auf der Oberflache fiihrt das zu teilkohérenten Quanten-
zustanden des elektromagnetischen Feldes auf dem n-Mode-Interferometer. Bei
der passiven Fernerkundung haben wir keine Kontrolle iiber die Quantenzusténde.
Dennoch koénnen wir nach einer Quantenverstarkung im Messverfahren suchen.
Dafiir kombinieren wir die eingehenden Moden mit einem optimierten unitédren Op-

erator, um die optimalen Detektionsmoden zu erreichen. Dieser Ansatz ermoglicht



die informativste Messung auf Grundlage der Photonenzahlung in den Detektions-
modi. Er séttigt auch die Quanten-Cramér-Rao-Ungleichung aus der symmetrischen
logarithmischen Ableitung fiir den Parametersatz der Temperaturen. In unserer
ersten Arbeit untersuchten wir Probleme der Schétzung von Einzelparametern
wie Grofle der Einzelquelle, Temperatur, Zwei-Punkt-Quellentrennung und Schw-
erpunkt. Eine Quantenverbesserung der rdumlichen Auflésung ist theoretisch fiir
eine einzelne kreisformige Quelle bis etwa 1 m und weniger als 0,1 K moglich, wenn
die vorgeschlagene maximale Anzahl von Messungen mit einem einzigen Detektor
verwendet wird. Wir haben gezeigt, dass man den Quellenabstand fiir beliebige
Entfernungen fir Zweipunktquellen auflésen kann, wenn man die richtige Phasen-
verschiebung und einen 50:50-Strahlenteiler fiir ein Zweimoden-Interferometer ver-
wendet. Die Quanten-Fisher-Information skaliert linear mit der Anzahl der Moden,
wenn wir die maximale Basislinie fiir das Array-Interferometer konstant halten. In
unserer zweiten Arbeit haben wir uns auf Multiparameter-Schéitzungen der Temper-
aturverteilungen der Quellen konzentriert. Im Gegensatz zum Ein-Parameter-Fall
ist die Quanten-Cramér-Rao -Ungleichung im Mehr-Parameter-Szenario nicht immer
sittigbar. Sie kann asymptotisch séttigbar sein, wenn die SLDs fiir verschiedene
Parameter im Durchschnitt gleich sind. Dann muss man das optimale POVM
finden, in unserem Fall der optimale unitare Operator fiir die Modenmischung,
um die Quantengrenze zu erreichen. Unsere numerische Analyse demonstriert die
quantenverstiarkte Superauflosung durch die Rekonstruktion eines Bildes mit dem
Maximum-Likelihood-Schétzer mit einer Pixelgrofie von 3 km. Diese Auflosung
ist zehnmal kleiner als die rdumliche Auflésung von SMOS mit vergleichbaren
Parametern. Dartiber hinaus ermitteln wir den optimierten unitdren Operator
fiir eine gleichmaflige Temperaturverteilung auf der Quellebene, wobei die Tem-
peraturen den durchschnittlichen Temperaturen des Bildes entsprechen. Obwohl
dieser unitiare Operator nicht fiir das spezifische Bild optimiert wurde, ergibt er eine
Superauflosung im Vergleich zu lokalen Messszenarien fiir die theoretisch mogliche

maximale Anzahl von Messungen.
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Chapter 1

Framework

1.1 Introduction

This thesis focuses on applying quantum metrology to various imaging fields. The
areas of interest include optical imaging of sub-wavelength structures in microscopy,
imaging during astronomical observations, and lens-free imaging using phased
optical arrays. In our calculations, we are particularly interested in the parameters
of the SMOS, an array interferometer.

Conventionally, we have been using classical wave mechanics to calculate the
best possible performance of microscopes, telescopes, and antenna arrays. As
known almost 150 years ago, we have the bounds on resolution, such as the Abbe
or Rayleigh diffraction limits, that limit resolution comparable to the wavelength of
the used electromagnetic waves to distance how far we are away from the sources.
At the same time, the van Cittert-Zernike theorem [46] limits resolution based on
antenna arrays that record time-resolved electrical fields. However, it has become
increasingly apparent in recent years that imaging analysis is too restrictive just
using classical wave mechanics. Better experimental techniques like “super-resolved
fluorescence microscopy” (Nobel Prize in Chemistry 2014) [18], in which one dresses
a macro-molecule with point-like emitters selectively switched on and off, have
helped resolve below the optical wavelength for imaging of macromolecules.

Over the last decade, quantum metrology has seen rapid growth. It is now
well known that using non-classical quantum states can increase the precision with
which specific parameters can be measured. So far, most of the quantum metrology
community has focused on single-parameter estimation problems, like resolving
the separation of the two-point sources, measuring magnetic fields, or temperature
estimation. Thus, the quantum Cramér-Rao bound has become preferred for finding

ultimate bounds for the sensitivity given specific resources such as the total available



2 CHAPTER 1. FRAMEWORK

energy, number of probes, or measurement time [22, 21]. It is optimized over all
possible measurements and data-analysis schemes. In principle, it gives a bound
that can be achieved in the limit of many measurements for the single-parameter
estimation problems.

Tsang and his co-workers recently implemented quantum Cramér-Rao linked
to imaging [42]. This caused immediate surprise and considerable excitement in
the imaging community. They demonstrated that quantum Cramér-Rao allows
a resolution well below the wavelength for estimating the distance between two
equidistant emitters from an observer. They also suggested a method called SPADE
(spatial mode demultiplexing), engineering of the modes in which light should
be detected) that allows one to achieve such an advanced resolution. This work,
meanwhile, has been generalized by relaxing constraints such as equal intensity or
location in the same plane perpendicular to the line of sight of two sources.

Most of the interference effects in quantum optics rely on simple classical
interference of the electromagnetic field modes. Classical mode interference gives
rise to the resolution limits, such as the Abbe diffraction limit or the angular
resolution of rays synthesized from a phased antenna array. However, since photons
obey the laws of quantum mechanics, extra interference can happen at a much deeper
level due to quantum interference in Hilbert space. Thus, quantum mechanical
interference in Hilbert space can provide additional information. The quantum
Cramér-Rao bound automatically considers all the information about the parameter
in the quantum state of light. Detection of photons in different modes is involved
in optimization over all possible measurement schemes for the parameter or a
parameter vector. Also, once established, it can be used to determine optimum
detection modes. A well-known example is the Hanbury-Brown-Twiss method,
which determines the diameter of distant stars. It relies on receiving the light
collected by the two telescopes as a function of the distances of the collected
photons that provide access to the quantum correlation function, which contains
information about the diameter of the emitting source that is not in the intensity
distribution itself.

Helstrom considered the multi-parameter quantum estimation theory very be-
ginning, leading to the multi-parameter quantum Cramer-Rao bound. It is a
matrix-bound equal to the inverse of the quantum Fisher information matrix, which
bounds the covariance matrix of the estimators of the parameters. However, unlike
the single-parameter quantum Cramer-Rao bond, the multi-parameter quantum
Cramer-Rao bond may not always be saturated. One reason is that the optimum
quantum measurements typically required for each parameter are incompatible,

meaning they cannot be measured simultaneously since the symmetric logarithmic



1.2. CLASSICAL ANALYSIS OF ELECTROMAGNETIC FIELD 3

derivatives for different parameters do not commute. Recently, many questions arose
in the quantum metrology community about when exactly the multi-parameter
quantum Cramer-Rao bond can become saturated. A sufficient condition for the
optimal quantum measurements for different parameters to be compatible is that the
corresponding logarithmic derivatives commute. The Ref. [31] also finds a weaker
sufficient condition: If the commutator of the symmetric logarithmic derivatives
vanishes only on average over the quantum state, the bound can be saturated

asymptotically; for pure states, that condition is also necessary [36].

Quantum multi-parameter estimation theory is developing very rapidly right
now. This thesis aims to use these innovative techniques to establish ultimate
quantum bounds for the performance of imaging techniques and measurement
schemes for achieving them. For the first chapter, we will summarize the classical
sources from the perspective of classical electromagnetic theory. Then we will
continue with the semi-classical model depending on the minimal coupling between
the classical sources and the quantized field modes. Further, we summarize the
theoretical background for the classical and quantum parameter estimation theory.
In the last chapter, we will summarize our results for the array interferometers

based on our two papers in the Appendix.

1.2 Classical Analysis of Electromagnetic Field

1.2.1 Gauge Fields

In this section, I will give a simple introduction to gauge field theories. In
general, we solve Maxwell’s equations using the vector potential A(r,¢) and the
scalar potential ¢(r,t), which are directly related to the magnetic and electric fields.
As we know, these potentials are not unique and are subject to certain conditions
known as gauge freedoms. The relation to electric E(r,¢) and magnetic B(r,t)

fields to vector and scalar potentials are given by the following equations

A
E:—V¢—a—, B=VxA. (1.1)

ot
Then, V- B = 0 (Gauss’s law for magnetism) and V x E = —%3 (Faraday’s law
of induction), both of the remaining Maxwell’s equations are also satisfied. For

any gauge, the two remaining equations lead to the following inhomogeneous wave
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equations for the vector and the scalar potentials

2
<v2—16>A:v<18¢+v A)—ugj,

02 8t2 2 6t (12>

V- SV A) = pfes

where p(r,t) and j(r,t) are charge density and current density, respectively, and g
and €y are the magnetic permeability and dielectric constant of vacuum. Using the
gauge degree of freedom, we can impose additional constraints to decouple the two
equations in (1.2).

1. Lorenz Gauge : The Lorenz gauge is defined as

19¢

A
v +c@t

0, (1.3)

which is invariant under Lorentz transformation and yields immediately two inde-

pendent wave equations for ¢(r,t) and A(r,t) as

1 02
<V2 B E)t) -l
1 0% )
<V2 - @@t?) A=l

In terms of retarded sources, the known solutions for current and charge densities

(1.4)

that are dependent on space and time are given by
olr,t) = /d?’r’p(r,’t —Ir—rl/o)
’ d7eg lr — /| ’

A(I‘,t) 47T/d3 /J( ’—|I‘—I‘,|/C)‘

r—r|

(1.5)

Except for being Lorentz invariant, the other significant benefit of using this partic-
ular gauge is that it includes the correct retardation of sources. This is important
for obtaining accurate phase factors when analyzing correlation measurements of
electric fields at different space-time points. Inserting equations in (1.5) to electric

field equation in (1.1) gives

E — /d3/ (I‘ t—|I'—I'|/C)
lr — 1/ ot
el I e o) (16)
47eg r—r |3 '
Ot~ e | J)
B T r’
+47r60/ "e=rp ot
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The second term describes the contribution of time-independent sources, which
gives rise to the static Coulomb field. Since it scales as 1/|r — r/|*, whereas the
other two terms scale as 1/ |r — /|, it has a negligible effect compared to the other
two terms in the far field regime. If the current density is linked through to a
(macroscopic) charge density p by the following j = pv, we can compare the first
and last term. We find that the last term is more considerable than the first one by
a factor of ~ v/c where v = |v| and egpuo = 1/¢2.

We consider the situation of p(r,t) = 0, which describes the absence of any
macroscopic charge density. This condition is mainly due to the global charge
neutrality of Earth’s surface. The standard quantum optics is formulated in this
situation as it considers the absence of free charges, thus motivating the quantization
in the Coulomb gauge. Under this scenario, photons exhibit two linearly independent
polarization directions perpendicular to their propagation direction. They give
the correct physical picture far from any charges, where the propagating waves
are well approximated by plane waves. Classical electromagnetic waves have two
perpendicular polarizations as V - E = 0, resulting in an asymptotically converging
free field solution. Thus, we have only two degrees of freedom from the initial
four (three components of A and ¢). Any vector field can be decomposed into
longitudinal and transverse components. Accordingly, we can write j = j' + j,
where V - j* = 0, V x j' = 0. Using the continuity equation given by V - j + % =0,
for p = 0, we can write V - j = 0. The longitudinal current density is a source-free
and curl-free quantity spatially constant when p = 0. Additionally, we can simplify
further by using the boundary condition of vanishing current for » — oo to find that
j' = 0. Thus, the transverse polarizations depend only on the locally transverse

components of the current density vector. Then we have

st / _ ol
E(r,t) — _m/d37,/| 1 a-] (r ’t |r r | /C> (17)

r—r/| ot ’

and states that only the transverse component of the current density drives the
electromagnetic field. If p = 0 is exact in all space-time, there is no need for
assumptions in being the far-field regime in Eq. (1.6). Before proceeding with the
classical correlation of the electric field, I will briefly explain that Eq. (1.7) is also
obtained in the Coulomb gauge, which is used in the quantum analysis.

2. Coulomb Gauge : The Coulomb gauge sets the divergence of the vector
potential to zero V - A = 0 in some preferred reference frame. It is pretty helpful
for quantizing vector potential in "semiclassical" calculations since the A is quan-
tized, but the Coulomb interaction is not quantized. Then the Eq. (1.2) follows
immediately to —V?2¢ = p/eg which implies that the scalar potential is given by the
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instantaneous, non-retarded charge density. Since we set p(r,t) = 0 for everywhere
in space and time, we will have ¢ = 0. Then we immediately recover the wave
equation for vector potential given in Eq. (1.5). The same arguments about the
absence of the current longitudinal component as a source apply. Then we conclude
with the same equation for the electric field in (1.7), which we will now exploit for

calculating classical correlations between two different space-time points.

1.2.2 Classical Correlations of Electromagnetic Fields

The visibility (correlation) function of the electric fields related to the current
density distributions are given in Refs. [7, &, 6]. In a reference frame fixed to

detectors as we can define it as

Cij(r1, 12, t1,t2) = (Ei(r1, t1) B (12, 12)), (1.8)

where F; = E - é; is the electric field component in the direction specified by the
unit vector é;. With the electric fields measured by two antennae at two different
space-time points (rq,?;) and (rs, f3) one can form the product E; (ry1,t1) Ej (12, t2)

and can take the average in space and time. We first introduce the Fourier transform

(FT) of an arbitrary time-dependent quantity f(t), as f(t) = \/% 122 dwe™ f(w)
For real f(t) one has f(—w) = f*(w). Eq. (1.7) yields

= Ho s / —iw(jr—r'|)/c

E(r,w)=—— iwjt (r',w)e . (1.9)

Cdn ) -

The back-transformation reads as E(r,t) = \/% [ E(r,w)e™t. This is the full
time-dependent field in a space-time point given with infinite precision, including all
frequency components from —oo to oo, before any filtering. The antenna will not
respond much to frequencies beyond its fundamental resonance frequency. Formally
this corresponds to introducing an effective filter function w(w) in the inverse

Fourier transform for E;(r,t) as

Fy(r,t) — \/127 | dowfw)Bir.w) (1.10)

where the filter function w(w) is in general complex. For a narrow bandwidth B

and the central frequency wy filter function can be defined as

(1.11)

1 forwy—B/2<w<wy+ B/2
w()—{ .

0 elsewhere
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where B < wy. The antenna will respond differently to different frequencies, with
varying phase shifts. A simple dipole antenna is essentially a harmonic oscillator
with its characteristic phase shift and attenuation of response beyond the resonance
frequency. By inserting Eq. (1.9) into Eq. (1.10), we can find the effectively
measured electric field as

1 oo d>r’'

E(r,t):—ff;\/% dw(w)

The electric field in Eq. (1.12) is written for a deterministic current density distri-

WZth (I‘,, CU) e—iw(‘r—r"/c—t)' (]_].2)

bution. In reality, these current densities fluctuate. Before we move forward, we
describe the properties of these current density distributions. We assume that it
is a complex symmetric Gaussian process with current densities uncorrelated in
positions, directions, and frequencies [7, 26, 38],

3

~ ~x /) lC / N (5
<Jl (r,w) jm (t',w )> = E5zm5(w —w)d(r —r') (|, w)?), (1.13)

<5l (r,w) jm (r’,w')> =0, <jl* (r,w) 5, (r’,w’)> =0.
The length scale [. and time scale 7, are introduced for dimensional grounds, and
the polarizations are indexed by [, m, taking values z,y, z. For the classical white
noise currents, Eq. (1.13) is a standard model and appears in many places in the
literature [40, 27, 11]. Using the correlation of current density distributions and
the definition of the filter function, the visibility function of the electric fields at

two different space-time points becomes

13l Bwgdi;
i d3 .
32737, / (lgei(r o)) lr; —r||ry —r|

X sinc lB (—At—i— r = rf = fr2 = r|>] ,
2 c

where At = t; —t5 and for spatial correlation its taken as zero At = 0. The integral

e—iwo(—At+(|l‘1—1‘|—|1‘2—1‘D/C)

Cij(r1,re,t1, 1) =

(1.14)

over Earth’s surface is parametrized by r = (x,y, R) with respect to the coordinate
system of the detection plane. Further, we write |r; — 1| — |ry —r| & Aryp - r/|r|
for |Arjs| < R in the far field regime, where the vector Arjy = r; — ry connects
two different receiver modes. Then we approximate |r; — r| ~ R/ cos0(z,y) with
f(z,y) the polar angle the angle between the z-axis and the vector (z,y, R). In
the microwave regime, one can relate the average amplitude of current density to
brightness temperature Tg(x,y) by {(|ji; (r,w) |?) = K1Ts(z, y) cos O(x,y)é(z — R)
with a constant defined as K; = 327.kp/(3210c) [7] (See also an appendix of [25]).
Further, we define the effective temperature as Tig(z,y) = Ta(x,y)cos® 8(z,y)



8 CHAPTER 1. FRAMEWORK

and a new constant as K = kpoBw?/(373c) and we for a very narrow bandwith
B, we can approximate sinc(...) ~ 1. Then visibility function considering these

assumptions becomes

ff(x, y)eQﬂi(v%Qerv;Qy), (115)

€

Cij(r1,r9) = R;]

where v, = Az1/(AR), v, = Ayia/(AR) and we used wy/c = 2m/X. The
equation (1.15) is known as the Van Cittert-Zernike theorem, which describes the
Fourier transform the relationship between the spatial intensity distribution (or
in this case, the temperature distribution) of these incoherent radiation sources
and the associated visibility function. Resolution is limited to the paradigmatic
resolution limit d = AR/Az;5 found by Abbe and Rayleigh based on the interference
of classical waves, where Az, is the maximum spatial separation between two
antennas. In the following section, I will briefly introduce the quantum definition

of the problem.

1.3 Quantum Analysis of Electromagnetic Field

1.3.1 Quantized Electromagnetic Field

The electromagnetic field is quantized by expanding the energy of the free
electromagnetic field in modes, and the mode functions form an orthonormal
functional basis for the solution of Maxwell equations under appropriate boundary
conditions in a finite quantization volume. For the quantized electric field in free
space, we consider the quantization volume as infinity, and the discrete modes are
replaced by the continuous ones in this limit. We can write the operator for the

quantized vector potential A(r,t) in Coulomb gauge in continuous form as [5, 30]

1/2
d3
/ (167r3aoc|k\>

x > g a(k, o) exp(—iclk|t + ik - 1) + h.c.,

o=1,2

(1.16)

where, a(k, o) are the continuous mode operators with [ (k, o), af (k,o)] = d(k —
k')0,07, and e(k, o) are the directions of the polarizations with index o € 1,2, which
are always perpendicular to wave vector k. Mode functions are plane waves and
parametrized by k and o. As in the classical case, we consider the classical current

density distributions as sources of electromagnetic radiation. For this reason, the
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interaction Hamiltonian for the classical current distribution of the sources j(r,t)

with electromagnetic waves in free space is given by the following [17, 7, 30, 39]

/d3r3 A(r, 1), (1.17)

In the interaction picture, using the Schrodinger equation, the state of the elec-
tromagnetic field at time ¢ can be obtained from the one at ¢y as [39, 17, 30,
29]

(1)) = U (t,t0) [ (to)) , (1.18)

where the unitary propagator U (t,ty) is given by

U (tty) = exp (;L /: at' [ dri(et) A t) +ip (t,to)> | (1.19)

The phase ¢ (t,tp) is a real number resulting from the classical interaction between
currents and equal-time matrix elements. Since our model is semiclassical, the
current density changes with the vector potential, and we can write the time

evolution as a displacement operator as

D({a(k,0)}) = exp [Z/d?’ at(k,0) — a*(k,0)ak,0)]| . (1.20)

We assume that for ty — —oo we have the vacuum state [{0}) for all modes. For a

deterministic current density, |1 (t)) is a tensor product of coherent states,

[¥(t)) = {alk,0)}) = D({a(k,0)})[{0}), (1.21)

using Fourier transform of the current densities as in the classical case and taking

the integral over ¢, a(k, o) can be found as

1 1/2
ko)=—— |—
alk,o) (327T4E[)Ch|k|>

/d3 / dij (r,@) - e(k, o) exp(—ik - 1) (1.22)

exp(i(@ + c[k|)?)
ie —clk| —w

where a shift in the denominator i€’ is introduced, and it is necessary for the
integral to converge at t = —oo. So far, we have the modes of free space. To
understand the electric field received by the interferometer, we need an input-output

process between the modes of the free space and the interferometer modes. In the
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following section, I will define the scattering process to the received modes of the

interferometer.

1.3.2 Mode Matching: Scattering to Interferometer Modes

An interferometer receives the electromagnetic field through an array of antennas
at positions r; in a detection plane parallel to the source plane and separated from
it by a distance R. Each antenna’s output mode is connected to input modes that
receive electromagnetic field radiation. Receiver "i" consist of antenna "i" combined
with its output waveguide. After filtering, the output of each antenna is considered
to be single-mode with discrete annihilation operator b;. The modes received by
the antennas can be called "spatial field modes." Since each mode, b; is specific to a
location on the detection plane. Single modes with discrete annihilation operator
a; are reflected from the pre-processing stage. On the antenna side, we describe
incoming plane waves in the interferometer by a(k, o) and scattered outgoing plane
waves by IA)(k, o). One can use the scattering matrix formalism to see the connection
between incoming and outgoing modes.

Moreover, the b; modes are separated by considerably large distances comparable
to the central wavelength of A\. And, the collection area of each antenna Ap is
assumed to be Ap ~ A\2. These constraints make the modes for different receivers
orthogonal and simplify the form of the scattering matrix. A scattering matrix

connects incoming and outgoing modes, and one can write it as [47, 48]

S = (1.23)

S(scat ) S(trans)
S(rec ) S(reﬂ ) ’

Here the scattering matrix acts on the vector [{a(k, o)} oy, {ai}]", where
{a(k,0)} k) is the vector of continuous plane wave operators with continuous
k and two polarizations. {G,}y is the vector of modes with i € {1,..,n} for an

scat) - describes the scattering of incoming

n-mode interferometer. The first block, St
plane waves to outgoing plane waves from the interferometer. The off-diagonal
block 8 describes the coupling of the incoming plane waves a(k, o) into the

trans) Jescribes scattering of reflected receiver modes a;

receiver modes Bi, and S
into outgoing plane waves ZA)(k, o). The matrix ST represents the scattering
(reflection) between the receivers and will be neglected by assuming there is no
reflection from these modes, ST) ~ 0. One can also verify that if the receivers
have only incoming and outgoing modes, the receiving and transmitting pattern of
the receivers will be the same St)(k, o; j) = St*9)(j; k, o) and we can denote

them as simply S;(k, ). We can replace the field operators a(k, o) in Eq. (1.21)



1.3. QUANTUM ANALYSIS OF ELECTROMAGNETIC FIELD 11

by the following relation for n different receiver modes
ak,o) = ZSJ*(]{’ O')i)j + Z / dgk/S*(Scat)(k/, ok, U)[A)(k/, 0/). (1.24)
J o’

Then using Eq. (1.24), we can write the coherent state in Eq. (1.21) as

[¥(#)) = DB} D{B(k,a)}) [{0}) (1.25)

where D({f8(k,0)}) can be defined similarly to Eq. (1.20) and p(k,o) is the
eigenvalue of the scattered plane waves modes with annihilation operator b(k, o).
The interferometer does not have any access to outgoing plane modes ZA)(k, o) as
well, and b; commutes with E(k,a). Thus, we can safely trace them out. The
displacement operator for the spatial modes of the interferometer can be written in

the form
D({5:}) ®exp |80 — B7hi) (1.26)

In the end, we have a coherent state for spatial modes of the interferometer, and

for the field amplitudes (;, we can write in the simplified form as

3 67iw(ff|rfri|/c
=~ (imigp) [t [ e o= 0

Since the mean value of the current density distribution is zero, we only need
the covariance matrix elements of the received modes to describe Gaussian states,
which T will introduce in the following section. Thus, we must calculate (b{b,). The
integral over w can be taken using the filter function of bandwidth B as discussed
in the classical correlation of the electromagnetic fields. Integrals can be further
simplified using current density correlations (See first publication for the details).
Then we find

bTb K/d3 (|7e1 (r,w) |?) ewollr=rjl=lr=ri)/c

r —rf[r — x;] (1.28)
X sinc {2C(|r -
where, K = 3cpuol?/(16mhwyT,) and sinc[z] = sinz/x. As in the classical case,

average current density amplitudes can be related to the temperature distribution
of the surface. Then we can simplify the <bj b;) further using far-field approximation

as we discussed in our first paper [25].
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1.3.3 (Gaussian States

Let us consider n received modes of the interferometer in the detection plane
with annihilation operators b, satisfying the commutation relations [I;Z, lA)H = 0ij,
all other commutators being zero. If we arrange all operators into a vector form
such as b = [bl, bi, bo, bg, . by, bH The Gaussian state is defined as a state with
Gaussian characteristic function which can be completely described by the mean

displacement y* and covariance matrix X% as [9, 1, 16, 32, 35, 44]

7" = Tr [pb"] (1.29)
neh — ;Tr {p (BaB,B + Bﬁf)a)} , '

in terms of the centered operator b® = b® — 4*. We use this notation while using
the quantum Cramér bound in our first and second publications. However, for
simplicity, while we are using classical Cramér Rao bound from the measurement,
we use Sudarshan-Glauber representation. We show that the state of the incoming
modes of the n-mode interferometer from these radiated sources can be modeled
as circularly symmetric Gaussian states with a partial coherence, which encodes
the information of position and amplitudes distribution of the sources. Then after
the scattering process [47, 48] from the interferometer, the partially coherent state

received in the n modes is represented by

p= [ase({BHIAN UG, (1.30)

where [{f;}) is a multi-mode coherent state for spatial antenna modes, {3;} =

ﬂla BQa 6717 and

1 Fip—173
o({5i}) = me_mr o (1.31)

with 87 = (B4, fs...3,) is the Sudarshan-Glauber representation, and d*"f =
dRSGdSSf ... dRB,dSB,. The matrix I' is the coherence matrix for n antenna

modes, and its elements are defined as I';; = (blb;).

1.4 Parameter Estimation Theory

One of the most fundamental purposes of physics is the estimation of physical
quantities from experimental data obtained from measurements. By using the tools
of the estimation theory, the goal is to achieve fundamental precision of any given
parameter or a set of parameters [20, 22, 19]. The theory of probability is used to

properly formalize parameter estimation theory by considering the random processes.
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In this section, I will first introduce the random variables, parameter space, and
estimators. Then, I will define the classical Cramér-Rao bound and associated
classical Fisher information matrix for multiparameter estimation. Further, I
will discuss the parameter estimation in the quantum limit. Quantum metrology
attempts to make high-resolution and high-precision measurements using Quantum
Theory. It gives the most fundamental bound known as the quantum Cramér Rao
Bound related to the quantum Fisher information matrix. One can check Ref. [13]

for more details about the parameter estimation theory.

1.4.1 Random variables - Parameter Space - Estimators

From a mathematical point of view, a random variable X is a formalization of
a quantity that depends on random events. When the value is observed, we call
it realization or observation of X. We represent the probability that X accepts
the value x; as p(x;) or p(X = w;), then the random variable X is distributed
according to this probability density function p(z;). If possible process outcomes
are countable, we call it discreate random variable. Otherwise, we call it continuous

random variable and the normalization conditions for the probabilities given by

> pli) =1, /dxp(x) =1 (1.32)
i
respectively. Suppose we have a random variable X and {py} family of probability
distributions depends on parameter § € O, where © is called parameter space. X is
distributed according to a probability density function pg and 6 is not a random
variable. Thus, it is essential to assume that the parameter 6 is deterministic for
unbiased parameter estimation and # has a fixed value. The parameter space ©
is a subset of R if we have a single parameter (scalar parameter). It is a subset
of R™ if we have many parameters (a vector of parameters). The results of the
measurement are realized as a statistical sample @ = (x4, ..., x,) from a probability
density function pg(x), which also depends on the parameter 6 that we want to
estimate. We represent the averages for the probability distribution as E4. Further,
we call estimator for the method by which we intend to estimate the parameter
from the collected data. It is defined as a function of the data in the form § = é(w)
We consider an estimator as good estimator if the expected value of it gives the

actual value of the parameter, such as

A

Eyd(2)] = / O(x)po(2)d"® = 6. (1.33)

n
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If this condition is satisfied, the estimator can be considered an unbiased estimator
and guarantees that it is not affected by at least some systematic errors. A better
criterion for determining the quality of an estimator is to minimize the mean square
error (MSE), which is defined as

MSE[d] = Eq [(8 - 0)*] = / (B@) — 0)*ps()d"a, (1.34)

which calculates the mean squared error of the estimator from the actual value.

When we expand it, we get two different terms as
MSE[)] = {(9 Eo[0] + Eo[0] — 6) }

5, (9 £41)] + (24 -0 139

= Var|0] + b(6)?,

Q:»

where we define the bias of the estimator as b() = Eg[é] — 0 and the variance of

the estimator can be defined as

Vary[] = /]R (@) pola)d"e — < /R ) é(m)pg(m)dnw)2. (1.36)

If b(#) = 0, the estimator is unbiased, and the estimator’s variance is equivalent to
the mean squared error. In this case, the error or uncertainty in the estimation of

the parameter 6 is 66 becomes

A

Varo[f] = 56. (1.37)

Theoretically, we want to find the best estimator that minimizes 6. However, as
some explicit examples show, an unbiased estimator that minimizes the variance for
all @ might not even exist [20]. Therefore, finding the minimum variance unbiased
estimator can be complicated in practice. At this point, finding a lower bound
on the variance of an unbiased estimator is quite important. Several examples
of estimators are given in the literature, such as a constant, moment, maximum
likelihood estimator (MLE), etc. Among them, we will consider MLE, which also

plays an important role in interpreting the Cramér-Rao theorem.

Maximum likelihood estimator : The likelihood function [ of a random

variable X is defined as

[(6; ) := po(), (1.38)
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where the likelihood is equal to the probability distribution, the new notation is
utilized due to the meaning of 8 and X. In estimation theory, X describes the
experiment and is a random quantity whose realizations vary from experiment to
experiment, but 6 is a fixed parameter. Once we write py(X = ), we consider
the probability. Then the notation [(6; x) stresses the dependency on 6. Since we
already observed z and considered it fixed, we like to understand how likely it was
that the parameter had the value . The probability corresponds to a statement
before the experiment, while the likelihood corresponds to a statement once the
experiment was realized and we observed the value z. Since the logarithm is a
monotonously increasing function, the log of the likelihood function is maximized
by the same parameter. For this reason, it is also useful to define the loglikelihood
L as

L(0; z) := In(l(0; x)), (1.39)

which is the logarithm of the likelihood function. Generally, we are using an n-
sample { X (™} in the estimation procedure with a specific realization of it {z;}. In

this case, the maximum likelihood estimator becomes
Orte = argmaxycgq L (0;{z;}). (1.40)

where the joint probability distribution of the n-sample can be obtain for the
likelihood as [ (0, {x;}) = II;{ (0;z;). Since the logarithm transforms the product

into a sum will give us the loglikelihood function as
L0, {xi}) = > I (ps (Xi = 1)) . (1.41)

The MLE has an invariance property, which means that if one has the MLE Ornte
for a parameter 6, then the MLE for a parameter f = f(f), where f is a bijective
function, is given by

fmle - f (émle) . (142)

1.4.2 Classical Cramér Rao Bound and Fisher Information

In the previous section, we showed that the MSE equals the variance for unbiased
estimators. The best estimator leads to a vanishing bias; we are looking for the
estimator that minimizes the variance (MVU estimator). The difficulty is that MVU
estimators do not always exist. Because it generally does not minimize variance
for different values of the same parameter. Then, a different approach would be

to look for an estimator that reduces the variance locally. The problem is that
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the calculation of this variance is a difficult task. Instead, we will derive a lower
bound for the variance and then study how tight it is. A famous lower bound
for the variance is given by the famous Cramér-Rao theorem, named after Harald
Cramér and Calyampudi Radhakrishna Rao, which provides a lower bound for the
covariance for any unbiased estimator [14, 12, 37].

Theorem 1.1 - Cramér-Rao Bound. Let regularity condition holds for a
probability distribution {pe(X)} with a random variable X and a parameter 6 € ©

£ [220D) v a3

Then the variance Var {éest} of any locally unbiased estimator satisfy

1

Var {éest} > ma

(1.44)

where F (pg; 0) is called Fisher information associated with the probability density

(a I g);(x))ﬂ . (1.45)

If an estimator saturates the Cramér-Rao bound, it is called an efficient estimator.

function pg(x) and defined as

F (pg; 9) = Eg

Proof of the Cramér-Rao theorem : The proof of Cramér Rao’s theorem
is based on the Cauchy-Schwarz inequality. Here, I will start with the proof of a
parameter function f(#) instead of the parameter 6 directly. Then the estimator
can be written as fest. Since # € © then we need that fest takes its values in
f(©). We can start with the regularity condition, which holds in the theorem. The

left-hand side of the regularity condition becomes

Eglalnm ] /d ap" (1.46)

Changing the integral with the derivative will give

op [Mgg(m))] - aae / dape(). (1.47)

By the definition of the normalization, we have [ dzpg(x) = 1. Then the derivative

of 1 gives directly zero, and we end up with regularity condition as

Eo lalngj(x))] = 0. (1.48)
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Thus, changing the derivative and the limits is sufficient for the regularity condition

to be satisfied. We can say that this is true for most joint probability distributions.

However, one exception we can immediately say is when the parameter appears in

the limit of the integral such as estimating the upper bound of a uniform distribution.

Now let us continue the unbiasedness of the estimator by taking the derivative
concerning 0 for both sides of the unbiasedness condition [dzpy(z)fes (z) =
f(0). Since only the average value of the estimator depends on the 6 from the
probability distribution pg, not the estimator itself, then interchanging the integral

and derivative, we will have

91 )
80 ae/ 7) fost = / dazp(z n(gg(m))fest. (1.49)

We can think of it this way: the process used to estimate the value of 6 should not
depend on . If we multiply both sides of the regularity condition by f(#), and
using the fact that f(#) is independent of =, we get

/datpg 2 pa( O (po(@)) gy _ g (1.50)

Then we can obtain the following equation by subtracting Eq. (1.50) from Eq.

(1.49) as
OO _ [ aapo(n) 20D (5 g0)). (1.51)

To apply the Cauchy—Schwarz inequality, let us first introduce a scalar product for

any joint probability distribution pg(x) and for two real functions a(x) and b(z) as

(a(@), (@), = [ dza(x)b(@)po(a). (1.52)

Then the Eq. (1.51) in this notation becomes

of(6) _ <81H (299(90))’]3%t _ f(9)> . (1.53)

06 06

Using the Cauchy-Schwarz inequality, we will have the following for the right-hand
side of Eq. (1.53) as

Oln (po(x)) Y _ /0l (ps(x) 9l (ps())
<a;7fest - f(6)> ; S < i i

p

(1.54)

89 ) 69 > <fest - f(9>’ fest - f(0)>

Po
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Then we can rewrite the inequality in the following form

) : (%)
/dxpg(x) (fest - f(9)> 2 [ dzpo(z) (%)

. (1.55)

By taking f(#) = 6, using the definition the varience [ dapy(x) (fest - f(Q))2 =

Var [Jest | and defining the Fisher information as

gy /9n (po(x)) Oln(pe())
F(pg,@) = < o0 s 00 pg. (156)
We prove the Cramér-Rao theorem as
Var [éest] > # (1.57)
F (pg; 0)

The loglikelihood derivative, sometimes called the score function, becomes sensitive
to slight variations of ¢ as the probability changes, that is, in the case of the higher
derivative score function. Therefore, the Fisher information matrix (FI), which is

the norm of the score, takes a significant value and lowers the variance.

Multiparameter Estimation : In multiparameter estimation, the goal is to
estimate a vector of parameters, 8 = {6, 0s...0,,}. The constraints and formalism
requirements for multiparameter estimation are the same as for scalar parameter
estimation. However, the Cramér-Rao bound corresponds to an inequality for the

covariance matrix.

Cov (0et) — F (8) ! > 0. (1.58)

The elements of the Fisher information matrix F (0) is given by

(1.59)

7, (6) — E, [8111 (pg) O1n (pg)] |

00; 00,

Reparametrization : If reparametrization is needed, i.e., if we need to estimate
a vector of parameters f(0), which is a function of original parameters @ then the

inverse of the new Fisher information matrix for the parameter change is given by

FH  =TfA03-FO) - T[f,{6:}]", (1.60)

where J [f,{6;}] is the Jacobian of the transformation with elements J;; [f,{6;}] :=
0fi(0)/06;. 1f an estimator fes; is cfficient to estimate the original parameter 6,

then f (éest ) it does not mean that will be efficient to estimate the new parameters
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of f(#). We can interpret the Fisher information matrix F (f) as a metric in the
manifold from a geometric perspective [3]. This metric can be calculated from the
joint probability distribution as in Eq. (1.59). For the coordinate changes {6;} at
any point on the manifold, the Fisher information matrix may not be invertible, or
there may be fewer variables in the new coordinate system; that is why we used
the transformation for the inverse of the Fisher information matrix. When the
Fisher information matrix is diagonal, the estimation of the #; parameter will not
be affected by the lack of information on the other parameters. In this case, the
multiparameter estimation is determined to be the same as the multiple scalar
single parameter estimation. For the following section, we will refer to the Fisher
information matrix from the classical estimation theory as the classical Fisher
information matrix (CFIM) to distinguish it from the quantum Fisher information
matrix (QFIM).

1.4.3 Quantum Cramér Rao Bound and Quantum Fisher

Information

In this section, I will introduce the quantum Cramér-Rao bound with the
quantum Fisher information matrix .% (0) for multiparameter estimation. We aim
to derive the upper bound for the CFIM we get from the measurement. In quantum
mechanics, we mostly have the positive operator value measure (POVM), i.e., a set

of operators {II;} satisfying

Iy >0 Vk, > I =1, (1.61)
k

in the discrete case. Then the probability distribution of the measurement is given

by the Born rule as
pe(0) = Tr (pelly) , (1.62)

where pg is the density matrix of the quantum state encoding the parameter vector
0, on which the measurement is performed. As we see, we can choose any set
POVMs to perform a measurement. However, our metrological goal is to find
the ultimate bound on precision achievable for the parameter vector ¢. Thus, we
need to find the correct set of POVM elements that saturates this ultimate bound.
Before moving forward, we can start with the quantum version of the Cramér Rao

theorem for multiparameter estimation.

Theorem 1.2 - Quantum Cramér Rao Theorem : Let us consider the

family of quantum states pg depending on a vector of parameter {0;} € ©. The
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covariance matric Cov(éest) of any locally unbiased estimator éest 18 lower bounded

by the inverse of the quantum Fisher information matrix
Cov(Bes) > F ()71, (1.63)
and the elements of the quantum Fisher information matrix are defined as
74(0) = S Te(po 2, 4)), (1.64)

where {-,-} is the anti-commutator, and £ is the symmetric logarithmic derivative
(SLD) related to parameter i, which is defined as % (Zipe + pe-ZL;) = Oipe.

Proof of the Quantum Cramér Rao theorem : We can start writing the
CFIM elements FZ? from a measurement corresponds to a regular POVM element

given by Il as [45]
8,‘ Tr (ngk) 8j Tr (ngk)

Tr (polly) ’
where CFIM elements can be written for complete POVM using additivity of the

k
FE= (1.65)

Fisher information matrix F;; = >, le; Using the cyclic property of trace, such as
Tr (ZLipolly) = Tr (pells L) = [Tt (po-L11k)]" (1.66)
and the definition of the SLD, we can expand one of the terms in the nominator as

1
(91» Tr (ngk) =Tr (a,pgﬂk) = 5 [TI‘ (Zpgﬂk) + Tr (pg%ﬂkﬂ (1 67)

= Re [TI‘ (pgﬂkéﬁ)] .

For a real and nonzero vector u, an upper bound can be found by using the following

inequalities:

Re Tr (polly 3 i)
S oty BT (ol 1.
ij ! Tr<p9Hk)

I Tr (polly, ¥ i )|
T Tr(pelly)
< wuy Tr (pe L1 L5) — Second inequality
ij

1
=5 2 uitt; [Tr (0o ZiT1Z5) +Tr (o211 )]

ij

— Flirst inequality

= ugu; Re [Tr (pgL11,.25)]
ij

(1.68)



1.4. PARAMETER ESTIMATION THEORY 21

where in the last step we used the fact w;u; is symmetric in indices ¢,j. First
inequlity can be saturated if Tr (pelly >°; u;-%;) is real for any parameter {6;}.
For the second inequality, we used the Cauchy Swartz inequality defined as
ITr (A1B)|” < Tx (474) Tx (B!B), with A = VT \/ps and B = & vITiwZ/7s.
The saturation of the second inequality requires that \/H_k\/% must be proportional
to VII, 3, u;ZLi/pe for any arbitrary, nonzero, and real vector w. Summing over k

both sides of the inequality, we will have the inequality in the form

1
> wiFuy < 5 3w Tr (pol L Z}) = 3 uiFisuy, (1.69)
ij ij ij
where in the last term, .%;; is defined as the QFIM as in the theorem, which is
independent of any parameter-independent measurement and the ultimate bound for
the CFIM. Since the covariance matrix Cov(éest) of an estimator is lower bounded
by the CFIM then we conclude with the proof of the quantum Cramér Rao theorem

for regular POV Ms as

Cov(Bes) > F(O)' > F(0)". (1.70)

Now I will give a summary of the properties of quantum Fisher information :

Theorem 1.3 - Monocity of the quantum Fisher information : Let

H be a Hilbert space of a family of density matrices {ps} with pg € S(H). The

quantum channel & is independent of the parameter 6 acting on S(H) as well, then
we have

F (E(pa);0) < F (po:0). (1.71)

For the parameter independent unitary quantum channels U quantum Fisher infor-

mation s conserved under evolution as
F U (po);0) = F (UpeU';0) = . (py; 0). (1.72)

The monotonicity of the quantum Fisher information is discussed in Ref. [34] and

more recently, its proof given by the book on geometry of quantum states in Ref [4].

Theorem 1.4 - Additivity of the quantum Fisher information : If H;
and Hs are the two Hilbert spaces S of two families of density matrices {p1 4} and
{pa20}, respectively (pro € S (H1) and pag € S (H2)). Then we have

F (P10 @ p260;0) = F (p10:0) + F (p26:0) .- (1.73)

Ref. [24] gives complete proof for the additivity property of the quantum Fisher
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information. Moreover, this property also holds for the classical Fisher informa-
tion. Using this theorem for a quantum state py of N copies pj”, the quantum
Fisher information scales as %y o« N.%, where %y is the total quantum Fisher
information.

Theorem 1.5 - Convexity of the quantum Fisher information : Let
two families of quantum states {pa} and {og} parametrized by 6, where py, oo are
elements of S(H). For 0 < X\ <1 we have

F (Apg + (1 = AN)og; 0) < AF (pg; 0) + (1 — A\)F (00:0) - (1.74)

The proof of convexity of the quantum Fisher information can be found in [15].
In the next chapter, I will briefly discuss our results for the single and multipa-

rameter metrology considering imaging problems of the array interferometers.



Chapter 2

Results

2.1 Single parameter estimation for the Gaussian

states

The SLD and the elements of the QFI matrix are given in Ref. [16] for any

Gaussian state. The SLD can be written as
1 -1 é apfB af
L= M s (0:32%) (b°b? — 527) , (2.1)

where 9)?;;775 is the fourth order tensor form of the inverse of the matrix 9 =
T Y+ 10®Q, with Q = @}_, io,, and the summation convention is used for the
repeating indices. In our case, the mean displacement of the Gaussian state is zero.
Then the elements of the QFI matrix in [16] become

1
Ty = 59)1;57758]-2“581-275 : (2.2)

Using the properties of the Gaussian state (circularly symmetric and with zero

means), we can write the SLD for n mode interferometers as [25]
%= glblb; + (gl blb + (91" Dlby) + C, (2.3)

where C is a constant term that can be dropped for diagonalization purposes.
In the single parameter case, the optimal POVM is the set of projectors onto
eigenstates of .Z;. It allows one to saturate the QCRB in the limit of infinitely
many measurements using maximum likelihood estimation [20, 10, 33]. To find
the POVMs from the SLD, we construct a Hermitian matrix M; whose diagonal

elements are real-valued functions which are defined as g = 9)?;51,75 <8i275) with

23
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a =27 and § = 25 — 1. The off-diagonal elements are complex-valued functions
and defined as gfk = ;éﬁ(; (@-E”‘S) with « =2j and § =2k — 1 and k£ > j. By
introducing a new set for the field operators such that, b" = [ISL ZA); o BH and
_ A A A 1T

b = [bl, ba, ..., bn} , we write the SLD in the following form

% =b'M,;b. (2.4)

As M; is a Hermitian matrix it can be unitarily diagonalized by M,; = VZT D,V;
with VIV, = I. A new set of operators can be defined as d! = biV! where
Elj = [djl, cljz, ey CZH The optimal POVM for the single parameter case (i = 1,
which we drop in the following) can be found as a set of projectors in the Fock basis
{Im1,ma, ...;mp) (M1, ma, ..., My |} my ma..mny Of the d, with d“{cil |ma, ma, ..., myp) =
my |my, ma, ...,my), where [ € {1,...,n}. The d; will be called "detection modes."

In our first paper, using the tools of quantum metrology introduced in the
previous chapter, we investigated the single parameter estimation of the sources’
different parameters using different interferometer modes. In the following, I will
briefly summarize our results for estimating the parameters: source temperature,
source size, source separation, and centroid of two-point sources.

The resolution of the Uniform Circular Source : For the simple example
of T'(x,y), we consider a circular source on the source plane parametrized with
radius "a," temperature "T’," and the central location as "(zg,4)". Since the source
size directly affects the mean photon number, we first look at the estimation of "a"
with a single-mode antenna. We calculated the quantum Fisher information, which
can be saturated by photon number resolving measurement for a single mode. We
compared this with the Heterodyne measurement (its POVM can be taken as a
projector in a coherent state basis, as discussed in the appendix of the first paper).
In the limit @ — 0, we observe that quantum Fisher information tends to a constant,
while classical Fisher information for Heterodyne detection vanishes (See Fig. 2a
of first paper). We obtain similar results for two-mode (Fig. 3a) and more than
two-mode interferometers (Fig. 6). When we increase the number of modes, we
see that additional information arises due to the correlation of different modes and
increases the quantum Fisher information. Here, we also checked the dependency
on the maximum baseline of the interferometer, as we see from Figs. (3b) (3c), for
different temperatures and different source sizes, quantum Fisher information has
a maximum at some point; later, it oscillates around a constant value. The other
parameter we are interested in is the source’s temperature. We notice that photon
number resolving is superior to the Heterodyne detection for estimating 7'. For

large sources, they converge at some point due to the increasing number of photons
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in a single mode. More than single-mode interferometers, if we know the centroid
of the source, the modes can be connected by the unitary from SLD to saturate
the quantum bound for these single parameters with a photon number resolving

detection.

Spatial Resolution of Two Point Sources : Resolution of the two-point
sources is a very popular problem in the literature; as discussed in the introduction
section, using the SPADE technique, one can resolve the two-point sources for a
lens system such as optical telescopes, microscopes, etc. Here, We are considering
this problem for the interferometers. We consider a two-point source parametrized
with source separation "s," centroid "t" and the source temperatures "T7" and "715."
We aim to estimate "s" and "t" separately. Since these parameters are written in the
two-mode phase difference, we at least need to consider two-mode interferometers.
First, we showed that the quantum Fisher information increases for estimating "s"
and "t" when we increase the temperatures (See Fig. (4a) and (4d) respectively).
Then, we checked the quantum Fisher information for the unbalanced temperature
configurations and obtained that we can resolve "s" and "t" better than the balanced
case (Fig (4b) and (4e)). Further, we consider Heterodyne detection to compare
our results for resolving "s" and "t." For estimating the source separation, we
obtained that quantum Fisher information becomes constant when the separation
vanishes. In addition, classical Fisher information for Heterodyne detection vanishes.
To achieve the quantum limit, we need to combine the incoming modes of the
interferometer with a beam splitter and a phase shifter with a correct phase delay
requires the knowledge of the centroid only. Then by non-local measurement of
these modes using photon number resolving detection, we can break Rayleigh’s curse
of resolution for two-point sources. Thus we can resolve them for any separation.
On the other hand, with Heterodyne detection, which can be understood as local
measurement, we always have the resolution limit. Later, we increase the number
of modes to understand how the quantum Fisher information scales. If we keep the
nearest separation of the modes fixed on the detection plane, we see that quantum
Fisher information increases sub-exponentially (See Fig. (5b) (5e)). If we keep the
total baseline fixed, quantum Fisher information increases linearly by the number
of modes (Fig. (5c) (5f)).

In the end, we conclude that with the correct pre-processing of the received modes
of the interferometer, we can achieve super-resolution for the selected parameters

by saturating the quantum limit.



26 CHAPTER 2. RESULTS
2.2 Multiparameter Estimation for Gaussian States

Contrary to the single parameter case, the multiparameter QCRB can generally
not be saturated. By introducing a weight matrix w, one can define the scalar
inequalities from the matrix-valued QCRB as Tr(w Cov(8)) > Tr(w.Z(0)"!) =
C%(0,w). The weight matrix is a positive definite matrix to satisfy the scalar
Cramér-Rao bound. For simplicity, we will consider w = I to optimize the average
variances of all parameters. One can also consider a diagonal matrix with different
weights. This will result in directly decreasing the variances of preferred estimators.
Further, choosing a weight matrix with off-diagonal elements includes covariances of
the estimators. Holevo realized the problem of saturability of QCRB and proposed
a tighter and more fundamental bound [23] C¥ (8, w), which is upper bounded by
20%(0,w) [41, 2]. If the SLD operators for different parameters commute on average
Tr(pg[Li, L;]) = 0, then the Holevo-CRB is equivalent to the QCRB. Moreover,
the QCRB for multiparameter estimation can be saturated asymptotically with a
collective measurement in the limit of an infinitely large number of copies pg™ [36,

2]

ol |
i
-

Pre — Processing
Measurement

Figure 2.1: The Gaussian state p(@) of the n-mode interferometer contains the spatial
and the radiometric information from current density sources. The incoming
modes BZ are combined with an optimized U to have detection modes czz
of the photon counting measurement. For experimental realization, one
can decompose U into SU(2) group elements similar to optical quantum
computing, i.e., using beam splitters and phase shifters. After the measure-
ments, one estimates the parameter set using an estimator function such as
a maximum likelihood estimator (MLE).

Most Informative Bound for Multiparameter Metrology : The most
informative bound minimizes the classical scalar Cramer Rao bound over all the
possible POVMs. In the single parameter case, from the diagonalization of the SLD,
we see that one needs to combine the incoming modes with a unitary transformation

to saturate the QCRB single parameter case. This transformation, even for a single
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parameter, depends on the parameter itself. In the multiparameter case, any of
these specific unitary transformations for a specific parameter usually gives a more
significant mean square error for the remaining parameters. Using the clue from
the SLD structure, we drop the index "¢:" from the unitary transformation of the
modes and minimize the scalar bound of the classical Fisher information matrix for
multiparameter estimation over all possible unitaries. Then, a new set of operators
for the detection modes can be defined as d = Ub where d” = [dl, do, ..., d } where
U is the corresponding unitary transformation of the field modes (See 2.1). The
average values of the elements of the new coherence matrix I’ can be found by using
d; = > Uyby as

Ty = (did)) Z Ui (biby). (2.5)

Then we will have the probabilities after measurement P(my,..my|0;,60a, ...,0;) as

P({m}10) = [ d2"6é<{5i}>|<{mk}|{5i}>\2
- . 8 [2me (2.6)
= [amed({a e .

7 m '
where |{6;}) is a coherent state of the detection modes and ®({d;}) is the Sudarshan-
Glauber function for the state of the detection modes. Due to the linear transfor-
mation from b to d, it is still a Gaussian. The most informative bound [2] in this

case is the bound minimized over all possible unitary matrices
. . .
Tr ['w COV(O)] > min {Tr [w]: (0)” . (2.7)

Estimating the source temperatures of many pixels on the source
plane : In our first paper, we only consider the single parameter estimation.
However, our ultimate aim is to estimate 7'(x, y) completely. Our second paper only
focused on multiparameter estimation and multiparameter quantum Cramer Rao
bound. We consider having many pixels on the source plane, each parametrized
by T;. The goal is to estimate the parameter vector 8 = (11,75, ....T,), where p is
the total pixel number. Here, we checked the compatibility condition for our set of
parameters. Numerically, we find that for n mode interferometer, SLDs of different
parameters commute on average for the quantum state of the interferometer. Thus,
Holevo-CRB is equivalent to QCRB. Further, we assume that we know the position
of each pixel precisely on the source plane; all pixels are next to each other, and
their sizes are ten times smaller than the resolution limit of the classical detection
strategies. As a starting point, we consider two-pixel and two-mode interferometers.

We analyze the corresponding unitary for the non-local measurement considering



28 CHAPTER 2. RESULTS

only the phase delay. When we vary the phase in the unitary to combine these
two modes, we can saturate the scalar quantum Cramer Rao bound for the correct
phase (See Fig. (2) in the second paper). For the next step, we increase the number
of pixels and the number of modes so as not to leave any redundant parameters.
The parameterization of the unitary when n > 2 is a difficult task. Therefore,
we used an optimization algorithm to minimize the cost function from the most
informative bound. By considering the photon loss, which is parametrized by pu,

we analyzed the 1D pixel sources (See Fig. (3) and Fig. (4) ). In the last step, we

(a) Real Image (b) U = Ug;?ge
—1 360
- 340
= 320

1 2 3 4
300
(C) U= Ugg%form (d) U=1

280
260
240

Px Px

Figure 2.2: (a) The image on the source plane with 30 pixels will be estimated us-
ing a maximum likelihood estimator. (b) The reconstructed image after
single photon detection in detection modes d; obtained from using the
optimized unitary UEE? 8¢ specific to the temperature distribution. (c) The
reconstructed image using a unitary optimized for uniform temperature
distribution Ugg;form. (d) The reconstructed image using a local measure-
ment of single photons considering U = [. Pixel size a = 3.0 km, average

temperature T ~ 293 K, and sample size N = 108.
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go beyond the 1D model by considering source pixels on a 2D surface. We obtain
super-resolution for an optimized unitary Ui)npl? & specific to the actual image in Fig.
(2.2a), as seen from the reconstructed image using MLE in Fig. (2.2b). However,

revealing this optimized unitary requires knowledge of the image. That is why we

uniform

found another unitary optimized for the uniform temperature distribution Uyt

and used it to estimate the actual image. After reconstructing the image using
MLE, we obtain again a sharp image that is sufficient to demonstrate the actual
image (See Fig. (2.2¢)). If we check the local measurement by considering U = I
(means direct detection), we see from Fig. (2.2d) that the reconstructed image is
entirely washed out. Thus, we can not resolve it by direct detection due to the

resolution limit of the local measurement of the modes.



Chapter 3
Conclusion and Outlook

In our first paper, we obtain the general partially coherent state received
by an antenna array starting from a microscopic current density distribution in
the source plane corresponding to a position-dependent brightness temperature
Te(x,y). We calculated the QFI and the QCRB for the minimum uncertainty
for the parameters that can be estimated based on measurements of the multi-
mode quantum state of the interferometer. We demonstrated how the optimal
measurements allow one to estimate a single parameter estimation. We showed
that the optimal measurements correspond to photon detection in specific detector
modes obtained from the original receiver modes by mode mixing via beam splitters
and phase shifters. From the dependence of that partially coherent quantum states
on parameters that characterize the sources, we estimated the radius a and the
brightness temperature 7' of a uniform circular source. Then, we estimated the
source’s centroid ¢ and source separation s for two-point sources for single-mode
and two-mode interferometers. We demonstrated a clear quantum advantage over
the classical strategy corresponding to direct heterodyne measurements of the
receiver modes. We benchmarked our results with the performance of the SMOS
mission, which achieves about 35 km resolution with 69 antennas deployed on three
four-meter long arms arranged in a Y-shape, operating at 21 cm wavelength and
flying at the height of 758 km above Earth. For example, we showed that using the
optimal measurements, a single arm of length 4 m with 20 antennas and a single
measurement would allow a spatial resolution of about 1.5 km. I.e. with a satellite,
a more than 20 times increase in resolution compared to SMOS could be achieved.
By increasing the size of the array to 19 m, the 20 antennas should give rise to a
spatial resolution down to 300 m. Assuming that the number of samples is given by
the time the satellite flies over the object whose size one wants to estimate divided

by the inverse bandwidth, even with a single receiver with a spatial resolution down
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to a few meters. In principle, a radiometric resolution of a fraction of a Kelvin
becomes possible.

In our second paper, we focused on the temperatures on the ground as parameters
for passive remote sensing as a quantum multi-parameter estimation problem rather
than geometrical information of sources currently, such as the separation, centroid,
or phases of sources. An array interferometer with many antennas receives thermal
electromagnetic radiation from the pixels in the source plane. Then the received
interferometer modes are mixed according to an optimized unitary transformation,
and in the corresponding optimized detection modes, the single-photon detectors
detect the incoming photons. We optimized the cost function from a scalar classical
Cramér-Rao bound obtained by the inverse Fisher information matrix for estimating
the temperatures from the photon-counting results with a positive weight matrix
leading to a “most-informative bound”. For a uniform weight over all pixels, we
show that one can approximatively saturate the scalar quantum Cramér-Rao bound
based on the quantum Fisher information matrix for the same positive weight
matrix. The optimized unitary depends on the actual temperature distribution
in principle. However, we showed that the unitary obtained from a uniform
temperature distribution gives still much better resolution than direct photon
counting in the incoming modes. We showed that the found optimal mode of
mixing, followed by single photon detection, leads to a spatial resolution of the
reconstructed images that are at least about an order of magnitude better than
Rayleigh’s limit (about 3 km instead of 35 km for an antenna array comparable
with the one of SMOS, even for substantial photon losses), given in the present case
by the van Cittert-Zernike theorem. We used a conjugate gradient algorithm for
the optimization over the unitaries. The optimal unitary can be decomposed into
SU(2) group elements using beam splitters and phase shifters and can be realized
as linear optical quantum computing.

Experimentally, single-photon detection in the microwave regime is still difficult
but has started to become available [28], and even number-resolved photon detection
in the microwave regime has meanwhile been shown [43]. Considering the recent
availability of single-photon detection in the micro-wave domain, our results show a
path towards substantially enhanced resolution in passive remote sensing compared
to classical interferometers that effectively implement heterodyne measurements.
Further advancements might be possible for larger photon numbers or smaller losses
if photon-number resolved measurements are available. Several challenges remain.
Post-measurement beam synthesis standard in interferometric astronomy does not
work here, as the detection modes already depend on the pixel in the image that

one wants to focus on. However, the substantial quantum advantages explained
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here theoretically in a relatively simple but real-world scenario give hope that
quantum metrology can help to significantly improve the resolution of passive Earth
observation schemes, with a corresponding positive effect on the data available for
feeding climate models, weather forecasts, and forecasts of floodings.

Further discussions apart from this thesis might include the generalization of
the quantum Cramér-Rao bound to sources illuminated with non-classical light
sources. Here, the initial quantum state might also be optimized before imprinting
the parameters of the scattered surface. Apart from this, one might also consider
a non-local measurement using entangled photons to correlate information in the
received modes of the interferometer and might give better resolution compared to

local Heterodyne detection.
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Quantum-enhanced passive remote sensing
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We investigate theoretically the ultimate resolution that can be achieved with passive remote sensing in
the microwave regime used, e.g., on board of satellites observing Earth, such as the soil moisture and ocean
salinity (SMOS) mission. We give a fully quantum mechanical analysis of the problem, starting from thermal
distributions of microscopic currents on the surface to be imaged that lead to a mixture of coherent states of
the electromagnetic field which are then measured with an array of antennas. We derive the optimal detection
modes and measurement schemes that allow one to saturate the quantum Cramér-Rao bound for the chosen
parameters that determine the distribution of the microscopic currents. For parameters comparable to those of
SMOS, a quantum enhancement of the spatial resolution by more than a factor of 20 should be possible with a
single measurement and a single detector, and a resolution down to the order of 1 m and less than a 11—0 K for the
theoretically possible maximum number of measurements.

DOI: 10.1103/PhysRevA.106.012601

I. INTRODUCTION

Optical imaging has evolved dramatically since the discov-
ery that Abbe’s and Rayleigh’s resolution limit comparable to
the wavelength of the used light is not a fundamental bound.
This was demonstrated experimentally with a series of works
starting with stimulated emission depletion in 1994 by Hell
[1], who showed that decorating molecules with fluorophores
and quenching these selectively, imaging of a molecule with
nanometer resolution could be achieved in the optical domain
(see [2] for areview). This was followed in 2016 by theoretical
work by Tsang and coworkers [3] who framed the problem
of the ultimate resolution of two-point sources in terms of
quantum parameter estimation, a very natural approach given
that quantum parameter estimation theory was originally mo-
tivated by generalizing the classical Cramér-Rao bound that
had long been used in radar detection to the optical domain
[4-7]. Tsang and coworkers showed that even in the limit
of vanishing spatial separation between the two sources a
finite quantum Fisher information (QFI) for that parameter
remains, whereas the classical Fisher information degrades in
agreement with Rayleigh’s bound [8]. A large body of the-
oretical work followed that incorporated important concepts
such as the point spread function for analyzing optical lens
systems, and mode engineering such as SPADE for optimal
detection modes [8-25], reminiscent of the engineering of
a “detector mode” for single-parameter estimation of light
sources [26]. Experimental work in recent years validated this
new approach to imaging [27-30]. Optical interferometers
were investigated in [21,31-33]. The resolution for general
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parameter estimation for weak thermal sources was studied
in [34]. Recently, the spatial resolution of two point sources
for two-mode interferometers was examined for the far-field
regime [35].

In this work, we investigate the ultimate limits of passive
remote sensing in the microwave regime with a satellite of
the surface of Earth. There, the state of the art is the use of
antenna arrays for synthesizing interferometrically a large an-
tenna with corresponding enhanced resolution. For example,
the SMOS (soil moisture and ocean salinity) interferometer
achieves a resolution of about 35 km, flying at the height
of about 758 km and using a Y-shaped array of 69 antenna
[36-39]. Each antenna measures in a narrow frequency band
1420-1427 MHz with a central wavelength around A ~ 21 cm
and in real time the electric fields corresponding to the thermal
noise emitted by Earth according to the local brightness tem-
peratures on its surface. The signals are filtered and interfered
numerically, implementing thus purely classical interference,
which implies a resolution governed by the van Cittert—
Zernike theorem [40—42]. Recently, it was shown theoretically
that larger baselines can be synthesized by using the motion
of the satellite but at the price of the radiometric (i.e., temper-
ature) resolution [43]. The question naturally arises to what
extent the resolution can be improved by using methods of
quantum metrology. As in the optical domain the answer can
be found by analyzing the quantum Cramér-Rao bound and
then trying to find the optimal measurements that can achieve
it. We solve this problem, in general, for an arbitrary antenna
array defined by the positions of individual antenna, in the
sense of finding, at least numerically, the optimal modes for
measuring the electric fields. We go beyond the situation of lo-
calized point sources that has become a favorite simplification
in the field and describe the sources as randomly fluctuat-
ing microscopic current distributions which in turn generate
the electromagnetic field noise, ultimately measured by the

©2022 American Physical Society
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satellite. This is closer to the literature on passive remote
sensing in the microwave regime and allows a direct compar-
ison with the van Cittert—Zernike theorem. We also make use
of the scattering matrix formalism introduced in this context
in [44]. The thermal fluctuations of the microscopic currents
lead to Gaussian states of the microwave field [26,45-47],
and our analysis makes therefore heavy use of the quantum
Cramér-Rao bound (QCRB) for Gaussian states [48—-53]. We
assume that only the current densities at the surface of Earth
contribute. In reality, the emission seen by the SMOS is from
a surface layer on Earth that has a finite thickness, but is thin
enough to make a two-dimensional (2D) approximation. Also,
the receivers see the emission from the cosmic microwave
background. We neglect it as its temperature is two orders
of magnitude lower than the one of Earth [43]. Additional
technical noises are neglected and indeed beyond the scope
of this paper. Additional technical noises in the context of
imaging were considered in Refs. [54-56].

The rest of the paper is organized as follows. In Sec. II,
we describe the state for the n-mode interferometer for gen-
eral sources on the source plane using the scattering matrix
formalism. Later, we present the general formula of the
positive-operator-valued measure (POVM) for the QFI based
on the state of the n-mode interferometer. In Sec. III, first,
we discuss the QFI for the parameters, source size, and tem-
perature of a single uniform circular source for both a single
antenna and two antennas. Second, we discuss the spatial res-
olution, source separation, and centroid on the source plane,
of two strong point sources with the same and different tem-
peratures for a two-mode interferometer. Third, we examine
an array of antennas to increase the spatial resolution of a
uniform circular source and two-point sources. We conclude
in Sec. IV.

II. THEORY

A. Continuous vector potential and interaction with classical
current sources

The operators for the quantized vector potential A(r, ¢) can
be written in continuous form. The operator for the vector
potential in the Coulomb gauge reads as [57,58]

1 12
A,y = | &k [ ———
(r.1) / <16n3eoc|k|)

x Z e(k, 0)a(k, o) exp(—ic|k|r + ik - r) + H.c.,
o=1,2

ey

where, a(k,o) are the continuous mode operators with
lak, o), a'(k, 0)] = 8(k — K')84,, and e(k, o) are the di-
rections of the polarizations with index o € 1, 2, which are
always perpendicular to wave vector k. Mode functions are
plane waves and parametrized by k and o. The interac-
tion Hamiltonian for the classical current distribution of the
sources j(r, ) with electromagnetic waves in free space is
given by [43,58-60]

Hi(t) = —/d3rj(r,z).A(r,t). 2)

In the interaction picture, using the Schrodinger equation the
state of the electromagnetic field at time ¢ can be obtained
from the one at ¢y as [58-61]

W (@) = U, 10)l¥ (1)), 3
where the U (¢, ty) is given by

Ul(t, 1p) = exp <%/ dt’/d3rj(r, t')-A(r,t’)—f—i(p(t,to)).
° 4)

The phase ¢(, 1)) is a real number, which arises from the
classical interaction between the currents. It is independent
of the state on which the propagator acts, and cancels in the
calculation of equal-time matrix elements. Since the current
density commutes with the vector potential, one can write the
time evolution in the form of a displacement operator, which
is given by

D({a(k, 0)}) = exp [Z/d-*k [a(k, 0)a" (k, o)
’ &)
—a’(k, o)ak, o)]},

where a(k, o) can be found as

i h 172 et 3
k,o)= - ——— dt' | d’rjr,t) - ek,
ok, o) h(l67t380c|k|) /,0 / ri(r.r)- ek o)
x exp(ick|t" — ik - ). 6)

The a(k, o) also depends on ¢ and #y. We assume that for
to — —oo we have the vacuum state |{0}) for all modes. For
a deterministic current density, | (¢)) is a tensor product of
coherent states,

[ (1)) = {a(k, 0)}) = D[{a(k, 0)}11{0}). )

One can introduce the Fourier transform (FT) of the current
densities and take the ¢’ integral immediately [43]. We intro-
duce the Fourier decomposition of current density as

jr, 1) = ddj(r, ®)exp(iat)). (8)

71

Then we can write «(K, o) in the form
dor= (ot )"
ak,0)= | —————
h\ 32m4eoclK|

t o]
xf dt’/d3r/ doj', ) - ek, o)
—00 —00

x exp(ic|K|t" — ik - r) exp(i@t’). 9)

Taking the integral over ¢’ gives

I 12
ko)=—(—-
a(k, o) (327r480ch|k|)

x/d3r /Oo daj(r,®) - ek, o)exp(—ik - r)

expli(@ + c|k|)t]

10
ie —clk|—& (10
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FIG. 1. An interferometer, with n antennas, separated by a
distance R from the source plane. The Tik(x,y) is the position-
dependent effective temperature in the source plane that one wants
to measure. The field a(k, o) propagating from the source enters the
receiver on the interferometer and is partly reflected back into the
modes IA)(k, o). Single b; exit the receiver and are combined in a
preprocessing step, while other single modes a; are scattered back
from the preprocessing step. The preprocessing of modes allows a
nonlocal measurement by combining the modes b; with beam split-
ters and phase shifters. We denote the origin of the coordinate system
on the detection plane as O. All the components of the vectors are
donated in the coordinate system R = (O, &,, &, &,).

We introduced a shift in the denominator “ie” that is necessary
for the integral to converge at r = —o0.

B. State received by the antennas

The electromagnetic field is received by an interferometer
that has an array of antennas, localized at positions r; in a
plane. The detection plane of antennas is parallel to the source
plane and separated from it by a distance R (see Fig. 1).
Each antenna is connected at its output to a waveguide that
channels the received electromagnetic field radiation towards
the measurement instruments. Receiver “i” consists of an-
tenna “i” combined with its output waveguide. Its output,
possibly after filtering, is assumed to be single mode with
discrete annihilation operator b;. We call the modes received
by the antennas “spatial field modes” since each mode b; is
specific to a location on the detection plane. Single modes
with discrete annihilation operator &; are reflected from the
preprocessing stage. On the antenna side, we represent incom-
ing plane waves in the interferometer by a(k, o) and scattered
outgoing plane waves by b(k, o) (see Fig. 1). One can use
the scattering matrix formalism to find the relation between
incoming and outgoing modes.

Furthermore, the modes b; are separated by distances
substantially larger than the central wavelength A. And the
collection area of each antenna Ap, is assumed to be Ap ~ A2,
where A is central wavelength. These constraints make the
modes for different receivers orthogonal and simplifies the
form of the scattering matrix. A scattering matrix connects

incoming and outgoing modes, and one can write it as [62,63]

S(scat ) S(trans)
S= [S(rec ) S(reﬂ ) i|

a1
This matrix acts on the vector [{a(k, o)} k.o, (@)1 s
where {a(k, 0)}.) is the vector of continuous plane-wave
operators with continuous k and two polarizations. {a;}; is
the vector of modes with i € {1, ..., n} for an n-mode in-
terferometer. The first block, S®°) describes the scattering
of incoming plane waves to outgoing plane waves from the
interferometer. A receiver can receive or transmit the signal.
The off-diagonal block S describes the coupling of the
incoming plane waves a(k, o) into the receiver modes l%,
and S describes scattering of reflected receiver modes
a; into outgoing plane waves b(k, o). The matrix ST) rep-
resents the scattering (reflection) between the receivers, and
will be neglected, ST ~ 0. One can also verify that if the
receivers have only incoming and outgoing modes, the receiv-
ing and transmitting pattern of the receivers will be the same
Stk ; j) = S™)(j;k, o) and we can denote them as
simply S;(k, o). Formally, the input-output relations read as

bk, o) = Z / PR SEK, K, o, 0Nak, o)
+) Sk, 02 (12)
J

and

b; = Zfd3k8i(k,a)&(k,o). (13)

For a lossless system we assume that STS = 1. Then we write
S6a(k, K, o, 0") = (ST (K, Kk, 0/, o). The field oper-
ators a(k, o) from the state that we have for Eq. (7) can
be replaced by the following relation for n different receiver
modes:

atk,0) = Si(k,0)b;
J
+y / K SO, o' Kk, 0)bk, o). (14)

The interferometer does not have any access to modes 5(k, o).
Assuming that all antennas are identical in terms of their
receiver pattern, except for their position r; on the detection
plane, each scattering function may be written as [62,63]

Si(k, o) = kTS (K, 0), (15)

where #; is the time at which we consider the state of the ith
antenna. Since we are only interested in spatial modes, we
assume that relative time differences between any pair of an-
tennas is zero. Then we write ¢; = f, with f the time when the
signal from (r, t) arrives at central antenna. And S(k, o) is the
function describes scattering to the central receiver. According
to (14), t is the last time the current densities to be sensed
imprint their information the coherent state labels «(k, o).
Further, the commutation relation of different receiver modes

012601-3
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can be written as
bi, 61 =" f I’k Si(k,0)S;(k, o)~ §;,  (16)

where we have used the canonic commutation relation of
a(k, o) and we assumed that |S(k, o)| varies slowly com-
pared to the oscillations of the exponential factor exp[ik -
(r; —r;)] for i # j. Since 1;:' commutes with 5(k, o), using
Eq. (14) we can write the coherent state in Eq. (7) as

[ (1)) = DUBHDHAK, o)}{0}), A7)

where D[{B(k, 0)}] can be defined similarly to Eq. (5) and
B(k, o) is the eigenvalue of the scattered plane-wave modes
with annihilation operator B(k, o). Since the interferometer
does not have any access to these modes, we can safely trace
them out. The displacement operator for the spatial modes of
the interferometer can be written in the form

D({B:h) = Q) explBib] — B7bil. (18)

Then we have a coherent state for spatial modes of the inter-
ferometer,

p = 1{B}) (B, 19

where
fi=3 / LSk, 0k, o). 20)

Si(k, o) depends on the type of receivers. Let us assume that
each receiver is characterized by a filter function w(w) with
central frequency wy and bandwidth B < wy:

|1 for wyp—B/2 < w < w+ B/2,
w(w) = {O elsewhere.

For simplicity we assume S(k, o) « y/ow(w)e(k, o) - i1, and
normalized according to Eq. (16) as

@D

33w \ "
Sk,o) = <m> w(w)ek, o) - i, (22)
0

where w = c|k| and & is the unit polarization direction of
the corresponding receiver mode. Since we are using a filter
function and S(k, o) is normalized, choosing /@ or with a
different power will not change the result in Eq. (28). Yet,
in Eq. (25) we have the term ij,(r, ) by this choice and
it is consistent with the van Cittert—Zernike theorem given in
Ref. [42]. Then we have

3C3 1/2 3 [}
= s d da
P (28h80n5w83) / " /_00 @
x Z/d3k w(@)j(r, ®) - e(k, 0)e(k, o) - i

ei(&)t+wt—wi)e—ik-(r—ri)

(23)

ie —clk| — &

To take the integral over d3k we align the k, axis with the
vector (r — r;). In spherical coordinates in k space we have
P’k = 0?/3dwdQ2, where w = |k|c and k = (w/c)i(Q)

with fi(2) = (sin 6 cos ¢, sin 6 sin ¢, cos 6). The frequencies
will be filtered out by the filter function w(w) and later
only the integral over the surface from a distance R will be
considered in the far-field regime (Rwo/c > 1). Then in this
step, we can drop the terms of order 1/f2 and 1/f3 with
f = o|r —r;|/c. Taking the integral over €2, summing over
two polarizations, considering that our problem is limited to
far field we have

3o 172
Bi = ( > /d3/ da)/ do w(w)w
64nim3wiB

zwlr ril/c __ —zw\r ril/c l(wt+wl wf)

X Jr(r ) - il

r — 1 i€c—w—&

(24)

where j,(r, ®) is the locally transverse component of the
current density defined as j;, = j — (j - &:)é, with unit vector
ér = (r —r;)/|r —r;|. For R > |r;|, we have é. ~ r/|r|, with
corrections modifying only slightly the prefactors, not the
phases. One can extend the lower bound of the integration
range of the w integral to —oo using the definition of w(w),
and evaluate the w integral with the help of the law of residues.
Since f > t — |r — 1;|/c, the pole at w = —@® + i€ contributes
to the term exp (iw|r — r;|/c). For exp (—iw|r —r;|/c) the
contour must be closed in the lower half-plane and there is no
pole to contribute. In the end one should send € — 0. Then g;
simplifies to

3ee \'2 [ .
Bi=—\ 7753 / dww(—a))w/d r
167 hiwy B —00

efiw(tllrfri\/C)

x Ji(r, @) i————, (25)
[r — ;]

where we drop the “~” from @. The state in Eq. (7) is writ-
ten for a deterministic current density distribution. In reality,
these current densities fluctuate. Before we move forward,
we describe the properties of this current density distribution.
We assume that it is a complex symmetric Gaussian process

with current densities uncorrelated in positions, directions,
and frequencies [43,64,65],

3 -
< 8md(w - s — ') (|ji(r, )*),

c

(Jir, 0)jr (', o)) =

(i, @) (', @) =0, (j(r, )], )) =0.  (26)

The length scale /. and timescale 7, are introduced for di-
mensional grounds and the polarizations are indexed by /, m
taking values x,y, z. For the classical white-noise currents
Eq. (26) is a standard model, and appears in many places
in the literature [66—-68]. One can also derive Planck’s law
for the energy density of an electromagnetic field in ther-
mal equilibrium from it (see Appendix of Ref. [43]). We
choose the unit polarization vector of the receiver &t as one
of the basis vectors of the coordinate system R parallel to
the detection plane, in either x or y direction. Then, we write
(i (r, ) - 4J7 (r, @) - &) = (|j,.1(r, w)[*). Using Eq. (19) and
introducing the distribution of the current density P(j(r, ®)),
the state for the interferometer p;,, with n receivers can be
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written as
Pint = fdsz(JN'(r, o){B:i}) {Bi}l. (27)

The integral is over the complex j plane. Since it is a cir-
cularly symmetric Gaussian process, P(j(r, )) is assumed
through its moments given in Eq. (26). Gaussian states
are completely characterized by their mean displacement
I'; = Tr[pb;] and covariance matrix with elements X%;; =
I Tr[p(bb; +b;b)], where b = [by, b}, by, bS, ..., by, b]]
and b; =b; — I'; [26,69-73]. The mean displacement for
our state is zero I'; = 0 considering Eq. (26). To find the el-
ements of the covariance matrix, we need to calculate (b bj).
The integral over @ can be taken using the filter function of
bandwidth B. With this we find

f (17,1 (x, w)|?) eionllr—r;l=Ir—riD/c
d3r s

Ir — r;||r —rj|

(bibj) =K

B
x sinc[Zﬂr —rj|—|r— r,-l)], (28)

where K = 3c,uolc3./(167rha)otc) and sinc[x] = sinx/x. For a
very narrow bandwidth sinc[...] =~ 1. Then, Eq. (28) for i =

J becomes
n= K/d3r

where we defined 7 = (bjb,-) without any index since the
mean photon number is the same for all interferometer modes
in the far-field approximation, and for i # j it becomes

{1 J.1(x, 0)?)

29
[r —r;|? e

’

ji 2y giwn(lr=r;|=Ir=ri))/c
£ = K/d3r (|, w)|7) e 0

Ir —rl[r — 1)

with &;; = (bj'b ;). The integral over Earth’s surface is
parametrized by r = (x, y, R) with respect to the coordinate
system of the detection plane. Further, we write |r —r;| —
[r —r;| &~ Ar;; - r/[r| for |Ar,J| < R, where Ar;; =r; —r;
connects two different receiver modes. In the denomina-
tor, we approximate |r — r;| &~ R/ cosA(x, y) with (x, y) the
polar angle the angle between the z axis and the vector
(x,y,R). One can relate the average amplitude of current
density to brightness temperature T3(x, y) by (| j,.;(r, @)|?) =
K Ts(x, y) cos 6(x, ¥)8(z — R) with a constant defined as
K = 32%/@/(313 noc) (see Appendix A). We define the effec-
tive temperature as Ty (x, y) = Tg(x, y) cos’ 8(x, y) and a new
constant k = KK = 2kg/(mwhiwy) where « has the dimension
of inverse temperature with SI units “1/K.” Then we can
simplify Eq. (29) fori = j as

= / dxdy Tur(x, ), 31)
and for i # j as
& = ,% f dx dy Tr (x, ) i) (32
where
W= = 2 (33)

We used wy/c = 27 /A. These two equations suffice to deter-
mine the covariance matrix elements of the Gaussian states
for the general interferometer with an array of antennas. All
spatial field modes received by the interferometer undergo a
preprocessing before measurement. This processing can be
understood as a linear combination of all spatial modes in such
a way to achieve the optimal POVM for the best estimation of
the parameter we are interested in (see Sec. II C). We use the
values of the SMOS for the rest of the paper which leads to
Kk ~941/K.

C. Quantum Cramér-Rao bound

A lower bound of an unbiased estimator of a deterministic
parameter is given by the Cramér-Rao bound (CRB), which
states that the variance of any such estimator is equal or
greater than the inverse of the Fisher information. The quan-
tum analog of the CRB is the quantum Cramér-Rao bound
(QCRB), given by the inverse of the QFI. The significance of
the QCRB lies in the fact that in the case of a single parameter
to be estimated the bound can in principle be saturated in
the limit of infinitely many measurements when choosing
the optimal quantum measurement and maximum-likelihood
estimation. Let us consider a quantum state p,, that depends
on a vector of / parameters, g = (@1, i, - .., ;)7 . One can
generalize the single-parameter QCRB [4,5] to the multipa-
rameter QCRB [74] given for a single measurement by

Fw)™,

where Cov(jt) is a covariance matrix for the locally unbiased
estimator ft(x) [48,53], the {-,-} means the anticommuta-
tor, and % is the symmetric logarithmic derivative (SLD)
related to parameter i, which is defined similarly to the single-
parameter case 3(Zipu + pp-Li) = 0ipu. For any given
positive weight matrix W, the estimation cost is bounded
by Tr[W Cov(jt)] > Tr[W.%(n)~']1 = C5(u, W). Contrary
to the single-parameter case, the multiparameter QCRB can
in general not be saturated. This problem was realized by
Holevo [52]. He proposed a tighter and more fundamental
bound CH(u, W), which is upper bounded by 2C5(u, W)
[75,76]. In case of the asymptotically classical models, where
SLD operators for different parameters commute on aver-
age Tr(p,[L;, L;]) = 0, the Holevo CRB is equivalent to the
QCRB and it can be saturated asymptotically with a collective
measurement on an asymptotically large number of copies

N [53,76].

The SLD and the elements of QFI matrix are given
in Ref. [71] for any Gaussian state. The SLD can be
written as

Cov(jt) > Fij(w) = st (0L L)), (34

L=

25y (0iZ70) (Db — =P, (35)

where the summation convention is used. In our case, the
mean displacement of Gaussian state is zero. Thus, we can
simplify further the elements of the QFI matrix in [71] to

Ty =My 0;54P9,m7, (36)

af, )/6

where

M=TLQT+;20Q, 37
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and Q = @, _, io,. Using the properties of the Gaussian state
(circularly symmetric and with zero mean) we can write the
SLD for n-mode interferometers as

L= glbth;+ Y (el + (/)" Bjbj) +C.  (38)
i

Jj<k

where C is a constant term. In the single-parameter case,
the optimal POVM is the set of projectors onto eigenstates
of Z. It allows one to saturate the QCRB in the limit of
infinitely many measurements and maximum-likelihood es-
timation [4,77,78]. For the diagonalization of the SLD, the
constant C is not important and we can drop it from the
beginning. We construct a Hermitian matrix M;

g 8’ 8"
M= | @ s (39)
(0 MO0 W

where the diagonal elements are real-valued functions which
can be defined as g/ = zm;g’ya(aizﬂ) with = 2j and 8 =
2j — 1. The off-diagonal elements are complex-valued func-
tions which are defined as g/* = sm;/;,y&(aizys) with o = 2
and 8 =2k — 1 and k > j. Further, we can define a new set
of operators b =[5, b}, ..., 571 and b = [by, by, ..., b,]".
Then the SLD becomes

% =b"M,b. (40)

Since M; is a Hermitian matrizc, it can always be uni-
tarily diagonalized by M; =V /D;V; with VZTV,- =1 A
new set of operators can be defined as d| = b’V where

t_l:f = [3;1, C?:zs e dA;]. The optimal POVM for the single-
parameter case (i = 1, which we drop in the following)

can be found as a set of projectors in the Fock ba-

sis {|ml , M2,y ey mn) <m1, mp, ..., mn|}{ml,mg...mn} of the dl
with d;'dl |my, mo, ..., m,) =m|m,m, ..., my,), wherel €
{1,...,n}. The (3, will be called “detection modes.” In the

case of multiparameter estimation, one needs to check the
compatibility conditions to saturate the SLD-CRB. Thus, we
give the general commutation relation of SLD in Appendix B
for an n-mode interferometer. We see that the SLDs forn < 3
commute on average, Tr [pin[-Z}, -Z;1] = O, for any parameter
estimation.

II1. RESULTS
A. Single receiver

In this section, we consider the case of the simplest esti-
mation of the parameters of the sources with a single receiver
with mode b. Then the covariance matrix for the state can be
written as

_ 10 x
2_[)( 0]' 1)

The QFI matrix elements for single mode can be found as

o 48[X8j)(

ij = —4)(2 1 42)

and, up to the irrelavant constant, the SLD becomes

48,)( N

&= b'b. 43
s (43)

Since the SLD is already diagonal in the basis of b'b, the
detection mode can be considered as b. We write the POVM
obtained from the SLD as a set of projectors in the Fock basis
{{m) (m|}im which is the eigenbasis of b'h, b'h|m) (m| =
m |m) (m|. To compare, we consider the POVM from het-
erodyne detection. The heterodyne detection uses a classical
local oscillator to make a measurement locally on the basis of
coherent states. For a single mode, its POVM elements can be
written as E(v) = |v) (v| /r where |v) is coherent state and
f d?v E(v) = 1. The probability that E (v) triggers reads as

POlu) = — oF (44)
(WM:)—meXP |:_(1+ﬁ)}

with 71 given by Eq. (31). The classical Fisher information
(CFI) for parameter y; can be written as

2
F,-:/dzv ! <3P(”"“)) . 45)
P(wlw;) o

Resolution of a uniform circular source. Consider a source
defined as a circular disk with radius a and with uniform
temperature 7 located under the interferometer at a distance R
[r = (0, 0, R)]. We are interested in estimating a or 7. While
estimating one of them, we will assume that the other param-
eter is known to sufficiently large precision. The temperature
distribution on the source plane becomes

T (x, y) =T cire(x, y), (46)

where the symbol circ(-) stands for the circular function, de-

fined as
I, Jx*+y*<a 7
0, Vx2+y?>a.

We assume a < R. Then only small angles are involved
and one can set cos® O(x, y) ~ 1. This corresponds to one of
the approximations characteristic of the far-field regime [79].
Using Eq. (31), we have i = ma’kT /R* and x = 1/2 + 7.
The QFI for estimating a becomes

4dn Tk
R2+a’nTk’
Then we can write the SLD for estimating the a ignoring the
constant term as

circ(x, y) £

Fq = (48)

_ 2R?
AR+ d3nTk
The CFI of the heterodyne detection becomes
_ 40’727k

T (RR+a’nTk)?

In Fig. 2, we compare the QFI with the CFI of heterodyne
detection. As one can see, for small source sizes, the Fisher
information from heterodyne measurement vanishes. How-
ever, the QFI tends to a constant. For instance, in the limit

a— 0, for T =300 K we have QFI for estimating a as
F, ~6.16 x 1072 1/km?, which gives a smallest standard

b'b. (49)

a

(50)

a

012601-6



QUANTUM-ENHANCED PASSIVE REMOTE SENSING

PHYSICAL REVIEW A 106, 012601 (2022)

x107°

—
o

—_

o

Fisher Information
o
ot
&

<
=)

Fisher Information
o

<
=)

(b)

FIG. 2. (a) The QFI (solid blue line) and the CFI (dotted-dashed
red line) from the heterodyne measurement to estimate the source
size as a function of a. Both results are dimensionless and scaled
with the 47Tk /R?, considering T = 300 K. (b) The QFI (solid
blue line) and the CFI (dotted-dashed red line) from the heterodyne
measurement to estimate the temperature as a function of a. Both
results are in units of 1/K?, and we consider 7 = 300 K.

deviation of about 4 km. Thus, we can conclude that the
photon-number measurement on the complete basis of Fock
states in the detection mode b helps us to get better resolution
than heterodyne measurement. If @ becomes larger, we can see
that the QFI and CFI get close to each other at some point. To
estimate a, we assumed that we know exactly the temperature
of the source. Further, we find the QFI for estimating the
temperature as

Ta*k

Ty = — 51
"7 RT + &@nT% Gb
with a SLD given by
R? PR
r b'b. (52)

T TR+ a?nT
The optimal POVM is a set of projectors in the Fock basis

{Im) (m|};my for both estimating a and 7. The CFI from het-
erodyne detection to estimate temperature becomes

w2atic?

T (Rt anTi)y?

In Fig. 2(b), we plot both QFI and CFI for heterodyne
detection for temperature estimation. Both have very close
functional behavior. They vanish for a — 0 and they approach
each other when we have a large source size.

The off-diagonal matrix element of the QFI matrix for
multiparameter estimation reads as

Fr (53)

2amk
R+ a’nTk’

By sampling the same state A/ times, the standard deviation
of the estimator decreases proportional to 1/+/A/. The SMOS
satellite moves at a constant speed v > 7 km/s and takes the
time T = L/v to fly over a distance L. For each sample there is
a lower bound for the detection time given by 7p ~ 1/B (see
Appendix A). In practice, the effective detection time might
be much larger, due to, e.g. dead times of the detectors, slow
electronics, etc. In addition, zero temperature of the detector
and modes b; is implicitly assumed in our calculations, but
would require cooling down to temperatures much smaller
than fiwy. If the actual detection time is &, the sample size
becomes N = t/t. In this paper we intend to establish the

Far = (54)

ultimate theoretical bounds and hence assume that the mini-
mal detection time fp = 1/B can be achieved, in which case
the sample size becomes N ~ LB/v. To estimate the source
size one can assume that L ~ a, and the QCRB for estimating
a becomes 8a > 1//NF,. Since N depends also on a one
can find the optimum bound in the sense of a minimal §a
at a = R/~/mkT. For T =300 K, we find a ~ 7.9 km and
8a 2 1.0 m. The bound for estimating T, assuming all other
parameters known, can be written as §7 > 1//N Fr. Using
the same parameters as before and the same sample size, we
have §T = 0.08 K. Thus, increasing the sample size to the
theoretically maximally possible value, the spatial resolution
improves by a factor of order 35000 compared to the reso-
lution of SMOS, and the radiometric resolution by factor of
order 500. One can also increase the resolution by increasing
the number of antennas, which we present in the following
sections.

B. Two-mode interferometer

The optimum measurement with a two-mode interferome-
ter for temperature estimation of a black body was considered
in Ref. [80] and experimentally demonstrated in Ref. [81].
Further, the spatial resolution of two equally bright point
sources with a similar setup was recently studied in Ref. [35].
In the previous section, we only considered a single receiver
with mode b. It is obvious that we may get additional informa-
tion from the cross correlations of an n-mode interferometer.
An analytical calculation of the QFI matrix for n-mode inter-
ferometer generally becomes untractable for n > 2 and one
has to rely on numerical calculation (see Sec. III C). In this
section, we consider two receivers with modes b 1 and 132 to
analyze the estimation of a single uniform circular disk for its
size a and temperature 7 and two uniform circular disks with
different temperatures for their the spatial resolution (source
separation s; and centroid #; with i € {x, y}). We write b as
b' = (131, IQJ{, 132, 13;). Since, the mean displacement is I'; = 0,
the covariance matrix X of the state pj,, becomes

0 x 0 ¢

_|x 0 &0

E=10 & 0 o (55)
&0 x 0

where x = 1/2+ 7 and § = (b;bﬁ. We give the general re-
sult for the QFI elements in Appendix C. Further, one can
write the matrix M, as

! i
M, = L Py 'i’l } (56)

where g!, g7 are given in Appendix C in terms of x and &,
and §; is the phase difference between two modes in the SLD.
Using the eigenvectors of M;, we can write the unitary V; as

1 1 i8;
il o) e

We see that V; does not depend on the magnitude of the
elements of the matrix M; for a two-mode interferometer. The
detection modes can be found as c?l = (131 + lszei‘s’)/ V2 and
dr = (by — bye®)/+/2. The preprocessing to combine these
two modes can be done by a phase delay on one of the modes
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FIG. 3. (a) The QFI (solid blue) and the CFI (dotted-dashed red) from the heterodyne measurement to estimate the source size as a
function of a. Both of the results are scaled with Eq. (59). In the limit a — 0, for T = 300 K we have .%, ~ 0.117 1/km?, which gives us a
standard deviation around 2.92 km. (b) The QFI .%, for estimating the size of the circular disk as a function of Ar (spatial separation of two
receivers) for different source sizes a = (0, 10, 20, 30) km with 7 = 300 K. Data are scaled by the maximum values of the QFI, which are
~0.117, ~ 0.070, ~ 0.030, ~ 0.015 1/ km?, respectively. (c) The QFI .%, for estimating the size of the circular disk as a function of separation

of two antennas Ar, for different temperatures 7'.

and then combining these modes by a beam splitter before
any measurement. Then the POVM for the optimum mea-
surement can be written as a set of projectors again in Fock
basis as {|my, my) (mi, ma|}m, m,; Which is the eigenbasis of
c?;'c?l, ﬁfﬁl |my, m) = my |my, my). We check the weak com-
patibility condition for the SLD operators for general ith and
Jjth parameters of two-mode interferometer in Appendix B.
We find that the SLD operators commute on average on i,
T pinc[-Z}, Zj1] = O for the two-mode interferometer. In this
case, C'(u, W) = C5(u, W) ¥V W and the SLD-CRB can be
saturated asymptotically by a collective measurement on an
asymptotically large set of copies pﬁ’lf‘/ of pine. To compare
this POVM with the classical approach, we consider hetero-
dyne detection (see Appendix D).

Resolution of uniform circular source. Let us assume that
on the source plane, we have a circular disk of radius a with
uniform temperature 7 located at r = (xp, Yo, R). Then the
temperature distribution over the surface on the source plane
can be written as Ty (x, y) = T circ(x — xp, ¥y — yo). We want
to estimate again a and 7. The QFI for estimating the source
size is given by Eq. (E4) for a two-mode interferometer. The
expression is quite complicated. However, we can analyze it
numerically, or we can look at certain limits. Estimating the
size of the circle %, depends on Ar (the separation of the
two antennas). Physically we assumed this separation to be
greater than the central wavelength Ar > A. Mathematically,
one can take the limit Ar — 0, in which case the additional
information from the phase difference between two antennas
vanishes. In this limit, the QFI for estimating the source size
becomes

8T

R? +2ma*cT’
If we have 2w a*kT > R, the QFI for estimating a is %, ~
4/a?; for high temperatures or large a, the error of estimating
the size of the source linearly increases with its size. Fig-
ure 3(b) shows how the QFI changes when we decrease the
source size. In the limit of a — 0, the QFI for estimating the
source size becomes

o Ar—0

a

(58)

a—0 87TKT
Fg —> T (59

Comparing with the single receiver the QFI is doubled for
two-mode interferometers in the limit a — 0. We can still
have nonvanishing QFI for a — 0, as we can see from the
black line in Fig. 3(b), which is the limit as in Eq. (59). The
black line (~0 km source size) is scaled with ~0.117 1 /kmz,
which corresponds to a standard deviation of ~2.92 km for
the interferometer with two modes. We give the CFI for het-
erodyne detection in Eq. (E14). For small source size, we can
ignore the higher-order terms in a, and we can simplify it as
2,272 2
Fa%16nxTa ' (60)
R4
As we can see, for a — 0, the CFI for heterodyne detection
tends to zero. Thus, the resolution of the source size with
heterodyne detection becomes arbitrarily bad in that limit [see
Fig. 3(a)]. However, for large source sizes, we can see from
Fig. 3(a) that CFI and QFI become equivalent. Therefore,
constructing a POVM from the SLD can beat Rayleigh’s reso-
lution curse, even for estimating the source size. To construct
the POVM for estimating the source size we give the elements
of matrix M in Egs. (E9) and (E10). The phase delay is found
as 8, = XoVx + Yovy, with v; defined as v, = Ar cos@/(AR),
vy = Ar sing/(AR). Thus, once we have the information of
the location of the source centroid, we can combine these two
interferometer modes by using a phase delay to get the POVM
that saturates the QCRB. We plot the QFI as a function of Ar
in Fig. 3(c) for different temperatures. We can see that when
the effective temperature of the circular source increases, the
QFI also increases. Moreover, when we increase Ar, the QFI
for estimating a increases up to a maximum around Ar ~ 6 m.
The reason for this is additional information coming from the
phase differences in the two antennas. The QFI in Eq. (59) is
doubled compared to QFI for single receiver in Eq. (48) in the
limita — 0.
In the limit Ar — 0, the QFI for estimating 7 becomes
o> 2ma’k
I T QmakT 1R D
Since we assume we are in a microwave regime kgT > fiwy,
we can not take the limit T — 0. Instead, we can verify that
the QFI for estimating the temperature depends on the source
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size for a finite temperature. Now, for 7 = 300 K and 30 km
source size we have the QFI around 2 x 107 1/K? which
gives a very high standard deviation around 221 K. We show
in the next section that the QFI also increases if we increase
the number of spatial modes. For instance, for 20 antennas, we
have QFI around 1.5 x 10~* 1/K?2, and the standard deviation
is 79 K for a single measurement.

In the limit Ar — 0, the CFI from heterodyne detection
becomes

4r2a* k2 (ma*c T + R*)(Brad*k T + R?)
Qra’«T + R2)* '

To compare with the QFI we assume the brightness temper-
ature T = 300 K and source size a = 30 km. This gives a
CFI around 8 x 10~° 1/K? which give us a standard deviation
around 350 K. Compared to the QFI information, the CFI is
around 2.5 times smaller. Therefore, combining the spatial
modes (receivers) and measuring photon number in the Fock
basis of 621, 32, as expected, is more advantageous even for
estimating the temperature.

So far, we only gave the diagonal elements of the QFI
matrix, relevant for estimating each parameter individually,
assuming all other parameters are known. The single indepen-
dent off-diagonal element of the QFI matrix regarding a and
T is given in Eq. (E7). In the limit Ar — 0 it simplifies to

4mak
2ma?kT + R?
Then one can construct the QFI matrix to find the QCRB
for multiparameter estimation. Further, we can estimate the
source location considering the two parameters xp, yo. The

QFI matrix elements for estimating the source locations can
be written as

Far = (63)

82 A’k TJ}vv;
n Arf(ma?kT + R?) — k \2R2TJ?’

Fioio = (64)
where i, j € {x, y}. The QFI for estimating the source location
depends on source size and source temperature. Since the
elements .%; , and .%; r of the QFI matrix are zero, source size
and location can be estimated simultaneously. And the neces-
sary phase delay for POVM can be found as §;, = § + /2
from Eq. (E13).

Spatial resolution of two-point sources. Recently, the spa-
tial resolution of two equally bright strong point sources was
studied in [35] by considering the sources aligned parallel to
the two-mode interferometer.

In this section, we consider a similar model with two circu-
lar disk sources on the surface of the source plane at locations
r; = (x1, y1, R) and ry = (x2, y2, R) but with different effec-
tive temperatures 77 and 7, and same sizes a. We assume
that in the far field {x;, y;} < R and a < R. We analyze two
cases: when the sources are aligned or not aligned with the
two antennas. For two circular sources with equal size, the
temperature distribution over the surface can be written as

Tur(x,y) = Y Ticirc(x — xi, y — yi). (65)
i={1,2}

Then we can define the four parameters that we want to es-
timate as source separation (s, = x; — X2), (s, = y; — y2) and
centroid of the two sources [t, = (x1 +x2)/2], [ty = (1 +

v2)/2]. In Appendix F, we express the QFI matrix elements for
all four parameters. Since these equations are quite compli-
cated, we check the important limits. Since we want to resolve
the two-point sources even for very small separation, we
check the limit s, s, — 0. Then we have QFI matrix elements
for estimating the source separation as %, — 4m?v?nk T and
Fys, = Ao o T if T =T =T.

If we assume two sources aligned parallel to the two-
mode interferometer [y; =0,y =0and ¢ =0 - v = v, =
Ar/(RA)and sy — s, t, — t] we can simplify our problem
to a single dimension. We show the dependence of the QFI
matrix elements on average temperature [T = (T} + 12)/2]
and temperature difference AT = T} — T, assuming T} > T.
In Fig. 4(a), we plot .%; with respect to source separation
s for different average temperatures. As expected, when the
temperature increases, the QFI for estimating the separation
also increases. For T =300 K and Ar =4 m, we have a
QFI around 0.027 1/km? which corresponds to a standard
deviation of 6 km for only two receivers for the separation
estimation. In Fig. 4(b), we see that, as we increase the tem-
perature difference between the two-point sources, the QFI
becomes less oscillatory and at AT — 2T, the oscillatory
behavior disappears. In the limit AT — 2T, or s — 0 the QFI
for estimating s becomes

Fy — dn*vigcT, (66)

which is the limit given by the solid black line in Fig. 4(b).
We calculated the CFI from heterodyne detection to estimate
the source separation in Eq. (F14). If the size of the sources
is very small and in the limit nx T < 1 the CFI for estimating
the source separation simplifies to

F, <l 8 i T2 7 sin® [ (s, vy + Syvy)]- (67)
When the source separation goes to zero (sy, s, — 0), Fj
tends to zero. We compare the QFI with CFI in Eq. (F14)
from heterodyne detection in Fig. 4(c). As we can see, the CFI
goes to zero for small source separation. Therefore, we can
conclude that Rayleigh’s curse limits heterodyne detection.
The POVM from the SLD eliminates that limitation. We give
the elements of the matrix M, g!, and g in Appendix F.
The phase difference for combining two spatial modes of the
interferometer can be found as §; = 27 (¢,v, + t,vy) — 7. As-
suming the alignment of the spatial mode separation parallel
to source separation, it becomes 6, = 2wtv — 7.

The QFI matrix elements for estimating the centroid is
given in Eq. (F6). We assume that the two sources aligned
again parallel to two spatial modes of the interferometer
[y17=0, yy=0and ¢ =0 — v = v, = Ar/(RA) and s, —
s, ty — t]land %, , — %:.InFig. 4(d), we see that the .7,
increases when we increase the temperature. For 7 = 300 K
and Ar = 4 m, we have a QFI .%; ~ 0.11 l/km2 which cor-
responds to a standard deviation of 3 km for estimating the
centroid. When sv ~ 0.5, .%; goes to zero for equally bright
sources. In Fig. 4(e) we see that it is not zero for sv ~ 0.5,
if AT #0, and the oscillation of .%; decreases when we
increase the temperature difference. In the limit s — 0, .%,
simplifies to

F, — 3270 kT (68)
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FIG. 4. (a) The QFI %, of estimating the separation of two-point sources as a function of source separation s for different average
temperatures with AT = 0 and Ar = 4 m. (b) The QFI .%; with respect to s for various temperature differences AT for T = 300 K. (c) The
QFI .%; (red dotted-dashed) and CFI for heterodyne detection (blue dashed) for estimating the separation of two-point sources with same
temperatures T as a function of s. Both the QFI and the CFI scaled by 47 2v?n« T. (d) The QFI .%, respect to s for different average temperature
T. (e) The QFI .%, respect to s for various temperature difference AT for T = 300 K. (f) The QFI .%, (red dotted-dashed) and CFI for
heterodyne detection F; (blue dashed) for estimating the centroid of two-point sources with same temperatures 7" as a function of s (both the
QFI and the CFI scaled by 3272v?n« T). For (a), (b), (d), and (e), v is fixed by taking the separation Ar of the two antennas 4 m and we have
n ~ 107*. The curves are ordered by increasing value of the QFI from solid black to green dotted-dashed lines in (a) and (d), and from blue

dashed to solid black lines in (b) and (d).

for AT = 0. The CFI for heterodyne detection is given in
Eq. (F13). For small sources we consider again the limit
nkT < 1, and we ignore the higher-order terms of n« 7. Then
we have

kT <1

F, —— 32712772K2T2vi2 cosz[n(sxvx + 5301 (69)

If the source separation goes to zero (sy, s, — 0), we still have
a finite F;,, unlike the CFI for source separation. In Fig. 4(f),
we compare .%, with F,,. When the source separation goes to
zero, both Fisher information goes to a constant, and both go
to zero at sv — (0.5. However, the QFI is five times larger than
the CFI from heterodyne detection. Again the phase difference
for the POVM from the SLD can be found as §;, = 2wtv +
/2.

Both QFIs, for source separation and centroid, are periodic
functions with a period of 1/v in the case of two point sources
(see Ref. [35]). The information on the position of the sources
is only encoded in phases. The QFIs are maximum at s = 0
or at s = 1/v = AR/Ar. The fact that sv = % the QFI has a
minimum (or even vanishes for the centroid estimation) has
its origin in destructive interference. For this value of sv, the
two waves from the centroid position to the two receivers
have a phase difference of 7 that makes that the off-diagonal
matrix element in the correlation matrix (l;;fl; ;) vanish. Hence,
the QFI has to drop from the finite value at sv = 0 to this
minimum.

C. 1D n-mode interferometer arrays

The previous section considered a two-mode interferom-
eter for analytical calculations and compared the QFI with
its POVM and CFI for heterodyne detection. To compare our
results with SMOS, we extend the two-mode interferometer to
a 1D array of n single-mode receivers. We investigate numer-
ically how the QFI changes when increasing the number #n of
interferometer modes. We assume the antenna array aligned
with the x axis on the detection plane and denote the maxi-
mum baseline separation of the two most distant antennas by
Ar max-

Resolution of two-point sources for n-mode interferometer
array. We assume that both sources have the same sizes and
temperatures (AT =0 and 7} = T, = T) and that they are
parallel to the antenna array. In Fig. 5(a), we see that when we
increase the number of receivers, the behavior of F; changes.
It is still oscillatory as a function of sv with a period of 2.
However, for each oscillation, we have n — 2 additional max-
ima. Moreover, in Fig. 5(b), we see that F; increases gradually
when we increase the number of receivers and the maximum
baseline increases as Arp,x = (n — 1)Ar. For Ar = 1 m and
T = 300 K, the standard deviation for estimating the source
separation is ~23 km for the two-mode interferometer. For
the 20-mode interferometer, we find a standard deviation of
around 0.65 km. Further, if we keep the baseline fixed as 4 m,
the QFI increases linearly with the number of receivers, as we
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FIG. 5. (a) The QFI .%; as a function of s for 2,3,4,5,6 mode interferometers and each curve is scaled by its maximum values which are
~1.7%x 1073, ~6.9 x 1073, ~ 17.3 x 1073, ~ 34.7 x 1073, ~ 60.8 x 1073 1/km?, respectively. (b) The QFI .%, with respect to a number
of interferometer modes n. (¢) The QFI %, with respect to a number of interferometer modes n. (d) The QFI % as a function of s for
2,3,4,5,6 mode interferometers. Each curve is scaled by its maximum values which are ~0.67 x 1072, ~2.78 x 1072, ~ 6.96 x 1072, ~
13.9 x 1072, ~ 24.3 x 1072 1/km?, respectively. (¢) The QFI .%, with respect to a number of interferometer modes n. [For all, the separation
of two nearest antenna Ar is 1 m, and n ~ 10™*. The maximum baseline is Arp. = (n — 1)Ar.)] (f) The QFI .%, with respect to a number of
interferometer modes n. For both (c) and (f), the maximum baseline is fixed by Ary,x = 4 m, in this case, separation of two nearest antenna is
Ar = Arpax/(n— 1), and n ~ 107*. The curves are ordered by increasing value of the modes (1) from two-mode interferometer (solid black)

to six-mode interferometer (purple dotted-dashed) in (a) and (d).

can see in Fig. 5(c). In this case, for a two-mode interferom-
eter, we have a standard deviation of around 6 km, and for a
20-mode interferometer, we have 3 km.

We also checked the centroid estimation for the n-mode
interferometer. It leads to similar results as for source sep-
aration. From Fig. 5(d) we see that for sv = 0.5 the centroid
uncertainty for the two-mode interferometer diverges (% ~ 0
at sv ~ 0.5). This is no longer the case for the array of n
receivers. In Fig. 5(e), we see that .%, also increases with the
number of modes. For the two modes, the standard deviation
for estimating the centroid was ~12 km. For the 20 modes,
we have a standard deviation of around 0.32 km considering
Ar =1 m and Arnx = (n — 1)Ar for average temperature
T =300 K. If we keep the baseline fixed, as we can see
from the Fig. 5(f), .%, increases linearly by n. By fixing the
Armax = 4 m, we have a standard deviation of ~3 km for the
two-mode interferometer; for 20 modes we have a standard
deviation of ~1.5 km. Thus, instead of sampling the state in
time, we can increase the number of receivers to increase the
QFI, and both methods can be combined as well.

Spatial resolution of single circular source for n-mode
interferometer array. To analyze the effect of n for source
size estimation, we consider a single circular source as given
in Eq. (46). In Fig. 6, we show how the QFI for estimating
a changes with n. For a — 0, %, increases linearly with n.
We have .%, ~ 6.16 x 1072 1/km? for single receiver which
corresponds to a standard deviation of 4 km and for higher n,
we have approximately .%, o« n for small values of a. If we

have an array of 20 antennas, .%, ~ 1.23 1/km? which gives
a standard deviation of 0.9 km for estimating a. When we in-
crease the source size a, we see that there is extra information
coming from the phase differences as given by the solid lines
for Armax = 6 m and dashed lines for Arp.x = 4 m. One can
also see that as expected the dotted lines, corresponding to
the limit Arn,x — 0, get close to the solid black line, which
corresponds to a single receiver, for large values of a.

x10~!

FIG. 6. The QFI .%#, as a function of a for 1,2,3,4 mode inter-
ferometers, which are given by black (the lowest single) curve, blue,
red, and green (the top) curves, respectively. The maximum baseline
difference is given by Arp,x — O for dotted lines, Aryx = 4 m for
dashed lines, and Arp,c = 6 m for solid lines. The black solid line
corresponds to single receiver and 7 = 300 K.
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As a mathematical limit, we can take Arp.x — 0. Then the
additional information from phase differences of a receiver
pair will vanish [see Figs. 2(a) and 3(a)]. One can also com-
pare the QFI in Eq. (48) for a single mode with the QFI in
Eq. (89) for a two-mode receiver. In the limit a — 0, we
see that the QFI for estimating a is doubled. Yet, the FI for
estimating a from heterodyne detection in Egs. (50) and (60)
always vanishes in this limit a — 0. In Fig. 6, the QFI to es-
timate a linearly increases with n. But the FI from heterodyne
detection is zero for the small source sizes in the limit a — 0
even for n — oo. Thus, we see that resolution is limited for
heterodyne detection for small source sizes. To get the quan-
tum super-resolution for estimating the image, one needs to
linearly combine the modes b; of the n-mode interferometer.
For that aim, one needs to calculate the elements of the matrix
M; numerically. Each normalized eigenvector of M; maps to
a set of operators d by linear combination of the operators in
b with corresponding weights and phases. One can design a
setup using these weights and phases in the eigenvectors to
achieve the resolutions for a chosen parameter given in this
section.

IV. CONCLUSION

In summary, we studied possible quantum advantages
in passive microwave remote sensing. Starting from a mi-
croscopic current density distribution in the source plane
corresponding to a position-dependent brightness temperature
Tee(x, ), we derived the general partially coherent state re-
ceived by an array of antennas. From the dependence of that
partially coherent states on parameters that characterize the
sources, such as the radius a and brightness temperature T’
of a uniform circular source, we obtained the QFI and hence
the QCRB for the smallest possible uncertainty with which
these parameters can be estimated based on measurements
of the multimode state of the antennas. We showed how the
optimal measurements allowing one to estimate a single pa-
rameter can be obtained for a general array interferometer
with antennas placed at arbitrary positions. In general, the
optimal measurements correspond to photon-detection in cer-
tain detector modes that can be obtained from the original
receiver modes by mode mixing via beam splitters and phase
shifters. For single-mode and two-mode interferometers, we
gave explicit analytical results for the best possible resolution
of one or two uniform circular sources, both in a and 7' and
demonstrated a clear quantum advantage over the classical
strategy corresponding to direct heterodyne measurements of
the receiver modes. In the limit of small source sizes, we
recover known results for the measurement of the centroid

J

and separation of two-point sources. We benchmarked our
results with the performance of the SMOS mission, which
achieves about 35-km resolution with 69 antennas deployed
on three 4-m long arms arranged in a Y shape, operating at
21 cm the wavelength, and flying at a height of 758 km above
Earth. As an example, we showed that by using the optimal
measurements, a single arm of length 4 m with 20 antennas
and a single measurement would allow a spatial resolution of
about 1.5 km. With a smaller satellite, a more than 20-fold
increase of resolution compared to SMOS could be achieved.
By increasing the size of the array to 19 m, the 20 antennas
should give rise to a spatial resolution down to 300 m. Sub-
stantially better resolutions can be achieved if we allow more
measurements. If we assume that the number of samples is
given by the time the satellite flies over the object whose size
one wants to estimate divided by the inverse bandwidth, even
with a single receiver a spatial resolution down to a few meters
and a radiometric resolution of a fraction of a Kelvin become
possible in principle.

Our results generalize previous approaches to quantum-
enhanced imaging based typically on weak sources (photon
numbers on average smaller than 1 per mode) or point sources,
and pave the way to quantum metrological sensitivity en-
hancements in real-world scenarios in passive microwave
remote sensing. Several challenges remain. Experimentally,
single-photon detection in the microwave regime is still
difficult but starts to become available [82], and even number-
resolved photon detection in the microwave regime has
meanwhile been demonstrated [83]. It requires very low tem-
peratures for operating superconducting qubits that would
have to be maintained on a long timescale on the satellite.
From the theoretical side, an extension to a many-parameter
regime requiring adaption of the optimal measurements will
be crucial for true imaging. Post-measurement beam synthesis
that is common in interferometric astronomy does not work
here, as already the detection modes depend on the pixel in the
image that one wants to focus on. Nevertheless, the substantial
quantum advantages demonstrated here theoretically in a rel-
atively simple but real-world scenario give hope that quantum
metrology can help to significantly improve the resolution of
passive Earth observation schemes, with corresponding posi-
tive impact on the data available for feeding climate models,
weather forecasts, and forecasts of floodings.
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APPENDIX A: BRIGHTNESS TEMPERATURE AND CURRENT DENSITY FLUCTUATIONS

The number of photons that pass through a certain antenna area Ap in a certain time #p can be found from 77 = Aptp P,
where @ is the photon flux. For a given intensity /, the photon flux for frequency wy can be found by ® = I/(hwy). If the
total energy density on the antenna is Up, then the intensity can be written as I = Upc. Then 7 becomes 71 = AptpUpc/(hwy).
In the microwave regime fiw < kgT, the energy density (energy per unit volume per frequency) from black-body radiation at
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frequency w with a temperature distribution 7 (x, y) on the surface of radiation at the ith antenna position is given by [43]

k Ts(x,y) cosé(x,y)
up(w) = F%/dxdya)z 5 r—r , (A1)

where the brightness temperature is defined as Tp(x,y) = T (x, y)B(x, y; o, 6, ®). Earth is rather a gray than a black body,
therefore, the emissivity B(x, y;®, @, @) of the patch in the direction of the satellite given by polar and azimuthal angles is
introduced. One can take the integral over w using the filter function in Eq. (21) to find the total energy density (energy per
volume) and it becomes

kpw?B Ty(x, y) cos B (x,
= ke /d dy B(x,y) (x,y) (A2)
2m3c3 Ir — r;|?
Then the photon number on the receiver becomes
2kp (A Tp(x, f(x,
5o ks ( D (tDB)/d dy B(x, y)cosO(x, y) (A3)
7l Ir —r;?

For simplicity of the receivers scattering function, we set Ap ~ A2 and tp ~ 1/B. Comparing Eq. (A3) with (29), we define
(1 Jz.i(r, w)|?) = K T (x, y)cosB(x, y)§(z — R) with a constant K| = 321:Ck3/(3lc3pcoc) which agrees with the result in Ref. [43].

APPENDIX B: COMMUTATION RELATIONS OF SLD’S FOR n-MODE INTERFEROMETER
The SLD for the ith parameter is given in Eq. (38) for the n-mode interferometer. To find the [.%}, .£;] we write

o = Zy,bj o B= Y b+ () Blb] (B1)

Jj<k

Using [by, El] = 8, one can write 52[3113,213,, = 13;,13,,13113, + lgltf),,&m — b by8i,. Then, we find the rest of the commutation
relations as follows:

[, ] = ig’,fgﬁ(if}éksu — bibidu) =0, (B2)
a
[, %2]=i[( — &)gybbw + (' — &) (¢7") Bl b ] (B3)
1) == 3 [0~ b+ 6 = )4 ) (B4
[%,%J:ki (&' — &g )bibw + [(6") (&) = (&) (") 10kt
O S (R LAty R S 0 RIS W N
k<min(l,p) {k.m}<l

where Y\ g =200 mind)=1 and D em<t = 21 SIS For the two-mode interferometer (2 = 2), the diagonal
elements of M; are the same for any parameter estimation due to the central symmetry of two antenna. Then, we have
[, B;) = (%, ;] = 0, the first summation vanishes, and we have [%;, ;] = Z(glz)* (g*)g 12](b;bl — b}b,). Since
(bibl) = (b;bz) = i, we obtain Tr [ o [-Z, Z1]1 = 0.

APPENDIX C: GENERAL QFI AND THE ELEMENTS OF THE MATRIX M FOR A TWO-MODE INTERFEROMETER

In this Appendix, we give the general results for the elements of the QFI and the matrix M; for a two-mode interferometer,
assuming that all the elements of the covariance matrix depend on the parameter u; that we want to estimate. Using the covariance
matrix for a two-mode interferometer one finds the QFI matrix elements as

8
Fij = é{ais*ajs[u —4x3)? =4+ 4YDIEPT + 3:£0;E (1 — 4xH)* — 41 +4xDIEP

+AEREENE (1 +4x7 — 4EPP) +2x0;x (1 — dx* + 4IE|P)] + 4E*,E[60,6" (1 + 4x> — 4IE[*)
+2x X (L —4x> +4EP] 4+ 20 x (—1 + 4x> — 4|EP—4x (EI;E* +E70,6) + d;x (=1 +4x> + 41&1D)1}. (CD)
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where the denominator is given by
7 = (=1 +4x> —4EP6x* + (1 —4IE7)° = 8x>(1 + [§ ). (€2)
Using the SLD given in Eq. (38) we find the diagonal elements of the matrix M; given in Eq. (56) as

gl = 2(49ix |E1> +40ix x> — 408" x — 43,5 Ex — dix)
' 16x* —8x*(461> + 1) + (1 — 4]€]*)?

where the two diagonal elements are the same due to the symmetry with respect to the center of the two antennas, and

(C3)

9

2
g = 5{—ais(16|s|2x2 +4IEP — 16x* +8x — 1) — JET[4EX(AIE1* — 1) — 16877 — 9;x[32E x° — 8Ex (4IE* + DI},
(C4)

where Z is given in Eq. (C2).

APPENDIX D: POVM FOR HETERODYNE DETECTION

The POVM for heterodyne detection is given in Ref. [34], and the CFI analyzed for the weak thermal sources. Here we briefly
introduce the POVM for heterodyne detection. Then, we compare our results for the QFI with the CFI for heterodyne detection.
The POVM is given as

1
E(V1,V2)=;|U1,V2>(V1,V2|» (D1)

where |v, vy) is a coherent state with normalization given by f d?vd*vyE (v, v3) = 1. The covariance matrix for a two-mode
interferometer is given in Eq. (55). Using the corresponding state for the two-mode interferometer we can find the observation
probability for any parameter u;, in terms of the elements of the covariance matrix as

1 ox [(—|v1|2—|v2|2)(1+ﬁ)+$vfu2+§*u;vl]
2 [(1+7)* — [§]%] (I +n)*— &2 '
The Fisher information for the parameter ©; can be found as

1 AP(1, valp)\?
F = fd2V1d2V2 ( (v, »alu ))
P(v1, va|w;) o

P(v, malu) = (D2)

_ / o1 d> 0Py, vl ) f (0, v2)

= <f(vls VQ))s (DS)

where f(vy, 1) is a polynomial function of second- and fourth-order correlations of v; and v,, defined as

1 OP(vi, v2lu)
,v2) = {0, In[P(vy, D = . D4
fi,v2) = {0, In[P(vy, va| )]} TR < ' (D4)
With Wick’s theorem for Gaussian states, the fourth-order statistic can be written as
(x1x0x3x4) = (x1X2) (X3x4) + (x1X3) (X2x4) + {X1x4) (X2X3), (D5)

where x; € {v, v}, v2, v;}. We can also write (|v; 1%y = (|»2]?) = 1 + 7 and (vivm) =&, (vyv) =&

APPENDIX E: UNIFORM CIRCULAR SOURCE FOR A TWO-MODE INTERFEROMETER

We find the elements of the covariance matrix describing the state of two-mode interferometers in Eq. (55). Then for a circular
source with size a located at position (xg, y9, R) with the assumption xy, y9 < R in the source plane we have

_ kT .
i=r dx dy circ(x — x0, y — yo)

wa*kT
= (E1)
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and x and & become

1 nwd®kT
x=5+

Sl E2
5 2 (E2)

’

. kT . .
& =(b)b) = F/dxdyclrc(x — X0,y — Yo) exp [2mi(xv, + yv,)]

«Ta? I (27ta fv? + v)z, )

= exp [2mi(xovx + yovy)l, (E3)

2
R a,/vi+v?

where v, = Ar cos ¢/(AR), vy = Ar sin@/(AR), with Ar = Ar(cos ¢, sin ¢, 0). Note that , /v2 + vy2 = Ar/(AR).

1. Quantum Fisher information: The uniform circular source

We found the QFI for estimating a is as

2 2
> _87'[ alAr kT

= [ranr*(ma®, T + R*)(JG + 1) — 2ArARQra’k T + R*)JoJy + ax A>R*T (J§ + DJ7 ], (E4)

where
Do = (Ta® Ar* — RT})[Ar(ma’c T + R*) — k> A°R°TAJT ], (ES)
and Ji(z“lf—k’w) are the Bessel functions of the first kind and ith order. The QFI for estimating 7' becomes

2kd®[w Ar*(wa*c T + R*) — kA’ R°TJ}|

Fr = > :
T[ArX(ma®cT + R?)” — a*c®A2R*T2J7]

(E6)

The other elements regarding the source size and the temperature of the circular source can be found as

. AmaArk[Ar(mwa*cT + R*) — ak ART JoJ, |
T = .
¢ A2 (a2, T + R2)* — a2k2A2R2T2J,2

(E7)

The QFI matrix elements for estimating the source locations can be written as

872R2)\ 2k Tlev,-vj

Fis = ’
0Jo nArz(JTazKT + R?) — kA2R2T J2

(E8)

where i, j € {x, y}.

2. Elements of the matrix M; for a two-mode interferometer: The uniform circular source

To combine two modes of the receivers for the optimum measurements, we calculate § as given in Eq. (57). We find the matrix
elements of M,, as

1 21 Ar°R? 2 2 2 2 2
8 = T{naAr (ma*xT + R”) + ARJ [ak A\RT J, — ArQQra’«T + R*)Jp]}, (E9)
a
NS 2, 2 2 22 12 2 2 —is
gf, = T{alo[nAr (wa’kT + R°) + kA°R°TJ;1 — ArARQ2na kT + R*)J1}e ", (E10)
a

where § = v,xo + vyyo. For the temperature estimation we get the elements of My as

AR (wa*k T + R?)

1

g = : (E11)
"7 APT (e T + R2) — a2 A2R2TJ?
5 alArk R3] e

8&r = (E12)

k2R — AP (T T + R2)
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Finally, for the source location we found

&) _ _ 27 Ar2R2J, e/ 517/2) cos(p)
£, a[r Ar*(ma®kT + R*) — kX2R2TJE] \ sin(g) )

and g, =g, =0.

(E13)

3. Classical Fisher information for heterodyne detection: The uniform circular source

Since we calculated the elements of the covariance matrix in Egs. (E1) and (E2) we can calculate Egs. (D2) and (D4). Using
the CFI for the heterodyne detection in Eq. (D3), we can write the result for estimating the source size as

812a*k*T?Ar¥(ma®k T + R?)
D,

}Zi=

[4° VR T I Jy° — 2> Ari® M R* T (ma®c T + R*)’ (Jo* + DJ}

+ AP a*kT + R*)’(J? + 1) — 4aAr*k ART (ma®k T + R*)*JoJ,

—7a* Arc* MR TH (e a®, T + R (o> + DI* + 16a° AP PR T (wa« T + R*)*JoJ; |

with

D, = [ArQ(naZKT + R*)?

The estimation of the temperature becomes
2a*Ar*c3(a*c T + R?)
= D,

Fr

[zrzazAré(nasz +R?yY —

+ AFPRVR (ma*k T + R*)* (—5n%a*i*T? — 2w a®*k R*T + RYJ? + > Ar*ic? A RAT? (T3 a8 T

+197%a* *R*T? + 10ma®, R*T — 2R%)J}],

where

Dr = [Arz(naZ/cT +R*)? —

APPENDIX F: TWO-POINT SOURCES FOR A TWO-MODE
INTERFEROMETER

The temperature distribution of two circular sources with
equal size a at locations (xj, y, R) and (x2, y2, R) is given in
Eq. (65). We assume that {|x;|, |y;|, a} < R. The elements of
the covariance matrix in Eq. (55) for two-point sources with
different temperature can be found using Egs. (31), (32), and
(65) as

1 ma*kT;, 1 2ma*kT
X = z + Xl: R 5 T R?
1
where n = ma?/R?, and
2 2maAr
¢ = by =TT g aminc
R Rx.
+ T2e2ni(vxxz+vyy2))
_ Knn2 (2T — AT)eZJTi(v,‘M#’Uy_‘/’])
2
+ 2T + AT)erieton), (F2)

(E14)

—a’ kK VRTAT (E15)
a* kKW OROT*(Brd®, T + TR*)J?

(E16)

a* k> RT T (E17)

(

where the average temperature is defined as T = (T} + T2)/2,
and the temperature difference of the sources as AT =T, —
T\ with T, > T assumed, while the parameter 7, is given by

2waAr
_ 2]1( R )
n = 2walr ’
R

(F3)

which is related to the source size. In Fig. 7, we can see
the behavior of 17, with respect to the source size. For point
sources one can approximate 1, = 1.

1.00
0.75
~ 0.50
=
0.25
0.00
0 50 100 150 200
a (km)

FIG. 7. Plot showing the behavior of 1, with respect to the radius

of the circular disk source with Ar = 2 m.
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1. Quantum Fisher information: Two-point sources

We found the elements of the QFI matrix for estimating the source separation as

272 nic v,
P, = %(n%mﬂ — AT?){(AT? — AT?) cos[47 (syvy + s,0y)] + 1677 cos[27 (5,0, + 5y0,)])
—?k (AT — 24AT?T? + 80T*) — 128y T3 — 3272), (F4)

where i, j = {x, y} and the denominator is given by
D5, = k(AT — AT .*(AT? — 4T?) cos[47 (s, vy + 5,0y)]
+ 4[nic (—=AT*nic + 4T + 6T) + 1] cos[27 (s, vy + s,v,)]}

=333 (AT? — 4T?)? + 240°k>T(AT? — AT?) + 4y (AT? — 20T?) — 16T. (F5)
The elements of QFI matrix for estimating the centroid becomes
16m2vv;
Pty = %[(4# — AT?)cos (271 (5,0, + 5,0,)) + AT? + 4T, (F6)
t
where the denominator is
D, = AT + 4k T* — AT i — nk(AT* — AT?) cos [27 (s,v, + 5,0,)]. (F7)

Off-diagonal elements of the QFI matrix can be found as

_ 3272 ATk Tvv;
Fa;, = 5 3 5 > . (F8)
AT nk + nk(4T> — AT?) cos[2m (s,vx + syvy)] — 4k T> — 4T

If we align two antennas parallel to the source separation, v, — v and v, — 0. In the limit where AT — 0 the QFI for the
source separation simplifies to

4?02k Tk T cos 2msv) + 3nkT + 1]
[1+4nkT + 2n22T? — 2n2k2T2 cos 2 sv)]’

o
s

F9)

and the QFI for the centroid simplifies to
327202k T cos? (wsv)
14+ n«T —nkT cos 2msv)’
which agrees with the results in Ref. [35] for (AT =0, v, =0, s, = 0,1, = 0) as expected.

F —

(F10)

2. Elements of the matrix M; for a two-mode interferometer: Two-point sources

For simplicity let us assume that AT — 0. Then we have the elements of the matrix M; for a two-mode interferometer for
estimating the source sizes as

wvi(dnkT + 1) cot[m (s, vx + syv))]

& = {14 4nkT + 2n*,2T? — 202k >T? cos[27 (s, Uy + sy0y)]} F1D)
2 = mvi{nkT cos[2m (syvx + syv))] + 3T + 1} esc[m (scvx + syv,)] exp(—i&s)’
Si {1+ 4nkT + 202k2T? — 2n2k2T? cos[27 (s,vx + s,0))]}
and
8, =0,
> 27 v cos[m (syvy + syv,)] exp(—id;) (F12)

1+ ncT — kT cos[27 (scvy + syvy)]°
where 6, = 2w (t,v, +tyv,) — 7 and §; = 27 (t, v, + tyv,) + 7 /2.

3. Classical Fisher information for heterodyne detection: Two-point sources

Using the CFI given for the heterodyne detection in Eq. (D3), and assuming that both sources have the same temperature
(AT — 0), one can find the CFI for estimating the centroid as

32722 T2 0 20k T + 1)% cos?[71 (s,vy + Syvy)]

F = .
T C22K2T 2 cos[2m (syvx + sy0y)] + 20k T (T + 2) + 1)

i

(F13)
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Again assuming (AT — 0), we can find the CFI for estimating the source separation as

i
s

— 40Kk T? cos[27 (5., + s, )20k T (kT +2) + 11 — 2k T{nkc Tk T 1k T — 8) — 10] — 4}),

where the denominator is given by

Dy = {1 +4n«kT + 27121c2T2 — 27]2K2T2 cos[27 (s vy + syvy)]}“.

1 .
F, = 58n2n2x2T2v,-2 sm2[7r(s,cv)C + sy,v)12nk T + 1)2(1 — 1477“/(4T4 cos[4m (s,vx + 5yvy)]

(F14)
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Superresolution imaging with multiparameter quantum metrology in passive remote sensing
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We study super-resolution imaging theoretically using a distant n-mode interferometer in the microwave
regime for passive remote sensing, used, e.g., for satellites like the “Soil Moisture and Ocean Salinity” (SMOS)
mission to observe the surface of the Earth. We give a complete quantum-mechanical analysis of multiparameter
estimation of the temperatures on the source plane. We find the optimal detection modes by combining incoming
modes with an optimized unitary that enables the most informative measurement based on photon counting in
the detection modes and saturates the quantum Cramér-Rao bound from the symmetric logarithmic derivative for
the parameter set of temperatures. In our numerical analysis, we achieved a quantum-enhanced super-resolution
by reconstructing an image using the maximum likelihood estimator with a pixel size of 3 km, which is ten times
smaller than the spatial resolution of SMOS with comparable parameters. Further, we find the optimized unitary
for uniform temperature distribution on the source plane, with the temperatures corresponding to the average
temperatures of the image. Even though the corresponding unitary was not optimized for the specific image, it
still gives a super-resolution compared to local measurement scenarios for the theoretically possible maximum

number of measurements.

DOI: 10.1103/PhysRevA.107.032607

I. INTRODUCTION

The technology of imaging is currently undergoing a rapid
evolution both due to enhanced computational techniques [1]
and due to insights from quantum information processing and
quantum metrology. It has become clear that the paradig-
matic resolution limit found by Abbe and Rayleigh, based
on the interference of classical waves set by the wavelength
of the light, is not the ultimate fundamental bound if the
quantum nature of light is taken into account. In quantum
optics it was realized already in the 1960s in the context of
the explication of the Hanbury—Brown Twiss effect [2,3] that
fundamentally the interference of light should be considered
in Hilbert space and can lead to higher-order correlations that
contain information beyond the first-order correlations rele-
vant to the interference patterns of classical electromagnetic
waves. Experimentally, super-resolution was demonstrated by
Hell in 1994 (see Refs. [4,5]), who resolved a molecule
with nanometer resolution with light in the optical domain
by a decoration of the molecule with pointlike emitters and
quenching them selectively. Early theoretical work used the
techniques of optimal parameter estimation to estimate the
ultimate sensitivities of radar and, in fact, led to the devel-
opment of quantum parameter estimation theory [6-9]. Much
later, quantum parameter estimation theory was applied to de-
termine optimal detection modes and ultimate sensitivities for
arbitrary parameters encoded in the quantum state of Gaussian
light [10,11]. In 2016, Nair and Tsang [17] wrote a seminal
paper that considered the problem of ultimate resolution as a
quantum parameter estimation problem for the distance be-
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daniel.braun @uni-tuebingen.de

2469-9926/2023/107(3)/032607(12)

032607-1

tween the two sources. They found that the quantum Fisher
information (QFI) that sets the ultimate bound remains finite
for two point sources of low, identical intensity in the limit of
vanishing separation, whereas the classical Fisher information
linked to intensity measurements in direct imaging vanishes.
A large amount of theoretical [12-36] and experimental re-
search [37—42] followed that corroborated and generalized
this insight.

Most of these works concentrated on estimating one or few
parameters, however, typically linked to geometrical informa-
tion like the spatial separation or position of point sources and,
in some cases, optical phase imaging, i.e., the joint estima-
tion of the phases with respect to a reference mode [43—46].
While this led to important insights and solid evidence that,
in many situations, quantum parameter estimation techniques
can enhance resolution beyond the classical diffraction limit,
imaging typically does not aim at recovering information
about the separation or, more generally, the spatial position of
point sources. Instead, in a typical image, the scene is covered
by pixels of known locations and one wants to know for each
pixel the intensity of the source in that point, its spectral com-
position, polarization, etc. Since an image typically consists
of many pixels, imaging is then inherently a (quantum) many-
parameter estimation problem, and corresponding techniques
should be applied to obtain the best possible image reconstruc-
tion quality based on the gathered measurement results.

In this paper, we take an important step in this direction in
passive remote sensing of Earth in the micro-wave domain,
building on our previous work [47]. Here, the state of the
art is interferometric antenna synthesis, with which a large
effective antenna can be formed from a set of small antennas,
with corresponding enhanced resolution. For example, the
“Soil Moisture and Ocean Salinity” (SMOS) satellite is an
interferometer with a Y-shaped array of 69 antennas where

©2023 American Physical Society
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FIG. 1. The Gaussian state p(f#) of the n-mode interferometer
contains the spatial and the radiometric information from current
density sources. The incoming modes b; are combined with an
optimized U to have detection modes d; of the photon counting
measurement. For experimental realization, one can decompose U
into SU(2) group elements similar to optical quantum computing,
i.e., using beam splitters and phase shifters. After the measurements,
one estimates the parameter set using an estimator function such as a
maximum likelihood estimator (MLE).

each arm has a length of around 4 m [48-51]. It achieves a
resolution of about d ~ 35 km, from a distance R >~ 758 km
above the surface of Earth by measuring the thermal noise
in a narrow frequency band of electromagnetic fields (1420—
1427 MHz, central wavelength A ~ 21 cm). The electric fields
are sampled in real time, filtered, and interfered numeri-
cally, implementing thus purely classical interference. The
diffraction limit analogous to the ones by Abbe and Rayleigh
is given here by the van Cittert—Zernike theorem [52-54],
d >~ AR/Ax;;, where Ax;; is the maximal spatial separation
between two antennas. From the interferometric data one can,
via inverse spatial Fourier transform, estimate the local bright-
ness temperatures Tei on the surface of Earth with resolution
d, and from these, with appropriate models, the soil moisture
and ocean salinity. This information is of great importance for
the geosciences, monitoring of Earth, climate modeling, flood
predictions, and much more. Driven by these applications,
there is the desire to enhance the spatial resolution but simply
increasing the size of the satellite becomes unpractical and
lowering its orbit reduces its lifetime.

Here we show that with appropriate techniques from mul-
tiparameter quantum estimation theory, one can reconstruct
images of Earth with roughly a factor 10 better spatial res-
olution than SMOS with a satellite of comparable size. We
demonstrate this with images of up to 30 pixels, showing
that they can be reconstructed faithfully with a pixel size of
3 km. Instead of local measurement of the incoming modes
of the interferometer, we combine the modes with a unitary
transformation that enables nonlocal measurements. We find
the optimal unitary matrix that minimizes the scalar classi-
cal Cramér-Rao bound (CCRB) [55] for the classical Fisher
information matrix for the chosen measurements contracted
with a weight matrix. The corresponding unitary matrix can
be decomposed into phase shifters and, at most, n(n — 1)/2
beam splitters, as is well known from linear optical quantum
computing [56]. This allows us to quantum program optimal
measurement schemes for imaging. Contrary to classical com-
putational imaging [1], the quantum computation for this new
kind of “quantum-computational imaging” is done before the
measurements (see Fig. 1).

Multiparameter quantum estimation theory is by itself
a rapidly evolving field. Recently, there have been many
different works, e.g., multiparameter estimation of several

phases [43], estimation of all three components of a magnetic
field [57], optimal estimation of the Bloch vector components
of a qubit [58], multiparameter estimation from Markovian
dynamics [59], etc. (see the review article [60]). For a limited
sample size, like in passive sensing, it is crucial to estimate
the image’s parameters simultaneously. The multiparameter
quantum Cramér-Rao bound (QCRB) can, in general, not be
saturated. Optimal measurements linked to different parame-
ters do not typically commute and hence lead to incompatible
measurements. Once the commutation on average is satisfied,
the quantum limit is asymptotically attainable [61].

We build on our previous work [47,54,62], where we
showed that thermal fluctuations of the microscopic currents
lead to Gaussian states of the microwave field and hence
allow one to use the QCRB for Gaussian states [10,11,63,64].
As before, we assume that only the current densities at the
surface of Earth contribute and neglect the cosmic microwave
background as well as additional technical noises [65-67].

We organize the rest of the paper as follows. In Sec. II,
we introduce the quantum state received by the n-mode
interferometer, as well as the QFI, the symmetric loga-
rithmic derivative (SLD), and the corresponding quantum
Cramér-Rao lower bound. Further, we present the optimal
positive operator-valued measure (POVM), which minimizes
the most informative bound for the multiparameter estima-
tion. In Sec. III, first, we discuss the simple problem as a
benchmark considering two-pixel sources with the two-mode
interferometer. We analyze the quantum advantage with the
optimal unitary compared to local measurement scenarios.
Second, we increase the number of pixels by considering a
one-dimensional (1D) array of sources with a 1D array in-
terferometer. We examine how closely we can approach the
quantum limit of sensitivity with our parameter set. Third,
we consider a two-dimensional (2D) source image with a 2D
array interferometer. Using the maximum likelihood estimator
(MLE), we reconstruct the image for the POVMs with the
optimized unitary specific to the image, the optimized unitary
for uniform temperature distribution, and local measurements.
We conclude in Sec. IV.

II. THEORY

A. State received by the n-mode interferometer

In previous work [47], we analyzed the quantum state radi-
ated from current current distribution j(r, ¢) [62,68—77] on the
source plane. We show that the state of the incoming modes of
the n-mode interferometer from these radiated sources can be
modeled as circularly symmetric Gaussian states with a partial
coherence, which encodes the information of position and am-
plitudes distribution of the sources. Then after the scattering
process [78,79] from the interferometer, the partially coherent
state received in the n modes is represented by

o= /d2”/3<1>({ﬁi})l{/3i})({ﬁi}l, )

where |{f;}) is a multimode coherent state for spatial antenna
modes, {£;} = 1. B2, ..., By, and

d({B) = TR )
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where BT = (B, B2, ..., Bn) is the Sudarshan-Glauber rep-
resentation, and d*'8 = dReB,dImp, ...dRep,dImpB,. The
matrix I is the coherence matrix for n antenna modes, and its
elements are defined as I';; = (lAJ'l}'lA) ;). Considering the sources
of these fields are generated by random current distribution
on the source plane and assuming that each antenna has the
same polarization direction é; and they filter incoming fields
with the same frequency wy with a bandwidth B, then one
finds a relation between <bjb ;) and the average current density
distribution on the source plane as [47]

A
Ir —r;||r — ;|

(blb;) :de%

. | B 3
xs1nc|:Z(|r—rj|—|I‘—l‘i|)i|v 3)

where d°r is the integral over the source volume, r; is the
location of the detector for received modes in the detec-
tion plane, and sinc(x) = sin(x)/x. j,,l(r, w) is the Fourier
transform of the locally transverse component of the cur-
rent density J (r,t) and [ stands for the component parallel
to the source plane. Considering R as the distance between
source and detection planes, we can parametrize the inte-
gral over Earth’s surface as r = (x,y, R) with respect to
the coordinate system of the detection plane. Assuming that
we are in the far-field regime |Ar;;| < R, where Ar;; =
r; —r; is the distance between two antennas, we approx-
imate |[r —r;| — |[r — ;| & Ar;; - r/|r|. In the denominator,
we approximate |r — r;| & R/ cos 6(x, y) with f(x, y) the po-
lar angle between the z axis and the vector (x,y, R). We
find the relation of the average amplitude of current den-
sity distribution to brightness temperature as Tg(x,y) by
(|170.i(r, w))?) = K Ty (x, y) cos O(x, y)8(z — R), where K; =
32t.kg/ (313. woc). Further, one can define the effective temper-
ature as Tegr(x,y) = Tp(x, y) cos® 6 (x, y). We include an extra
constant prefactor p for the additional losses, which can be
justified by tracing out modes of losses ¢ into which photons
might scatter by writing b = ﬁl? + /1 — ué. Compared to
the actual physical temperature, the brilliance temperature is
additionally modified by the albedo of the surface from which
important information, such as the surface’s water content or
the ocean water’s salinity, can be extracted. For simplicity,
we work with the physical temperatures in the following,
i.e., set Tp(x,y) = T (x, y). Following these assumptions and

dropping the ~ from b, we simplify Eq. (3) as

" LK zi(vY x40’
by ="ts / dxdy T (e, )@@ i) ()

We introduced a new constant k = KK = 2kg /(7 hwy) where
k has the dimension of inverse temperature with SI units
(1/K) and vy = Ax;;/(AR), vy = Ay;;j/(AR) with wy/c =
27 /A. Considering the parameters of SMOS, we find k = 9.4
1/K. The SMOS has a Y shape where each arm has a length
of almost 4 m. Therefore, it is reasonable to set maximum
baselines AXxpax = AYmax around 10 m.

B. Estimation theory of the sources
1. Quantum Cramér-Rao bound

For a quantum state py that depends on a vector of /
parameters @ = (6, 6,, ..., 6,)T, an ultimate lower bound of
an unbiased estimator of the parameter set is given by the
quantum Cramér-Rao bound (CRB), which states that the
covariance matrix of any such estimator is equal to or greater
than the inverse of the QFI matrix (in the sense that their
difference is a positive-semidefinite matrix). The CCRB from
measurement is lower bounded by the QCRB [6,7,60] given
by

Cov® >.70)", F0) =3Tr(pel L. L)), (5)

where Cov(#) is a covariance matrix for the locally unbiased
estimator [61,80], the {-, -} means the anticommutator, and
%, is the SLD related to parameter i, which is defined sim-
ilarly to the single parameter case, %(.,%,Oo + 08-%) = 0;pe.
The SLD and the elements of the QFI matrix are given in
Ref. [81] for any Gaussian state. The SLD can be written as
Z=1m] (6 57)(bebP — £9F), ©)

=2

where Sm;/;’y 5 1s the fourth-order tensor form of the inverse of
the matrix M= Q@ ¥ + %Q ® @, with Q = B;_, ioy, and
the summation convention is used for repeated indices. In our
case, the mean displacement of the Gaussian state is zero. Co-
variance matrix elements are given by X*f = % Tr[p(b*b? +
b#b?)], withb = [by, bl b, b}, ..., b,, b7]1[10,81-85]. Then
the elements of the QFI matrix in [81] become

Fj = %zm;g,yaajz"ﬂaizﬂ. 7

Using the properties of the Gaussian state (circularly symmet-
ric and with zero mean) we can write the SLD for n mode
interferometers as [47]

2= b+ Y [+ R0 @
J

Jj<k

where C is a constant term that can be dropped for diago-
nalization purposes. In the single parameter case, the optimal
POVM is the set of projectors onto eigenstates of ;. It allows
one to saturate the QCRB in the limit of infinitely many mea-
surements using maximum likelihood estimation [6,86,87].
To find the POVMs from the SLD, we construct a Hermitian
matrix M; whose diagonal elements are real-valued functions
which are defined as g{ = m;;’ya(a,-zﬂ) with ¢ = 2j and
B =2j — 1. The off-diagonal elements are complex-valued
functions and defined as gl{k = 93?;/31’1,5(8,'2}’5) with o = 2j
and B =2k —1 and k > j. By introducing a new set for
the field operators such that b" =[5, 5}, ...,5}] and b =
[131, 132, e, Bn]T, we write the SLD in the following form:

% =b"M,b. )

As M; is a Hermitian matrix it can be unitarily di-
agonalized by M; :V:DiVi with V;'V,« =1I. A new set
of operators can be defined as d| =b'V] where d/ =
[d),dl,....d]. The optimal POVM for the single pa-
rameter case (i =1, which we drop in the following)

in
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can be found as a set of projectors in the Fock ba-
sis {|m17 mz, ..., mn) <m17 ma, ..., mn|}{m1,m2 ..... my} of the dl
with c?;a?z |my, my, ..., m,) =my |my,my,...,m,), wherel €
{1,...,n}. The 52, will be called “detection modes.” By intro-
ducing a positive weight matrix w, one can define the scalar
inequalities from the matrix valued QCRB as Tr[w Cov(é)] >
Tr(w.Z (#)~') = C5(, w). Contrary to the single parameter
case, the multiparameter QCRB can generally not be satu-
rated. Holevo realized this problem and proposed a tighter
and more fundamental bound [88] C* (8, w), which is upper
bounded by 2C5(8, w) [55,89]. If the SLD operators for differ-
ent parameters commute on average Tr(pg[L;, L;]) = 0, then
the Holevo-CRB is equivalent to the QCRB, and the QCRB
for multiparameter estimation can be saturated asymptotically
with a collective measurement in the limit of an infinitely large
number of copies p‘;@N [55,61]. The standard deviation of the

estimator decreases proportionally to 1/+/N for the sample
size of N. The SMOS satellite travels at a constant speed of
around v >~ 7 km/s. It takes time T = L/v to fly at a distance
L. Each sample has a lower bound for the detection time given
by tp >~ 1/B. In practice, the practical detection time might
be much larger due to, e.g., deadtimes of the sensors, slow
electronics, etc. In addition, zero temperature of the detector
and modes b; is implicitly assumed in our calculations but
would require cooling down to temperatures much smaller
than fiwg. If the actual detection time is 7, the maximum
sample size becomes N = t /tgff.

2. Most informative bound for multiparameter metrology

The most informative bound minimizes the classical scalar
Cramér-Rao bound over all the possible POVMs. In the single
parameter case, from the diagonalization of the SLD, we see
that one needs to combine the incoming modes with a unitary
transformation to saturate the QCRB single parameter case.
This transformation, even for a single parameter, depends
on the parameter itself. In the multiparameter case, any of
these specific unitary transformations for a specific parameter
usually gives a more significant mean-square error for the
remaining parameters. Using the clue from the SLD structure,
we drop the index i from the unitary transformation of the
modes and minimize the scalar bound of the classical Fisher
information matrix for multiparameter estimation over all pos-
sible unitaries. Then, a new set of operators for the detection
modes can be defined as d = Ub where d” = [d}, da, . .., d,],
where U is the corresponding unitary transformation of the
field modes. The average values of the elements of the new
coherence matrix [ can be found by using 3,- =Y, U,'[E[ as

[y = (did)) =Y UiUu(blbr). (10)
ki
Then we will have the probabilities after measurement
P(ml, ..m,,|01, 92, ey Ql) as
P({m }10) = f d*"sD({8;DI({mi} {81
|8

=/d2"5&>({3,»})]_[e*‘5"2 e (1)

i

where |{d;}) is a coherent state of the detection modes and
d({8;}) is the Sudarshan-Glauber function for the state of the
detection modes. Due to the linear transformation from b to
d, it is still a Gaussian. It is difficult to evaluate the integral
of P({my}|0) for all possible values of m; and keep track of
all possible combinations of photon number counts, both nu-
merically and experimentally. Hence, instead of considering
projections on the complete Fock basis as POVMs, we choose
the POVMs with at most one photon per measurement and
limit ourselves to ), my < 1. Clearly, the resulting informa-
tion loss is negligible for light that, from the very beginning,
is very faint, with at most one photon per mode. However,
it can be important for stronger light sources, for which one
should try to resolve the photon numbers. We have the order of
ten photons per mode for thermal microwave sources at room
temperature. We see below that even without resolving their
number, we can already largely surpass the classical resolution
limit, but there is room for further improvement by going
beyond the single-photon detection scheme we analyze in the
following.

The selected POVM elements of single-photon detection
are

My =10,0,...,0)(0,0,...,0],
M =10,0,..., 14 ...,0)(0,0,..., 14, ...,0]

n
My =1—) T, (12)
=0

where the last element (n + 1) ensures Z?iol I1;, = 1. The
measurement probability of no photon in any interferometer
mode becomes

1 pol
Pot) =~ [ et s

1

The single-photon detection probabilities in each mode of the
interferometer follow as

1 d2n66734r(f‘71+]1)5|8 |2
mndet T ¢

I+ D ke
T det(T+ 1)

Pu(0) =
(14)

The probability to find more than a single photon per mea-
surement can be found as

P =1-) P. (15)

k=0

We also show the first derivative of the probability distribu-
tions of no photon detection from measurements analytically
to be given by

dP(0) 1 Iy 16
96, _<det(f+ﬂ)>Tr< r+D ae,)' (16)
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The first derivative for at most single-photon detection for all
modes becomes

8Pk(0)_< 1 )
90,  \det(C"+1)

-1 —1~—1£~—1 -1 -1
X{[(F +D~'r ae,-r T+ }

kk

=1 -1 = -1 o
= [+ D JuTr (T +1) 591 (17)
Finally, using Eqs. (13)—(17), the elements of the classical
Fisher information can be found from

n+1

B 1 9P,(0) dP,(0)
I’J_XZ:P,(()) 30;  90;

18)

The most informative bound [55] in this case is the bound
minimized over all possible unitary matrices:

Tr[w Cov(9)] > ngn{Tr[w]-'_l 1. (19)

The weight matrix is a positive definite matrix to satisfy the
scalar Cramér-Rao bound. For simplicity, we consider w = I
to optimize the average variance of all parameters. One can
also consider a diagonal matrix with different weights. This
will result in directly decreasing the variances of preferred es-
timators. Further, choosing a weight matrix with off-diagonal
elements includes covariances of the estimators. Since we
assume spatially uncorrelated currents, we focus here for sim-
plicity on the temperatures, with equal weight, rather than
their correlations, which is also a preferred choice in the
literature (see Ref. [55]).

3. Maximum likelihood estimation

Maximum likelihood estimators are widely used in esti-
mation theory and play an essential role in interpreting the
Cramér-Rao theorem [90,91]. One can estimate the set of
parameters with a given probability distribution with some
observed data. The likelihood function is given by [(0) =

Z“(Pk(O))Nk, where the total number of samples is given
by N = ZZH N with N, realizations of outcome k. Since the
logarithm is a monotonously increasing function, the log of
the likelihood function is maximized by the same parameter
vector @. Thus, the MLE 9MLE is a value of @ that maximizes
the log likelihood £(0) = In[I(0)],

Ovie = arg max.L(0), (20)
0cO
where the max is taken over the entire parameter space ®. For
sufficiently large sample size, N — 00, f\Lg converges to the
true value of the parameter set 6.

III. RESULTS: ESTIMATION OF SOURCE
TEMPERATURES

In this paper, our purpose is to estimate the function
T (x,y). Equation (4) allows us to study any source distri-
bution on the source plane. For that aim, we partition the
electromagnetic field’s source on Earth’s surface into square
pixels of size a and effective pixel temperature T;, located

under the interferometer in the x,y plane at a distance R
from the satellite. Thus, we are interested in estimating the
temperature distribution in the form

Ter(x,y) = Y TiBox(x — xi, y — y), @1

l

where Box(x, y) is defined as

Iyl <

and <4
BOX(X» Y) é {0 else |y| 2 .

a
2 (22)
Of course, this is a choice to simplify our problem to a limited
number of parameters. One could also describe T (x, y) using
different temperature distribution functions such as Gaussian
and define the parameter set according to this choice. Further,
we estimate the effective pixel temperatures 7;, assuming that
all the other parameters are known to a sufficiently large
precision. The diagonal elements of the coherence matrix (I")
of Gaussian states become

2 P
P HKa
(bibe) = —5= D T, (23)
and the off-diagonal elements are
UKa N . ,
(bzbl) ZTk Z ]}eZ”’(”ilxi“‘k/)’f), (24)

1

where k # [ and we defined ny; = sinc(vy;a) sinc(vzla). The
number of pixels along the £ and J axis is p, and p,, respec-
tively, and the number of detection modes along these axes is
n, and n,, respectively. In total, we have p = p,p, pixels on
the surface and n = n.n, detectors in the detection plane, of
which each measures one detection mode. We set the num-
ber of detection modes equal to the number of pixels in the
source plane, n = p, to leave no redundant parameter for the
estimation, and use n, = p, and n, = p,.

A. Resolution of two pixel sources

Let us start with two pixels (pixel 1 and pixel 2) with
temperatures 77 and 7, in the source plane with pixel size
a. Our goal is to estimate the temperatures of each source.
We set the central locations of these two sources in the
source plane to (—a/2, 0, R) and (a/2, 0, R), i.e., both are on
an axis parallel to the X axis without any distance between
them. In the detection plane, we have two detection modes
c?l and é’z with detectors centered at positions (—Ax/2, 0, 0)
and (Ax/2,0,0) on the ¥ axis, respectively. In our previous
work [47], we showed that if the mean photon numbers in
each received mode of the two-mode interferometer, with
circular symmetric Gaussian state, are identical ((bibl) =
(b;bz)), then the SLDs for 77 and 7>, commute on aver-
age Tr(pg[L;, L;]) =0. Thus the QCRB and Holevo-CRB
are equivalent: C5(#, w) = CH (6, w). For each parameter, the
matrix M; from the SLD with i € {T}, T»} is of the form

i | o
m=| Ol (25)
ghle® g

where the ¢;, in general, depend on both 7} and 7. The ¢,
and ¢, differ for single parameter estimation of 77 and 7. The
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FIG. 2. Temperature estimation of two pixels. (a) The diago-
nal elements of the Fisher information matrix (dimensionless) as
a function of ¢. The dashed curves are for F7;, and solid curves
are for F7,. (b) The scalar CRBs as a function of ¢ scaled with
the average temperature T square of the sources. The flat lines are
for the QCRBSs, and the others are the CCRBs for the measurement.
(c) The scalar CRBs as a function of the temperature difference of
two pixels. Solid black is for QCRB, red dotted is for CCRB for opti-
mized ¢, and the green dashed curve is for the scalar CCRB for local
measurement considering U = 1. (d) The gain factor of the estimate
R as a function of ¢. The flat lines are from the QCRBs, and the
others are the CCRBs from the measurement. In figures (a), (b), and
(d), the blue curves are for uniform temperature, 77 = 7, = 300 K,
and red curves are for nonuniform temperatures, 7; = 400 K and
T, = 200 K. The source size is a = 4 km. The average temperature
in all figures is 7 = 300 K and u = 0.5.

unitary that diagonalizes each SLD is found as

1 [1 i
U; = ﬁ[l —ei¢f]' (26)
Since the unitary is parametrized with a single parameter,
we can drop the index i and find the ¢ that gives the most
informative bound for joint estimation of both 77 and 75. In
Fig. 2(a), we plot the diagonal elements of the classical Fisher
information (CFI) matrix in Eq. (18) as a function of ¢. If
T\ (dashed) and 7, (solid) are equal, 7} = T, (blue lines),
a diagonal element F; or F, can be obtained by mirroring
the other with respect to ¢ = 7 /2. For different tempera-
tures, 7y > T> (red lines), the CFI matrix elements are not
symmetric anymore. We observe that max(F;) > max(F,),
and their difference is related to temperature changes, which
means that we can estimate the pixel with higher temperature
better. We keep the average temperature (7') constant. In both
cases, we have the maximum value of CFI matrix elements
max(F;) = max(F;) at different ¢ and diagonalize the SLD
for each parameter for single parameter estimation.

In Fig. 2(b), we plot Tr(F~")/(T?) as a function of ¢ for
T = T, (blue) and 77 > T, (red) temperature configurations.
The scalar QCRBs are given by solid blue (77 = 7;) and
dotted red (7} > T») flat lines, respectively. We see that for
T\ = T, (dot-dashed blue curve), we have the minimum of the
scalar CCRB at ¢ = 0.57, and for 7} > T, (dashed red curve),

the minimum value is slightly shifted to the left. In both cases,
the QCRBs are saturated. We see that the magnitudes of scalar
QCRBs for T} = T and T} > T are close to each other if we
keep the same T in both configurations. We also observe that
Tr(F~")/(T?) for T} > T> (dashed red curve) at ¢ = /2 is
still close to the QCRB (red dotted flat line). Even though to
saturate the QCRB, ¢ must depend on the temperatures of
all pixels, one can find the ¢ for T = T, = T and use it to
estimate different temperature configurations (77 > 73).

In Fig. 2(c), we compare the most informative bound for
optimal ¢ with the CCRB of local measurement (i.e., U = I)
for joint estimation of 77 and 7; for a single measurement. We
see that the dimensionless CCRB for the local measurement
(green dashed line) goes to co when the two sources have
the same temperature. For a temperature difference around
~10 K, it is around ~10°, which is almost ~10* times larger
than for an optimal nonlocal measurement using Ugp (red
dotted line). We also see that the optimal unitary saturates the
QCRBs (solid black line). The bounds given in Fig. 2 are for
a single measurement (N = 1) and reduced by a factor N for
N independent measurements.

One can wonder what is the advantage of joint estimation
of parameters over single parameter estimation. To answer
that question, we can define the gain factor of the joint esti-
mate [92,93]:

~_1/F;
R_pXi:Tr(F_l), 27)
where p is the total number of the parameters we want to
estimate. The F stands for both the QFI matrix .% and the
CFI matrix F. The gain factor R is upper bounded by p
(0 < R < p), where the factor p arises from the fact that
for p single parameter estimations, the number of samples
available for each parameter is reduced by a factor p compared
to the total sample size, as different optimal measurements are
typically required for different parameters. Since we have only
two parameters to estimate (77 and 73), the upper bound of
the gain factor becomes R < 2. If the gain factor is smaller
than 1, R < 1, then we do not have any advantage from
joint estimation. In Fig. 2(d), we show the gain factor R of
the estimation as a function of ¢. It is close to 2 for the
scalar QCRBs of T} = T (solid blue) and 77 > T (dotted
red straight lines). Furthermore, this advantage is achieved by
the optimized unitary for CCRBs of 7} = T, (dot-dashed blue
curve) and T} > T, (dashed red curve). We have almost twice
the advantage compared to single parameter estimation.

B. Resolution of a 1D array of pixel sources

We next consider a 1D array of pixels aligned parallel to the
detector modes on the % axis (py = n, and p, = n, = 1). The
size a of a pixel is the same for all pixels, and the separation
between the two nearest pixels vanishes. The central position
of each pixel is given by ¥; = (2j — px — 1)a/2, and the
position of detector k is x; = (2k — n, — 1) Axpax /1y, Where
je{l,...,p}and k € {1, ..., n.}. The parameters that we
want to estimate are the temperatures of each pixel given by a
vector @ = {T1, T, ..., T, }.
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300 (K)

Te(F~")/(T°N)

FIG. 3. (a)—(c) The temperature distribution of the 1D pixels with uniform temperature (blue bars) and different temperatures (red bars)
for three, five, and seven pixels of the sources from (a) to (c), respectively. (d)—(f) The scalar CRBs (dimensionless) as a function of u for the
number of source pixels corresponding to (a)—(c). The solid blue and dashed red curves describe the QCRBs, and dotted red curves and dashed
dotted blue curves describe the CCRBs for uniform and random temperature configurations. The insets show the total photon number as a
function of u with a solid green line. The pixel size for (d)—(f) is 2.5 km. (g)—(i) The scalar CRBs as a function of the source size a. The blue,
red, and black lines correspond to different 1 = (0.1, 0.5, 1.0), respectively. The solid lines represent the QCRBs, and dashed, dash-dotted,
and dotted lines represent the scalar CCRBs of single-photon measurements with optimized unitary specific to different pixel configurations.
The insets show the total photon number in the detector as a function of pixel size a, with the corresponding color of different . The average
temperatures are assumed to be T = 300 K, and the sample size is set to be N = 100.

The unitary U becomes a n, x n, matrix, and we need
n? real parameters. Varying all the parameters of U indepen-
dently to find a minimum for our cost function is a difficult
task. Therefore, for n > 2, we use the steepest decent algo-
rithm to minimize the most informative bound in Eq. (19). An
efficient algorithm to minimize a given cost function with an
argument of the Lie group of unitary matrices U (n) is pro-
posed in Ref. [94]. The unitary group U (n) is a real Lie group
of dimension n2. In each iteration step, the conjugate gradient
(CG) algorithm moves towards a minimum along the geodesic
on the Riemannian manifold, corresponding to a straight line
in Euclidean space. We explain the details of the CG algorithm
adapted from Refs. [94-97] in the Appendix. These types
of algorithms are widely used in classical communication
systems. This paper uses the algorithm to optimize the POVM
to achieve the quantum limit for imaging in passive remote
sensing. We verified numerically that for our choice of the
parameter set, the SLDs for different parameters commute on
average over the corresponding quantum state for the n-mode
interferometer.

In Fig. 3, we analyze the QCRB and the CCRB for dif-
ferent numbers of source pixels p, (3, 5, and 7). The average

temperatures are fixed to 7 = 300 K for both random temper-
ature distributions (left, red bars) and the uniform temperature
distribution of the pixel sources (right, blue bars). From
Figs. 3(d)-3(f), we show how the classical bounds from our
measurement with optimized unitary change as a function of
W; insets show the changes of the corresponding total photon
numbers as a function of w in each configuration. Since the
total mean photon number of the detection modes (solid green
lines) decreases with  and tends to Tr(I") <« 1, the POVMs
of single-photon detections (red dotted and blue dash-dotted)
saturate the QCRBs (red dashed and solid blue) for different
and uniform temperature configurations, respectively. When
Tr(I") gets close to 1, we see that the gap between the
QCRB and the CCRB for single-photon measurement with
optimized unitary (Ugy) increases. Additionally, the QCRBs
decrease as the number of photons increases with w, which
means more photons from each pixel increase the QFI of
the parameters. Thus, one needs to perform photon-number
measurements rather than just single-photon ones to achieve
the QCRB in this limit. Increasing the number of pixels p
increases the total photon number on the interferometer. Thus
the gap between the QCRBs and the CCRBs for measurement
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with optimized U,y in each figure from Fig. 3(d) to Fig. 3(f)
increases.

In Figs. 3(g)-3(i), we compare how both bounds change
as a function of source size a for different temperature
configurations. The black, red, and blue solid lines provide the
QCRBs, and dashed black, dot-dashed red, and dotted blue
provide the CRBs for single-photon POVMs measurement
for different (0.1, 0.5, 1.0), respectively. Further, the insets
provide the total photon numbers in the detection modes.
We observe that the blue dotted lines (u = 0.1) are very
close to the quantum limit and almost saturate the QCRBs
for each source configuration for different source sizes. Once
we increase i, the gap between the two bounds increases as
a function of source size a due to the increased number of
photons. For instance, compare the gap for black dashed lines
(u = 1.0) and blue dotted lines (i = 0.1). This is due to the
limitation of the single-photon statistics for sources with a
total photon number greater than 1 [Tr(I") > 1].

In general, the optimal unitary depends on the parameters
(temperature distributions) we want to estimate. However,
in real-life cases, we need to gain knowledge of the pa-
rameters to optimize the unitary completely. As we discuss
in the section on two-pixel sources, a unitary for uniform
temperature distributions can also be used to estimate dif-
ferent temperatures with the same 7 value. Experimentally,
one can estimate the average temperature separately and
construct the optimized unitary for the uniform temperature
distribution (Un®™). One then uses it to estimate the actual
nonuniform temperature distribution. Further, we examine
how both bounds change as a function of the number of
pixels (py). In Fig. 4, we show the CCRBs for different
w = (0.05,0.1, 0.5, 1.0) in Figs. 4(a)—4(d), respectively. The
blue circles represent the initial random unitary for the CG
algorithm. The black triangles are the scalar QCRBs. The red
upward wedges are the scalar CCRBs from the optimized uni-
tary (Uyp ™) specific to random temperature distributions of
pixels. Further, the green downward wedges are for the opti-
mized unitary for uniform temperature distributions (Ugg{f"‘m)
of the pixels, used to estimate the corresponding random
unitary temperature distributions with the same pixel number

and the same average temperatures. The bounds from Ug;iform

(green wedges) and Ug;f £ (red wedges) are very close to each

other in this logarithmic scale. Also, both almost saturate the
QCRBs for u = 0.05 and 0.1 for different p,. When we raise
the number of pixels (p,), we see that all bounds increase.
Moreover, the gap between QCRBs and CCRBs from single-
photon measurements becomes more significant for u = 0.5
and 1.0 compared to u = 0.1.

C. Resolution of 2D sources

This section considers an image with a total number of pix-
els p = p.p, on the image plane. The number n of the modes
of the 2D array interferometers will be considered the same
as p, with n = n,n,. The size of each pixel is set to a = 3 km,
which is around ten times smaller than the spatial resolution of
SMOS considering the van Cittert—Zernike theorem, and the
separation between the two nearest pixels is again set to zero.
The parameters that we want to estimate are the temperatures
of the 2D image 6 = (T1, T>, ..., T,}. We consider the case

(2) = 0.05 ) L =0.1
. 102 [T T T T 5] ET T T LI YLE
5 3
F oo ] 10°F o
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FIG. 4. (a)-(d) The scalar CRBs (dimensionless) for differ-
ent numbers of pixels p, along the % axis in a 1D array and
n = (0.05,0.1, 0.5, 1.0), respectively. The black triangles represent
QCRBs, and red upward wedges represent the scalar CCRBs that
we get using the optimized unitary Uy specific to the actual
temperature distributions of source pixels. Green downward wedges
are for the unitary U™ optimized for the uniform temperature
of the pixels used to estimate the actual temperature distribution
with the same average temperature. Blue circles correspond to scalar
CRBs for the initial random unitary before optimization. Pixel size
is a = 2.5 km, average temperature T = 300 K, and sample size
N = 106.

of drastic photon losses and set u = 0.01, which for T =~
293 K gives the total photon number around Tr(I") ~ 0.39. In
Fig. 5(a), we consider an actual image of / using 30 pixels on
the image plane and a 30-mode interferometer on the source
plane. The unitary optimized (Uy,*°) for this image or the
unitary for a uniform temperatures distribution (Uggf‘”m) is
applied in the preprocessing stage to estimate the parameters.
For the classical measurement, we consider a local measure-
ment scenario with U = II. Further, the image from different
measurement strategies is reconstructed by using a maximum
likelihood estimator for a sample of size N. In Fig. 5(b),
we reconstructed the image by using Uy, We have the
advantage of the nonlocal measurement and the optimized
unitary specific to the image. The reconstructed image is close
to the actual image for this parameter regime. Though this
unitary depends on the parameter set, we estimate that the
same resolution limit may be achieved using adaptive types
of measurement [98] by iteratively updating the unitary for
each sample after measurement.

However, this is beyond the scope of this paper. On the
other hand, for easy experimental realization, we reconstruct
the image by using U™ in Fig. 5(c). One can inde-
pendently estimate the average temperature from the source
distribution and construct this general unitary for any image.
As we see, the reconstructed image still reveals the actual
image nicely, but as expected, it is not as sharp as the im-
age from a specifically optimized unitary. We reconstructed
the image from local measurement in Fig. 5(d). Clearly, this
reconstructed image is not close to the original one. This is
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(b) U = Ugp*®
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FIG. 5. (a) The image on the source plane with 30 pixels will
be estimated using a maximum likelihood estimator. (b) The re-
constructed image after single-photon detection in detection modes
d; obtained from using the optimized unitary U;';“ £ specific to the
temperature distribution. (c) The reconstructed image using a uni-
tary optimized for uniform temperature distribution Uggif"““. (d) The
reconstructed image using a local measurement of single photons
considering U = I. Pixel size a = 3.0 km, average temperature T ~
293 K, and sample size N = 108.

expected for our pixel size a = 3 km, well below the limit of
the Rayleigh resolution for SMOS, which is around 35 km,
based on the van Cittert—Zernike theorem [48-51].

IV. CONCLUSION

In summary, we formulated passive remote sensing as a
quantum multiparameter estimation problem, where we fo-
cused on the temperatures on the ground as parameters rather
than geometrical information of sources that are currently
at the center of attention in quantum imaging, such as the
separation, centroid, or phases of sources. An antenna array
with as many antennas as desired pixels in the source plane
receives thermal electromagnetic radiation in receiver modes
that are then mixed according to an optimized unitary trans-
formation. Single-photon detectors detect the photons in the
corresponding optimized detection modes. The function to be
optimized is a scalar classical Cramér-Rao bound obtained
by contracting the inverse Fisher information matrix for es-
timating the temperatures from the photon-counting results
with a positive weight matrix. With the latter one we can
give different preferences for high resolution to different parts
of the image. The optimization of the bound over all unitary
mode mixings leads to a “most-informative bound [55].” For a

uniform weight over all pixels, we show that with this pro-
cedure, one can, in the case of the Gaussian white-noise
characteristic of thermal states, approximatively saturate the
scalar quantum Cramér-Rao bound based on the contraction
of the quantum Fisher information matrix for the multiparam-
eter estimation problem with the same positive weight matrix
(chosen as the identity in the present paper). In principle, the
optimized unitary depends on the actual temperature distribu-
tion, but we showed that the unitary obtained from a uniform
temperature distribution gives still much better resolution than
direct photon counting in the incoming modes. For the op-
timization over the unitaries, we used a conjugate gradient
algorithm. We showed that the found optimal mode of mixing,
followed by single-photon detection, leads to a spatial reso-
lution of the reconstructed images that are at least about an
order of magnitude better than Rayleigh’s limit (about 3 km
instead of 35 km for an antenna array comparable with the

Algorithm 1. Conjugate gradient algorithm for unitary
optimization
Require: k£ = 0, U, = Random Unitary, n = dim(Uy), o =1
1: while k # kmax do

2 if k modulo n? = 0 then

3 Gr = %F (Uk)

4: W, = G, U} — UGl
5: H. =W,

6: else

7 Wy +— Wk+1

8: Hp +— Hpp

9: end if

11: Pj = exp(—aHy)
12: Qr = PPy

13:

14: while F(Uk) — F(QkUk) >« (Wk, Hk> do
15 P =Qx

16 Qk = PP

17: a=2u

18: end while

19:

20: while F(Uk) — F(PkUk) < (Oé/2) <Wk7 Hk> do
21 a=qa/2

22: P, = exp(faHk)

23: end while

24:

25: U)C+1 = P[sUk
26: Gk+1 = O%F(Uk+1)
27: Wk+1 = Gk+1UL+1 — Uk+1 GL+1

<Wk+1*W1.~,,Wk>

28: Vi = W We)

29: Hypi1 = Wi +7veHy
30:

31: if <VV]C+17 Hk+1> < 0 then
32: Hk-+1 = Wk;+1

33: end if

34:

35: Uy < Ukt
36: k+—k+1
37: end while
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one of SMOS, even for substantial photon losses), given in the
present case by the van Cittert—Zernike theorem. The optimal
unitary can be decomposed into SU (2) group elements using
beam splitters and phase shifters and can be realized as linear
optical quantum computing. Given the recent availability of
single-photon detection in the microwave domain, our results
show a path towards substantially enhanced resolution in pas-
sive remote sensing compared to classical interferometers that
essentially implement homodyne quadrature measurements.
Further improvements might be possible for larger photon
numbers or smaller losses if photon-number resolved mea-
surements are available.
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APPENDIX: CONJUGATE GRADIENT ALGORITHM FOR
OPTIMIZATION

This section summarizes a practical CG algorithm given
by Refs. [94,96,97]. The generic CG algorithm starts with
(k = 0) finding the conjugate gradient Gy of the cost function
F (Uy) for an initial unitary matrix, where

a

~ U

Gy F(Up). (Al

Then, the Riemannian gradient Wy, at that point can be found
by

W, = G, U] — UG;. (A2)

By determining the step size « using the Armijo method (see
Ref. [95]) along the geodesic direction (in the direction of
—H;), one can update the unitary by

Uk+1 = CXp(—OlHk)Uk. (A3)

Further, the new search direction can be found by using the
Polak-Ribierre formula Hy; = Wy + y, Hy, where

(Wi — Wi, Wy)
(Wi, W)

Yi= (A4)

The inner product defined as (X,Y) = Tr(X'Y)/2 induces
a bi-invariant metric on the unitary group U(n). We reset
the search direction periodically to ensure the direction of
H, is a descent direction. Then the next iteration continues
accordingly (see pseudocode in Algorithm 1). The algorithm
runs until it converges to a minimum value of the cost function
or a maximum number of iterations knax. To efficiently deal
with the gradient of the cost functions, we used the PYTORCH
gradient function. PYTORCH is used in machine learning for its
GPU capabilities.
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