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Abstract

Cybercrime is on the rise. Attacks by hackers, organized
crime and nation-state adversaries are an economic threat
for companies world-wide. Small and medium-sized enter-
prises (SMEs) have increasingly become victims of cyber-
attacks in recent years. SMEs often lack the awareness and
resources to deploy extensive information security measures.
However, the health of SMEs is critical for society: For ex-
ample, in Germany, 38.8% of all employees work in SMEs,
which contributed 31.9% of the German annual gross domes-
tic product in 2018. Many guidelines and recommendations
encourage companies to invest more into their information
security measures. However, there is a lack of understanding
of the adoption of security measures in SMEs, their risk per-
ception with regards to cybercrime and their experiences with
cyberattacks. To address this gap in research, we performed
5,000 computer-assisted telephone-interviews (CATIs) with
representatives of SMEs in Germany. We report on their expe-
riences with cybercrime, management of information security
and risk perception. We present and discuss empirical results
of the adoption of both technical and organizational security
measures and risk awareness in SMEs. We find that many
technical security measures and basic awareness have been
deployed in the majority of companies. We uncover differ-
ences in reporting cybercrime incidences for SMEs based on
their industry sector, company size and security awareness.
We conclude our work with a discussion of recommendations
for future research, industry and policy makers.

1 Introduction

The consequences of cybercrime are felt world-wide. In 2018
a study by the Center for Strategic and International Studies
(CSIS) and McAfee estimates that each year 0.8% of global
GDP, close to $600 billion, is lost to cybercrime [25]. The
global impact of cybercrime will only increase further as
more and more potential targets gain online access in devel-
oping markets, and digital currencies simplify the extortion
of money.

With many potential victims and easy automation, cyber-
attacks can be operated at scale. In 2019 alone, the FBI’s In-
ternet Crime Complaint Center received 467,361 complaints
concerning cyberattacks, resulting in estimated losses of more
than $3.5 billion [21]. Especially businesses are high-priority
targets due to low risk to payoff ratio and their often large
attack surfaces. The UK Department for Digital, Culture,
Media & Sport reports in their “Cyber Security Breaches Sur-
vey 2019” that a third (32%) of the participating businesses
experienced a cybersecurity breach or attack in the last 12
months [14].

While large enterprises often have considerable budgets
and dedicated security teams available to protect themselves
from attacks, SMEs often lack the expertise and assets to
properly defend themselves from such attacks. The “Cyber
Security Breaches Survey 2019” reports that SMEs were es-
pecially at risk, with up to 40% experiencing breaches [14].
According to the “Second Annual State of Ransomware Re-
port: Survey Results for Australia”, 32% of SMEs were hit
by ransomware in 2017, and one fifth had to completely stop
operations immediately [30]. A recent Public Service An-
nouncement by the FBI further highlights the rise and danger
of ransomware attacks [17].

SMEs' make up a large percentage of the economy in Euro-
pean countries and the U.S. In Germany, they are responsible
for 31.9% of the gross domestic product, and they employ
38.8% of all employees in Germany. With such a large share
of turnover but noticeably lower resources for information
security, SMEs require special support to defend against cy-
bercrime and the resulting casualties [39].

In this work, we investigate the perception, handling, prob-
lems, and experiences of SMEs in Germany with information
security. Using the results, we uncover areas of high risk and
provide recommendations for SMEs in Germany and interna-
tionally. To guide our research, we follow this set of research
questions:

'In our study we exclude micro-enterprises - defined as <10 employees
in Germany and <20 employees in the U.S.
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RQ1: “How do company employees perceive the risk of cy-
berattacks?”

RQ2: “Which and how frequent are information security
measures deployed in SMEs?”

RQ3: “Which types and frequencies of attacks have our par-
ticipating companies detected within the last 12 months?”

RQ4: “How are deployed security measures and company
characteristics related to reported incidents and what are the
emerging victimization factors?”

Based on these research questions, we conducted computer-
assisted telephone-interviews (CATI) with representatives of
SMEs in Germany (n = 5,000). We were interested in their
experiences and problems with cybercrime, as well as their
perception of risks and handling of information security. We
find that basic technical security measures and a certain se-
curity awareness have arrived in company mindsets, but not
for all employees. Security measures such as information
security training, regular risk analysis and emergency drills
that involve all company staff still only happen within half of
all SMEs in our dataset. We also identify aspects contributing
to the likelihood of encountering certain cybercrime attacks,
including company characteristics such as industry sector,
internationality, and company size but also smaller factors
such as the technical and organization security measures and
their effects on certain attack types.

Our work is different from previous research in multiple
ways:

* To the best of our knowledge, the scale of our interview
study with 5,000 companies is unmatched by previous
academic publications and on-par with the largest gov-
ernment surveys (e. g., 7,818 by the U.S. Department of
Justice in 2008 [32]).

e Our interview study covers not only interactions with
cybercrime and cyberattacks but also company charac-
teristics, risk awareness and deployed security measures.

* Our data analysis includes empirical results for company
characteristics as well as their relation to deployed secu-
rity measures, risk perception of those companies, and
experienced cyberattacks.

By using internationally assignable categories, we aim to
make our results more comparable with studies and official
statistics in other countries.

The remaining paper is organized as follows: We discuss re-
lated work (Section 2), describe our methodology (Section 3),
and present our results (Section 4). Finally, we discuss our
findings (Section 5) and conclude our work (Section 6).

2 Related Work

We discuss related work in two key areas: measurement of
cybercrime in small and medium companies and the effects
and costs of cybercrime.

Measurement of Cybercrime in Small and Medium Com-
panies. Previous research focuses on surveys and statistics
covered by official authorities, as well as surveys conducted
by commercial organizations without the direct involvement
of academic institutions. Even though there is a major need
for well-founded research in literature covering cyberattacks
against organizations [2,27,28,35], commercial author groups
clearly dominate the publicly available literature [18] and,
therefore, significantly influence our society’s perception of
the phenomenon [31].

Rantala conducted one of the first large-scale surveys in-
vestigating cyberattacks using social science approaches to
enable the transfer of findings to the underlying population.
Surveying 8,000 U.S. enterprises, she constituted the preva-
lence of cyberattacks in 2005 by several structural characteris-
tics and security measures as well as damages and costs. She
finds that companies are not affected equally by cyberattacks
(e. g., some sectors are targeted more frequently, and com-
panies that outsourced all or part of their computer security
had a higher prevalence) [32]. Rantala’s findings provide a
good overview, but might be outdated compared to the dy-
namic field of cybersecurity, lack inferential analysis, and are
not valid for most European organizations. More recently,
Klahr et al. and Osbourne et al. conducted similar research
to Rantala with a focus on UK businesses. Both surveys also
found evidence for varying impacts of cyberattacks against
businesses (e. g., large businesses are more likely to be struck
more often, have a higher incident of breaches among those
taking action to protect themselves [24], and certain sectors
suffer more online crime incidents than others [29]) but also
omit to exceed descriptive analytics.

Alluding to the lack of proper research, Romanosky’s find-
ings based on publicly available data suggest “that public
concerns regarding the increasing rates of breaches and legal
actions may be excessive”, compared to the actual impact of
events. However, putting the focus on financial impacts by
industries, they find that actual damages are comparatively
low, leaving out explanatory approaches how certain events
lead to particular impacts and why these impacts might differ
between individual enterprises (e. g., due to security mea-
sures) [34]. Kjaerland also uses secondary data collected by
CERTs in the early 2000s, finding “commercial and govern-
ment sectors experience different types of attacks, with dif-
ferent types of impact, stemming from different sources”. Al-
though their data set provides some attack-specific variables,
they also face limitations of lacking structural characteristics
of the targeted businesses, established security measures, as
well as a representative sample [23]. The same limitations
can be applied to Paoli et al. who attempt to assess the im-
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pact of cybercrime by surveying 300 Belgian businesses in
2016, suffering a non-participation rate of 95%. Also, having
a less-technical focus, they find evidence that most affected
businesses do not report major harm or costs, and only a fifth
of the affected businesses rate harm to operational activities
as serious or higher [31].

In the U.S., the Internet Crime Complaint Center (I3C)
releases a yearly “Internet Crime Report* [21]. This report
covers international and national complaints directed to the
I3C. The report provides a good overview of the types of
breaches and incidents occurring in the U.S. and provides
recommendations, but does not cover company demographics
or root-cause analysis. In the UK, the Department for Digital,
Culture Media and Sport (DCMS) releases a yearly “Cyber
Security Breaches Survey” [14]. The report covers security
incidents in companies, security measures they deploy, and
risk factors within company demographics. It is a continua-
tion of the survey from Klahr et al. [24]. While it focuses on
providing descriptives, statistics, and trends, we attempt to
relate risk factors and security measures to security incidents
to provide in-depth insights into why companies with certain
characteristics are attacked and at risk of what type of attack.

Effects and Costs of Cybercrime. Smith et al. conducted
case studies with ten companies concerning the marketing
activity and shareholder value after a cybercrime attack [36].
They demonstrate a decline in stock value, high recovery
costs, and other consequences for these companies. Other
event studies also found evidence for the negative impacts of
cybersecurity breaches on stock prices [1,12,41]. Anderson
et al. analyzed the cost of cybercrime in 2012 [4] and again
in 2019 [3]. They report findings in terms of direct losses,
the cost of defense and the indirect cost, and factors like
lost revenue, but without an explicit focus on companies. In
2019, Demjaha et al. conducted a qualitative case study in
semi-structured interviews with employees at a company that
recently faced a data breach [13]. Stevens et al. introduced
formalized threat modeling in a field study (n = 25), finding
that the designed threat mitigation strategies provided tangible
security benefits [40].

As indicated, research in the field of cyberattacks against
businesses based on social science approaches is still under-
represented, compared to the expanse and relevance of this
phenomenon. Tackling the critique of Anderson et al. stating
available statistics on cybercrime are insufficient and frag-
mented and suffer under- and over-reporting [4], we believe
our large-scale surveys is among the soundest and most com-
prehensive studies in continental Europe.

3 Methodology

In this section, we describe the interview methodology, de-
tails of our data analysis, and discuss limitations of our work.
For our study, a professional computer-assisted telephone in-

1. Design Phase. Literature review, six expert interviews and
input from regional business advisory council.

[}
2. Recruitment. Stratified random sampling (n=5000) by
industry sector. 1000 per size category

!
3. Piloting. Discussions with twelve security experts and five
telephone interviews used to clarify & improve interview
guide

!
4. Training. Training sessions with the 141 telephone inter-
viewers

!

5. Execution. 5000 computer assisted telephone interviews
(CATI); August 2018 to February 2019

)
6. Data Handling. Quality checks & anonymization by ser-
vice provider; open coding & evaluation by researchers

Figure 1: Illustration of our methodology, including research
question identification, interview guide development, pre-
testing, data collection, and data analysis.

terview (CATT) service provider conducted 5,000 interviews
with German company representatives from August 2018 to
January 2019. We provide an overview of the overall method-
ology in Figure 1.

3.1 Interview Guide Development

Our research questions (cf. Section 1) served as the founda-
tion for the CAT-interview guide. Additionally, we conducted
interviews with both cybercrime experts and non-experts to
establish further areas of interest and improve clarity for the
final interview guide.

Interview Structure. We collected interview data in the
form of computer-assisted telephone (CAT-) interviews with
the help of a professional survey institute with experienced
and trained interviewers. Telephone interviews allow queries
from the interviewees. To allow for a representative sample
of interview partners in German SMEs and a higher response
rate, we utilized contacts provided by the survey institute for
the interviews.

We developed the final interview questions based on a lit-
erature review [6,7,10,20,22,24,31,32] with the help of six
expert interviews and multiple feedback rounds with informa-
tion security and privacy experts from industry and academia.
We did not compensate the experts and the interviews lasted
on average 88 minutes. We evaluated the interviews follow-
ing Mayring’s qualitative content analysis approach with two
researchers [26].

The CAT-interview guide had the following structure:

1. Introduction. The interview started with a brief intro-
duction of the interviewer and interviewee and the pur-
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pose of the study. We asked questions about the inter-
viewee’s job role in the company and their estimation of
sensitivity to information security and cybercrime risks
in the company. We report findings of this part of the
interview in Sections 4.1 and 4.2 and discuss them in
Section 5.

2. Cyberattacks. This section includes questions about de-
tected cyberattacks within the last 12 months and covers
different types of attacks, e. g., phishing or CEO-fraud.

3. Security Measures. This section includes questions
about the deployment of technical and organizational
security measures in the interviewees’ companies.

4. Demographics. This section includes demographic
questions about the company, e. g., annual turnover, num-
ber of locations, and export activity.

Types of attacks. In the interview guide, we divided attacks
into the eight categories: ransomware, spyware, attacks using
other malware (e. g., viruses, worms, botnets, exploits), man-
ual hacking (e. g., hardware manipulation, unauthorized con-
figuration), (D)DoS attacks, defacing of web content, CEO
fraud and phishing. We chose this less technical and relatively
broad classification for two reasons. First, to be independent
of specific attack vectors, techniques, and tools. We also did
not want to include specific domains, systems, or data (e. g.
XSS), which could change over time. Second, in order to
promote comprehensibility and acceptance among the par-
ticipants as well as to reduce the complexity of the resulting
telephone interview. The types of attacks can be combined
with each other. For example, information from a phishing
or spyware attack can be used to prepare and execute a CEO
fraud attack. The impact on systems and data does not repre-
sent a type of attack, but rather the consequence of an attack.
For example, “identity theft” does not represent a type of
attack, but the result of a successful attack, e. g., with the help
of spyware.

Pre-Testing. We pre-tested the interview guide in two
phases: First, we invited twelve security experts from industry
and academic partners, including information technology and
management representatives of multiple regional medium-
sized companies, to discuss content- and comprehension-
related aspects of the interview guide. We aimed to identify
questions companies could not answer (e. g., general prob-
lems of comprehension or distinction of certain attacks and
security measures), would not answer (e. g., due to discretion
or missing approvals) or are not relevant or applicable for
specific industries or business models. Second, we piloted the
guide by performing telephone interviews with six employees
responsible for the information security in small and medium
companies. Three of these worked in companies providing
IT-as-a-service to multiple small and medium enterprises and
offered anonymous insights on their clients. With these pilots,

we aimed to identify comprehension difficulties and further
thoughts on possible responses to interview questions.

Based on the pre-testing, we revised the interview guide:
Besides adding two more questions and some more answer
options (e. g., “partially applicable”), we added explanations
and rephrased the wording of a few existing questions.

During pre-testing, the telephone interview took 20 min-
utes on average, and all pilots felt comfortable answering
the interview questions. Hence, we did not expect fatigue
effects and did not randomize questions to make the interview
process easier for the interviewers.

Interviewer Training. In preparation of the interviews, we
performed interview training sessions with the 141 interview-
ers in two on-site call centers of the CATTI service provider.
The interviewer training illustrated the purpose of our study,
discussed each question of the interview guide in detail, en-
couraged interviewers to point to questions that required fur-
ther clarification, and provided a list of potential queries in-
terviewees might ask during the interviews.

3.2 Recruitment

We based our research on a stratified random sample of 5,000
organizations. Stratified sampling is a method to sample
from a population by partitioning the population into sub-
populations. The population of companies in Germany is
partitioned based on industry sectors and company sizes.

Industry Sectors. In order to ease international comparabil-
ity and connectivity to other official studies, we use the official
German Industry Classification WZ08 system [38]. WZ08 is
based on the European NACE Revision 2 classification [16],
which in turn is based on ISIC Rev 4 classification [43] of the
United Nations. To obtain a representative sample, we aimed
for a sample to be proportional to the distribution of industry
sectors by the WZ08-Classification.

Company Size. We built the following subgroups for com-
pany size: 1049, 50-99, 100-249, 250-499, and more than
500 employees. These clusters are based on the Commission
Recommendation (2003/361/EC) [42]. This definition is stan-
dard across statistics related to European and German SMEs,
which allows comparison between our results and those of
similar studies. Since we focus on recommendations for
tech departments of companies outside of the technology sec-
tor, we excluded micro-enterprises (< 9 employees). These
micro-enterprises usually either have a strong technological
focus or need to rely on external providers for their IT due
to their small size. To compare company size categories, we
instructed the CATT service provider to obtain 1,000 compa-
nies of each subgroup and companies in each company size
subgroup for SMEs as well as 500 companies with 500 or
more employees (cf. Table 1).

Large organizations and organizations providing services
of general interest, in particular, are thus more strongly rep-
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Table 1: Sample distribution and selection criteria for the different categories (n = 5,000).

Sample Size Percent

Category Selection Criteria Target After Filtering Dataset Real World
10-49 employees . . . . 1,000 1,190 23.8% 79.1%
i Punwoulode it bysonysiend o e der 0
100-249 employees v Yoy 1,000 L120  224% 6.5%
250-499 employees Best Effort Base by company size and industry; industry by 1,000 1,005 20.1% 2.2%
500+ employees WZ08-Classification A to S 500 504 10.1% 1.8%
Enterprises providing services Best Effort Base by industry; Selected industries (Subindustries 500 w " s
of general interest [8] of WZ08-D,E,H,J,K,L, O, P, Q)

Total 5,000 100% 100%

Overview of WZ08-classes (shortened, full names in [38]): A: Agriculture & Fishing, B: Mining & Quarrying, C: Manufacturing, D: Energy &
Gas, E: Water & Waste, F: Construction, G: Retail, H: Transportation, I: Accommodation & Food, J: Communication, K: Finances & Insurance,
L: Real Estate, M: Prof. & Scientific, N: Administrative & Sup., O: Public Administration, P: Education, Q: Health & Social Work, R: Arts &
Entertainment, S: Other Services, T: Households, U: Extraterritorial Organisations

* Included in categories above. Not further analyzed due to being out of context for this publication.

 Excluding WZ08-O, T, U

resented in the sample than in the population and selection
totality (oversampling).

The CATT service provider drew the sample from two com-
mercial company databases [5, 19]. The databases, according
to their self-declaration, combined contain all small, medium-
sized, and large companies in Germany and include contact
and meta information, including industry sector and company
size.

We aimed to interview employees responsible for informa-
tion security. In companies without dedicated information
security staff, e. g., because information security was out-
sourced to external service providers or taken over by employ-
ees of other areas, we invited a representative of the board or
other job roles (cf. Table 2 for further details).

3.3 Data Handling

Data Quality. We took the following measures to improve
overall data quality. Since we relied on CAT-interviews, we
designed the interview questions with a focus on comprehen-
sion. Interviewers were supported by a computer program
that led them through the interview guide so they could focus
on the interviewees’ answers and enter data electronically.
The computer program enforced validation rules, including
the correct sequence of filter questions and checks for invalid
answers. In addition, all interviewers were experienced and
completed our interviewer training sessions. Concerning the
questions about company headcount, annual turnover, and
encountered security incidents, self-reporting on exact num-
bers proved to be difficult for participants. In the case of
employees and annual turnover, we used the buckets available
in the company database we used for sampling. In the case of
employees, these buckets match the categories in Table 1. For
incident numbers, however, the numbers strongly clustered
and likely varied in quality. Therefore, we changed our analy-

sis approach for the relevant regressions, only investigating
whether a company did or did not need to actively react to a
certain attack type within the last 12 months (Section 4.4).

The interview guide included only closed questions. Num-
ber questions like number of locations included a free-text
option (See Appendix A) to enter these numbers, but only the
interviewee position included actual free-text. For these posi-
tions, three authors developed a codebook, coded all answers
independently and resolved all conflicts.

Data Analysis. As our regression analyses are intended to
be exploratory, we consider a set of candidate models for
each regression and select the final model based on the lowest
Akaike Information Criterion (AIC) [11]. To analyze binary
outcomes (e. g., deployment of a security measure), we rely
on logistic regression, and to analyze numeric outcomes (e. g.,
information security sensitivity), we rely on linear regression.
We consider candidate models consisting of every possible
combination of the independent factors. Possible independent
factors and corresponding baseline values are described in
the appendix A. In general, sections included all factors of
the previous section and the demographics as optional factors,
but none of the later sections i. e. security measures (4.3) have
demographics (4.1) and risk awareness (4.2) as factors but not
incidents (4.4) or company sensitivity (4.2). This way we pre-
vent having to describe the same correlations multiple times
and we can keep a clear red line throughout our analysis. For
some regressions, we added factors as non-optional, where
it helped comparison or allowed for some more detail. The
respective result sections explain which factors were added
and why, and the results generally did not increase the AIC
by more than 30 points. We present the outcome of our re-
gressions in tables where each row contains a factor and the
corresponding change of the analyzed outcome in relation to
the baseline of the given factor. Our logistic regression mod-
els measure change from baseline factors with an odds ratio
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(O.R.), in the case of our linear regression a coefficient (Coef.).
For each factor of a model, we also list a 95% confidence in-
terval (C.1.) and a p-value indicating statistical significance.
For our analysis, we focus on factors with significant p-values,
which we mark with a "*" and bold font. Due to the many
regression analyses we performed, we moved most of them
to Appendix B, keeping only representative regressions in the
paper itself.

Ethical Considerations. To conduct the large scale tele-
phone interview study in this paper, our institutions did not
require a formal IRB process. Nonetheless, we modeled
our interview guide after an IRB approved interview study,
adhered to the strict German and U.S. data and privacy protec-
tion laws and the General Data Protection Regulation in the
E.U., and structured our study following the ethical principals
of the Menlo report for research involving information and
communications technologies [15].

All participants were informed about the study purpose, the
data we collected and stored, and contact details to contact the
principal investigators or the CATI company in case of ques-
tions or concerns. Interviewees were briefed and debriefed on
the phone before and after data collection. The CATI provider
collected written consent prior to interviews.

Replication Package. To support the replicability of our
work, we provide a replication package including the fol-
lowing material: (i) the recruitment email, (ii) the written
consent form, (iii) the briefing for interviewers, (iv) the inter-
view questions, and (v) a summary of the dropout and recall
report’. We translated the original documents from German
to English. We also provide the analyzed interview questions
in the Appendix A.

Due to the sensitive nature of the collected data, our consent
form states that only aggregated, anonymized data will be
published. Therefore, we cannot make the raw data available.

We hope this replication package helps future studies to
better compare and position themselves to our work.

3.4 Limitations

Like every research study, our work comes with several limi-
tations, which we address below.

Our study is focused on SMEs in Germany. Hence, our
results are likely not generalizable to SMEs in other coun-
tries. It may also be likely that micro-enterprises and very
large enterprises show different results. However, small and
medium-sized businesses make up 38.8% of all employees
and 17.6% of enterprises, generating 31.9% of the gross do-
mestic product [39]. We used two commercial company
databases [5, 19]. They include company name, address, con-
tact information, and the branch of the company. According
to their self-declaration, the databases should include all reg-
istered companies in Germany [37]. If this is not the case,

2¢f. https://publications.teamusec.de/cybercrime

certain organizations from the population might not have had
the chance to be included in the sample. Concerning our
interview methodology, the sensitive questions we asked in
our security survey might have introduced a desirability bias.
Interviewees might have had concerns to answer questions
truthfully [33] or participate at all. To combat this bias, we
asked for facts about existing and past company policy and
history instead of asking for desires and plans. Furthermore,
our recruitment-email, briefing and consent form clarified
that results will be handled anonymously and only reported in
aggregated form, and that we are not rating company security,
but investigating the prevalence of cybercrime across compa-
nies. We found that companies with fewer than 50 employees
more often declined participation in the CAT-Interview. Sim-
ilarly, companies in certain industries tend to deviate from
average participation rates by at most 6%, which we deemed
negligible for our results.

Furthermore like all surveys and interviews, we have to
expect a self-reporting bias. Since we interviewed only one
representative for each company, the data we collected is
subjective and informed by individual knowledge, motivation,
and attitudes. While we preferred tech staff responsible for
information security (e.g., chief information officers, security
engineers, or DevOps) as interviewees, not all companies had
such staff available. Hence, the interviewees’ job roles were
diverse (cf. Table 2) and impacted the responses we collected.
However, we took this into consideration in our regression
analyses (cf. Section 3.3).

Finally, due to time and complexity restrictions of CAT-
Interviews [33], our study can only provide limited insights
into the maturity level and implementation details of security
measures and attacks. For example, two participants con-
firmed the existence of password policies in their companies
without being able to provide detailed information about the
policies.

4 Study Results

Overall, the CATT service provider contacted 43,219 small
and medium-sized companies in Germany to interview 5,000
companies (11.57% response rate)”.

In this section we report and discuss results of all 5,000
CAT-interviews. We report and discuss company demograph-
ics, risk perceptions of employees, deployed security mea-
sures, and detected attacks.

4.1 Company Demographics

A total of 5,000 companies participated in the interview study
(cf. Table 1). We interviewed employees in charge of their
company’s information technology (IT) or security (69.7%;

35,165 participants started the interviews; 165 (3.2%) dropped out during
the interview.
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Table 2: Demographics (n = 5,000).

Table 3: Linear regression for sensitivity score.

Question Ratio  Companies

General

Company Age > 10 Years A4 83.8% 4,192

Export Activity A43 39.9% 1,997

Enterprises of special interest ~ A.4.7 16.9% 847

(Table 1)
Interviewee Position

Tech & Information Security ~ A.1.1 69.7% 3,484

Management A.l.1 23.4% 1,171

Audit All.l 2.1% 104

Data Protection A.l.1 6.8% 342

Factory Safety All.l 1.1% 56

Other Al 8.0% 402
Distribution

Multiple National Locations A4.4 41.5% 2,077

International Locations Ad4d4 14.0% 699
IT-Department |

Inhouse A45 85.2% 4,262

Outsourced A4.6 82.3% 4,116
Information Security Staff |

Inhouse A45 73.6% 3,682

Outsourced A.4.6 37.4% 1,872
Headcount * See Table |

+ Multiple answers allowed
* Taken from the recruitment database

3,484), as well as employees in management board positions
(23.4%; 1,171). Additionally, we interviewed representatives
responsible for company audits (2.1%; 104), data protection
(6.8%; 342) and factory safety (1.1%; 56) as well as rep-
resentatives that did not fit in one of the above categories
(8.0%; 402). With increasing company size, our interview
was more likely to be with dedicated information technology
staff. In smaller companies, we mostly interviewed executive
management.

The average company age was 56 years (median = 39); the
majority (83.8%; 4,192) is older than ten years (SQ: A.4.1).
In our sample, older companies tended to employ more peo-
ple. Approximately half (58.9%) of the interviewees reported
that their company had only one business location in Ger-
many (SQ: A.4.4). About 40% of the companies exported
products or services. Companies with fewer employees were
less likely to export (SQ: A.4.3). About 85.2% (4,262) of
the participants stated that their company employed dedicated
information technology (IT) staff (SQ: A.4.5), and 82.3% of
companies had purchased IT services from external providers
(SQ: A.4.6). Hence, 3,511 (70.2%) run both their own IT
department and purchase external IT services. The majority
(73.6%; 3,682) of companies has dedicated information secu-
rity staff, while 37.4% (1,872) relied on external information
security service providers. 24.4%(1,220) exclusively rely on
external information security services. Table 2 provides an
overview of all demographic information we collected. For
most demographic questions we allowed multiple answers (cf.
Appendix A)

Factor Coef. C.L p-value

Industry Sector (Only levels with signifi-
cance shown)

J: Communication 0.77  [0.35,1.19] <0.01*
K: Finances & Insurance 1.23 [0.85, 1.61] <0.01*
L: Real Estate 0.53  [0.05,1.01] 0.03*
M: Prof. & Scientific 043  [0.11,0.75] <0.01*
N: Administrative & Sup. 0.52  [0.15, 0.89] <0.01*
Interviewee Position
Management -0.18 [-0.38, 0.02] 0.07
Tech -0.32  [-0.50, -0.13] <0.01*
Employees (Per 100) -0.05  [-0.09, -0.00] 0.03*

4.2 Sensitivity and Risk Perceptions

We asked interviewees questions about information security
sensitivity in their companies, and distinguished between man-
agement and regular employees. Additionally, we collected
risk assessment for their company becoming a victim of a
cyberattack with a distinction between targeted and mass at-
tacks.

Information Security Sensitivity. To assess information
security sensitivity, we asked interviewees three ques-
tions (SQ: A.3.2): We focused on the awareness of informa-
tion security risks of (i) the management board and (ii) regular
employees and their compliance with information security
policies, and asked (iii) if the company actively advanced
its information security, e. g., by investing in new informa-
tion security technologies. Figure 2 summarizes the findings.
The responses illustrate that most interviewees gave their com-
pany a positive assessment for information security sensitivity.
Based on the three questions, we built an information security
sensitivity score ranging from -6 to 6*. According to the
regression model in Table 3, the sensitivity scores differed
between industry sectors. The regression model indicates
that interviewees working in communication, finances & in-
surance, real estate, professional, scientific, and technical
activities and administrative and support service activities
were significantly more likely than the baseline construction
sector to report higher sensitivity scores. Interestingly, in-
terviewees working in larger companies were significantly
more likely to report lower sensitivity scores than intervie-
wees working for smaller companies. Finally, the regression
model indicates that interviewees working in a tech job were
significantly more likely to report lower information security
sensitivity scores.

Summary: Information Security Sensitivity. Interviewees
rated their organization’s security sensitivity as generally
high. While management made up a smaller portion of
the interviewee sample, they reported higher sensitivity
scores than regular employees. Finance and communication

“For this score, we mapped the three 4 point Likert items to {—2; —1;1;2}.
Based on the sum of these scales, an integer between [—6;6], we built a
“sensitivity score” that we used for a regression analysis.
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Figure 2: Sensitivity of company towards information secu-
rity.

Table 4: Linear regressions for risk assessment.

Assessment for mass attacks Coef. C.IL p-value
Interviewee Position

Management 0.13 [0.00, 0.25] 0.05*

Tech 0.23  [0.12,0.35] <0.01*
Export Activity 0.12  [0.04,0.20] <0.01*
Multiple National Branches 0.07 [-0.01, 0.15] 0.09
International Branches 0.15 [0.03, 0.26] 0.01%*
Information Security Sensitivity Em- -0.10 [-0.14, -0.06] <0.01*
ployees
Per 1 Mio Annual Turnover 0.00 [-0.00, 0.00] 0.27
Employees (Per 100) 0.03 [-0.00, 0.06] 0.07
Assessment for targeted attacks Coef. C.IL p-value
Interviewee Position

Management -0.02 [-0.13, 0.08] 0.66

Tech 0.07 [-0.04,0.17] 0.23

Data Protection Officer -0.11 [-0.22, -0.01] 0.04*

Other -0.13  [-0.26, -0.00] 0.05*
Export Activity 0.14 [0.09, 0.20] <0.01*
Multiple National Branches 0.06 [0.00, 0.12] 0.03*
International Branches 0.11 [0.03, 0.20] <0.01*
Information Security Sensitivity Man- -0.04 [-0.07, -0.02] <0.01*
agement
Per 1 Mio Annual Turnover 0.00 [-0.00, 0.00] 0.11
Employees Tech (Per 100) 0.00 [-0.00, 0.00] 0.09
Employees (Per 100) 0.03  [0.01, 0.05] <0.01*

industries received higher scores in general, while staff in
tech positions tended to report lower scores across all areas.

Perceived Risk. We asked the interviewees to assess the
risk for their company to become a victim of any cyberattack
within the next 12 months. We distinguished between targeted
attacks, i. e., attacks that would only threaten their company
specifically and mass attacks, i. e., attacks that would threaten
other companies as well (SQ: A.1.2).

We included the company demographics and sensitivity
from the previous section as optional factors in the regression
analysis. Surprisingly, the industry sector was dropped out as
a factor in both models, indicating that a company’s industry
sector was not correlated with risk awareness.

In general, interviewees reported significantly lower risks
for a targeted attack (8.7%) than for a mass attack (34.9%).

Similar to the information security sensitivity score, the
interviewee’s job role correlated with their risk perception.
Our regression analysis indicates that employees working in
information technology or the management board positions
perceived a higher risk for mass attacks and data protection

Risk of Attack in relation to Headcount
n = 4858
3 verylow [ ratherlow [ rather high [ very high

co0s I | Mass Attack
| Targeted Attack
I [ | Mass Attack
L e — [ ergeta ek
=3
=3
g
S I [ ] Mass Attack
O -
o [ Trorted Avack
I [ ]Mass Attack
o P — LB ergeed aack
I [ ]| Mass Attack
o P — [ rorgten ttc
r T T T T !
0 20 40 60 80 100

Percent of answers (%)

Figure 3: Risk assessment in relation to company size (head-
count).

officers and others were significantly more likely to report a
lower risk for targeted attacks. Companies that reported ex-
port activity and international locations also reported higher
risk assessments for mass (Coef. 0.12 and 0.15) and targeted
attacks (Coef. 0.14 and 0.11). Furthermore, risk perception
varies with company size. Interviewees working for small
companies (< 50 employees) reported a lower perceived risk
than interviewees working for larger companies (> 500 em-
ployees) for targeted attacks (6.6% vs. 12.4%; 30.3% vs.
41.7%).

Interestingly, the impact of information security sensitivity
differs between mass and targeted attacks based on the sen-
sitivity type: in the regression model for mass attacks, risk
assessment negatively tracks with an increase of perceived
employee sensitivity (O.R. = —0.10), while in the model for
targeted attacks, negative effects are seen with perceived man-
ager sensitivity (O.R. = —0.04).

Summary: Perceived Risks. Most interviewees assess the
risk for their company of being hit by a targeted attack
as relatively low, compared to the risk of being hit by a
mass attack. In general, interviewees working for small
companies report a lower perceived risk of being attacked
than interviewees working for larger companies.

4.3 Deployed Security Measures

We asked interviewees to report deployed security measures
in their companies and distinguished between technical, e. g.,
firewall, and organizational measures, €. g., incident response
plans (SQ: A.3.1). Figure 4 provides an overview of the
reported security measures.

The majority of the interviewees reported that their compa-
nies deployed technical security measures. More than 90%
reported that they use firewalls, regularly patch and update
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Figure 4: Technical (top half) and organizational (bottom
half) security measures reported by our interviewees.

their systems, use up-to-date anti-virus software, deploy effec-
tive access control mechanisms, and secure backup strategies.
While we cannot provide an in-depth analysis of respective
technologies and deployment quality or maturity, our results
indicate that many common technical security measures find
widespread adoption in companies.

In contrast, the adoption of organizational measures is
lower in general and more diverse. While most interviewees
reported written security and privacy policies (78.7%) in their
companies and that they get regularly reviewed and revised if
necessary (79.4%), only 29.9% report security certifications
or exercises or simulated the failures of computer systems in
their companies (37.4%). Again, we cannot provide more
in-depth details of the quality or maturity of policies or the
type of security certification.

Figure 4 illustrates the deployment likelihood of both tech-
nical and organizational security measures varies with com-
pany size.

Technical Security Measures. While technical security
measures seem to find widespread adoption in general, we
report individual measures in more detail below. We ran a
logistic regression for every technical security measure, in-
cluding demographics and risk awareness as optional factors.

We consider the following technical measures: regular
backups, up-to-date antivirus software, use of firewalls, reg-
ular security updates, use of individual access control, and
password requirements. Our regression models indicate that
for all technical measures other than access control, technical
staff was significantly more likely to report the deployment of
the security measure than other employees. A potential expla-
nation is that technical staff is well-informed about deployed
measures.

Table 5 shows the regression analysis outcome for individ-
ual access control and regular security updates. Tables 13-16

Table 5: Logistic regressions for technical measures.

Individual Access Control OR. CIL p-value
Company Age 1.32 [0.78, 2.25] 0.30
Export Activity 1.34 [0.99, 1.82] 0.06
International Branches 1.63 [0.92, 2.87] 0.09
IT-Sec External 1.99  [1.54,2.57] <0.01*
Industry Sector (only levels with significance displayed)
C: Manufacturing 1.57 [1.00, 2.47] 0.05*
E: Water & Waste 298 [1.01,8.78] 0.05%
J: Communication 5.93 [1.76,19.91] <0.01*
L: Real Estate 6.56  [1.94,22.15] <0.01*
M: Prof. & Scientific 5.86  [2.55,13.48] <0.01*
P: Education 347  [1.71,7.02] <0.01*
Q: Health & Social Work 3.29  [1.74,6.22] <0.01*
R: Arts & Entertainment 3.96 [1.15,13.63] 0.03%*
S: Other Services 2.96 [1.26, 6.97] 0.01*
Interviewee Position
Management 0.39 [0.25, 0.62] <0.01*
Tech 1.60  [1.04,2.48] 0.03*
Other 049  [0.29,0.82] <0.01*
Risk Assessment Mass 1.16 [1.05, 1.29] <0.01*
Employees Tech (Per 100) 6.76 [1.28, 35.83] 0.02*
Employees (Per 100) 1.25  [1.09,1.43] <0.01*
Regular Security Updates O.R. ClIL p-value
Export Activity 1.38  [0.94,2.03] 0.10
Multiple National Branches 1.21 [0.86, 1.71] 0.27
IT-Sec External 1.53  [1.10,2.11] 0.01*
Industry Sector (only levels with significance displayed)
H: Transportation 0.51 [0.26, 0.97] 0.04%*
Interviewee Position
Tech 2.60 [1.84,3.67] <0.01*
Employees (Per 100) 1.11 [0.96, 1.28] 0.17

in the Appendix summarize the remaining regression models.
The reporting of deployed technical measures varied by inter-
viewee job role. Technical staff was more likely to report the
deployment of individual access control (O.R. = 1.6), regular
backups in a separate location (O.R. = 2.74), antivirus soft-
ware (O.R. = 3.33) and regular security updates (O.R. = 2.60).
Interviewees in management roles were significantly less
likely to report the deployment of password requirements
(O.R.= 0.64), individual access control (O.R. = 0.39) and
firewalls (O.R. = 0.37).

We find that the likelihood of deploying technical security
measures varies by industry sector: Compared to the con-
struction baseline, companies in the manufacturing (O.R. =
0.67), transportation (O.R. = 0.59), and finance and insurance
(O.R. = 3.80) sectors were more likely to deploy password
requirement policies. We found similar effects for the deploy-
ment of access control mechanisms. Considering the odds
ratio, companies in the communication (O.R. = 5.93), real
estate (O.R. = 6.56), and professional, scientific, and techni-
cal activities (O.R. = 5.86) sectors were most likely to deploy
access control. Companies in the transportation (O.R. = 0.51)
sector were also more likely to perform regular security up-
dates compared to the construction baseline. The deployment
of firewalls, antivirus software and the adoption of backup
strategies did not vary significantly by industry sector.

The deployment of password requirement policies (O.R. =
1.23) and access control (O.R. = 1.25) varies by company
headcount. Larger companies were more likely to deploy
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both security measures. In contrast, the use of antivirus soft-
ware, regular security updates, or firewalls do not track with
company headcount.

The use of antivirus software (O.R.= 4.18), firewalls
(O.R.=3.77), and a company’s backup strategy (O.R. =2.47)
varied with company age. Similarly, company age positively
correlated with the deployment of the previous measures -
more mature companies were more likely to deploy them.
However, we could not find a correlation between company
age and other technical security measures.

We identified a correlation of the use of external informa-
tion security expertise with the deployment of access control
(O.R. = 1.99), antivirus software (O.R. = 2.87), regular secu-
rity updates (O.R. = 1.53) and firewalls (O.R. = 2.18).

Summary: Technical Security Measures. We find that basic
technical security measures are widely deployed, even in
small companies. However, we also find that aspects such
as industry sector, company headcount, company age and
the use of external information security expertise correlated
with a diverging deployment of technical security measures.

Organizational Security Measures. We report results for
the following deployed organizational security measures: in-
cident response plans, risk and vulnerability analyses, emer-
gency management and drills, information security certifi-
cation, information security training for employees, written
information security policies and regular compliance checks.
Table 6 illustrates the regression analysis for security cer-
tifications. We list the remaining regression analyses for
organizational measures in tables 8—12 in the Appendix.

Similar to technical security measures, the regression anal-
yses suggest that the interviewees’ job role correlated with the
reporting of organizational security measures. Interviewees
working in tech were more likely to report all organizational
security measures, while interviewees working in manage-
ment more often reported the implementation of information
security policies, incident response plans (O.R. = 0.68), and
emergency drills (O.R. = 0.60). However, data protection
officers were more likely to report on information security
policies (O.R. = 1.69) and their enforcement (O.R. = 1.56).

Figure 4 suggests that organizational measures are less
common than technical measures, especially in smaller com-
panies (cf. Table 6,8—12). Similarly, larger companies are
more likely to deploy written information security policies
and incident response plans (O.R. = 1.36), regular enforce-
ment of information security policies (O.R.= 1.08), infor-
mation security training for their staff (O.R.= 1.14), and
practicing emergency drills (O.R. = 1.17). Interestingly, the
reported prevalence of risk analyses and information security
certifications did not vary by company size. An explanation
could be that information security certifications are required
by law for companies in certain industry sectors like finances
and health, which typically have fewer staff.

The use of external information security providers corre-
lated with the deployment of two organizational information
security measures. Companies that relied on external informa-
tion security providers were more likely to deploy information
security policies or incident response plans (O.R. =1.31), and
regular emergency drills (O.R. = 0.80).

Companies with international locations were more likely to
deploy written security policies or incident response (O.R. =
1.38), security certification (O.R. = 1.27), security policy en-
forcement (O.R. = 1.29) and security training (O.R. = 1.49).
Similarly, companies with more than one national branch,
were more likely to deploy regular risk analyses (O.R. =1.19),
written security policies or incident response plans (O.R. =
1.58) and enforcement of these policies (O.R. = 1.34).

We included the risk perception (cf. Section 4.2) as an
optional factor in the regression analysis. We find that risk
perception in the context of targeted attacks correlated with
the reporting of a written information security policy or in-
cident response plan (O.R. = 1.17), for information security
certification (O.R. = 1.16), risk analysis (O.R. = 1.12), infor-
mation security training (O.R. = 1.11) and the execution of
emergency simulations or drills (O.R. = 1.18). On the other
hand, risk perception in the context of mass attacks correlated
with a lower likelihood for that company to have information
security certification or perform risk analysis.

We also found that the number of tech staff in compa-
nies correlated with the reporting of policy enforcement
and compliance (O.R.= 1.37) as well as emergency drills
(O.R.=1.20).

Similar to technical security measures, the industry sector
correlated with the reporting of organizational measures. A
potential explanation can be law requirements for as well
as requirements and technological affinity of different sec-
tors. For example, companies in the finances & insurance
sector have strong security requirements [8]. This sector
holds the highest odds ratio in five of six organizational mea-
sures, including for information security policies and incident
response plans (O.R. = 6.43), for the enforcement of these
plans (O.R. = 7.20), in regular risk analyses (O.R. = 7.27), in
security training (O.R. = 13.85), and for the deployment of
emergency drills (O.R. = 16.09).

Summary: Organisational Security Measures. Organiza-
tional measures have lower adoption rates in SMEs. How-
ever, we find that company size correlates with all orga-
nizational security measures we included in our analysis.
Companies in the finance and energy sector are most likely
to employ organizational security measures.

4.4 Reported Incidents

We asked participants to report the security incidents their
company detected and reacted to in the last 12 months. We
explicitly asked participants not to report incidents that could
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Table 6: Logistic regression for information security certifica-
tion.

Factor O.R. CIL p-value
Company Age 1.05 [0.71, 1.54] 0.81
Multiple National Branches 1.20 [1.02, 1.40] 0.03*
International Branches 1.27 [1.02, 1.58] 0.04*
IT-Sec External 1.48 [1.26, 1.73] <0.01*
Industry Sector (only levels with significance displayed)

D: Energy & Gas 7.82 [3.88, 15.76] <0.01*

G: Retail 1.80  [1.20,2.71] <0.01*
I: Accommodation & Food 2.67 [1.55,4.61] <0.01*
J: Communication 335  [2.01,5.58] <0.01*
K: Finances & Insurance 4.94 [2.96, 8.24] <0.01*
L: Real Estate 211  [1.09, 4.08] 0.03*
M: Prof. & Scientific 222 [1.45,3.39] <0.01*
N: Administrative & Sup. 2.34  [1.46,3.75] <0.01*
Q: Health & Social Work 2.14 [1.38, 3.32] <0.01*
R: Arts & Entertainment 3.30 [1.65, 6.62] <0.01*
Interviewee Position
Management 0.70 [0.58, 0.85] <0.01*
Factory Safety 2.58  [1.36,4.91] <0.01*
Risk Assessment Mass Attack 0.86 [0.81, 0.93] <0.01*
Risk Assessment Targeted Attack 1.16 [1.06, 1.28] <0.01*
Per 1 Mio Annual Turnover 1.00 [1.00, 1.00] 0.10
Employees Tech (Per 100) 1.07 [0.95, 1.21] 0.24

be dealt with automatically, e. g., spam e-mails that were au-
tomatically blocked using anti-virus software or spam filters.
45.1% of the participants reported that their company had to
actively react to at least one incident in the last 12 months.
More than half of them (1,842) were attacked multiple times.
Figure 5 illustrates the reported incidents. We find that while
some attack-types are evenly distributed across industry sec-
tors, some types of attacks were more frequently reported for
certain industry sectors.

We specifically asked interviewees to report on CEO-Fraud,
DDoS, defacing, manual hacking, phishing, ransomware, and
spyware & other malware (cf. Table 7 for ransomware and
CEO-Fraud). The remaining regression analyses are listed in
the Appendix (cf. Table 17-21).

We find that multiple national company locations corre-
lated with the reporting of incidents including ransomware
(O.R.= 1.58), spyware & other malware (O.R.= 1.21),
manual hacking/advanced persistent threat (O.R.= 2.03),
DDoS (O.R. = 1.36), CEO-fraud (O.R. = 1.29) and phish-
ing (O.R.=1.24).

Furthermore, companies that report information security
policies or incident response plans (O.R.1.21-2.98) corre-
lated with the reporting of phishing, CEO-fraud, defacing, or
ransomware attack. Participants who reported active enforce-
ment of these plans were less likely to report attacks in all
categories except for DDoS (0O.R.0.57-0.91).

Reporting export activity was positively correlated with
reporting spyware and other malware (O.R. 1.27).

To further explore trends in Figure 5, we included the indus-
try sector as a non-optional factor in the regression analyses
which increased the AIC by no more than 4% across all inci-
dent models, which we deemed acceptable for the analysis.
We find that the industry sector only map to some reported

Table 7: Logistic regressions for reported security incidents.

Ransomware OR. CIL p-value

Interviewee Position

Audit 1.73  [0.95,3.16] 0.07
Regular Backups and Separate Backup Loca- 1.36 [0.73, 2.55] 0.34
tion
Regular Security Updates 0.68 [0.34, 1.38] 0.28

Information Security Policies or Incident 2.02
Response Plan

[1.39, 2.94] <0.01*

Information Security Certification 0.97 [0.78, 1.21] 0.80
Information Security Policy Enforcement 0.72 [0.56, 0.93] 0.01*
Risk Analysis 1.05 [0.84, 1.30] 0.67
Emergency Drill 0.99 [0.81, 1.22] 0.95
Password Requirements 1.02 [0.72, 1.43] 0.93
Individual Access Control 1.02 [0.65, 1.59] 0.93
Company Age 0.98 [0.60, 1.60] 0.92
Export Activity 1.15 [0.90, 1.45] 0.26
Multiple National Branches 1.58 [1.29,1.92] <0.01*
International Branches 1.06 [0.81, 1.40] 0.66
Industry Sector (only levels with significance displayed)

H: Transportation 0.52 [0.28, 1.00] 0.05*
Information Security Training 1.17 [0.94, 1.46] 0.15
Per 1 Mio Annual Turnover 1.00 [1.00, 1.00] 0.17
Employees Tech (Per 100) 1.00 [1.00, 1.00] 0.03*
Employees (Per 100) 1.07 [1.00, 1.14] 0.07
CEO-Fraud O.R. ClIL p-value

Interviewee Position

Tech 1.42
Information Security Policies or Incident 1.68
Response Plan

[1.09, 1.85] <0.01*
[1.14, 2.47] <0.01*

Information Security Certification 1.01 [0.81, 1.27] 0.91
Information Security Policy Enforcement 0.95 [0.73, 1.24] 0.71
Risk Analysis 1.15 [0.93, 1.43] 0.20
Company Age 1.10 [0.66, 1.84] 0.71
Export Activity 1.11 [0.87, 1.42] 0.40
Multiple National Branches 1.29 [1.06, 1.58] 0.01*
International Branches 1.52 [1.17,1.97] <0.01*
Industry Sector (only levels with significance displayed)

D: Energy & Gas 2.34 [1.02, 5.34] 0.04%*

S: Other Services 2.34 [1.18, 4.63] 0.01*
Per 1 Mio Annual Turnover 1.00 [1.00, 1.00] <0.01*
Employees Tech (Per 100) 1.00  [1.00, 1.00] 0.27
Employees (Per 100) 1.20 [1.12,1.28] <0.01*

incident types. This included ransomware, that was less fre-
quently reported in the transportation sector (O.R. 0.52) com-
pared to the baseline and DDoS, that was more frequently
reported in the communication sector than in the baseline
(O.R. 4.34). Defacing incidents were more frequently re-
ported both in the water & waste and communication sectors
(O.R. 5.73 and 4.34), CEO-Fraud, was more frequently re-
ported in the energy & gas and “other services” sectors (O.R.
2.34 both) and finally phishing, was more frequently reported
for the vehicle retail sector (O.R. 1.60).

Summary: Detected Incidents. We found that organizational
measures more frequently map to the reporting of security
incidents than reported technical security measurements.
We find that larger companies, especially with tech depart-
ments reported more incidents. Finally, our findings sug-
gest that the industry sector correlated with the reporting of
security incidents.
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Figure 5: Heatmap; percentage of companies per sector that
have experienced this attack.

5 Discussion

Below, we discuss our findings and, based on the findings,
outline recommendations for industry, governments and leg-
islators, as well as future research.

5.1 Key Findings

In relation to our research questions, we summarize the fol-
lowing key findings:

RQ1. “How do company employees perceive the risk of cy-
berattacks?” In general, our interviewees did not perceive a
high risk of cyberattacks for their companies. Notably, how-
ever, they generally perceived the risk of mass attacks higher
than the risk of targeted attacks — especially interviewees
working for smaller companies. The lower perceived risk
of targeted attacks might make them more susceptible to at-
tacks such CEO-Fraud, or targeted ransom ware attacks,e. g.
Emotet [9], as well as insider threats.

RQ2. “Which and how frequent are information security mea-
sures deployed in SMEs?” Most of our interviewees reported
the deployment of technical measures such as firewalls and
antivirus software compared to less frequently reported orga-
nizational measures such as certifications for information se-
curity. Furthermore, we found a high variance within reported
organizational measures, with measures that require regular
active engagement such information security training, risk
analysis, or emergency drills being less frequently reported.

Together with the previously discussed low perceived risk of
targeted cyberattacks, this might make companies particularly
vulnerable to attacks like CEO-Fraud and insider-threats.

RQ3. “Which types and frequencies of attacks have our par-
ticipating companies detected within the last 12 months?”
Most companies reported incidents such as phishing and mal-
ware. CEO-Fraud and (D)DoS attacks also appeared to be
more common problems. Defacing and manual hacking, on
the other hand, were rarely reported. However, the reporting
of our interviewees does not allow us to clearly distinguish
between mass and targeted attacks.

RQ4. “How are deployed security measures and company
characteristics related to reported incidents and what are
the emerging victimization factors?”” We found that intervie-
wees working in particular industry sectors more frequently
reported certain types of incidents: CEO-Fraud (D: Energy
and Gas), (D)DoS (J: Communication), and defacing (B:
Mining). Hence, while more incidents could just be the re-
sult of better detection, we still think companies in those
industry sectors might require stronger protection and secu-
rity measures, and should receive special attention in relation
to the specific threats they are facing. Similarly, interviewees
working in Public administration and Agriculture & Fishing
companies reported ransomware attacks less frequently. We
find that interviewees working for companies with larger tech
departments more frequently reported incidents. We also find
that interviewees working in companies that more frequently
deployed technical security measures did not report more se-
curity incidents. However, the reporting of organizational
measures correlated with the reporting of certain types of
incidents. Company demographics such as international ac-
tivity and company size also contributed to more frequently
reported incidents by interviewees. This also relates to the
more frequent reporting of incidents by interviewees work-
ing for companies with multiple locations. Companies with
multiple locations reported more manual hacking incidents.
The distributed infrastructure of multiple location companies
might increase the attack surface and attract manual hack-
ing attempts. Insider threats and advanced persistent threats
could exploit the distributed nature of these companies. In-
terviewees working for companies with information security
policies or incident response plans more frequently reported
certain types of incidents including ransomware, phishing
and defacing. The deployment of security policies might con-
tribute to detect incidents such as ransomware, phishing and
defacing more frequently, but does not seem to prevent these
types of incidents.

5.2 Future Work and Recommendations

As described in Section 4, we identified different characteris-
tics that contributed to the reported sensitivity and risk percep-
tions, deployed security measures, and detected incidents in
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companies in different ways. The interview results reflect the
complexity of companies, and illustrate that information secu-
rity is impacted by technological (e.g., maturity of measures),
organizational (e.g., company size, corporate culture or sector
specific security requirements) and individual (e.g., ability
and willingness to provide, process and share information)
characteristics of companies and their employees.

While our large-scale exploratory interview study illus-
trates of the impact of cybercrime on SMEs, it cannot provide
in-depth causal analyses of the phenomena we identified and
described in this work. Therefore, our study provides ground
truth for exciting future work based on 5,000 interviews.

We provide the following ideas for future work and rec-
ommendations: (i) we outline ideas for future research in the
context of cybercrime and SMEs based on our findings, (ii)
based on our findings we discuss recommendations for com-
panies to improve their information security, and (iii) provide
recommendations for governments and legislators.

For Researchers. Concerning follow-up work should inves-
tigate specific aspects of cybercrime and security measures
we detailed in Section 5.1. We strongly recommend to mind
the correlations we found between interviewee position in the
company and the reporting concerning both incidences and
measures, which is hard to work around for smaller compa-
nies, where some roles might be missing entirely. The strong
discrepancy between tech and management in both risk assess-
ment 4.2 and deployed measures 4.3 should be investigated
in future work. This extends to the low risk perception of
participants in general. 40% of the companies in our dataset
have experienced cybercrime that they had to actively counter
in the last 12 months. We suspect this could be caused by
misconceptions about what even qualifies as cybercrime, by
low consequences resulting from most types of cybercrime or
by issues tracking the consequences of cybercrime in SMEs.
As a final finding, we noticed outliers in the correlation of
industry sectors and incidents (cf. Figure 5). An in-depth
investigation could reveal how to improve security for these
sectors or adapt their approaches to other industry sectors.
Finally, future research could assess the maturity and internal
spread of technical security measures within organizations,
since technical measures had very high reporting rates (c.f.
Figure 4), but we suspect that the security impact of measures
like access control and firewall setup can vary widely based
on the implementation quality and maturity.

For Companies. While we do not have concrete recommen-
dations for security measurements, our results indicate a
strong correlation of organisational measures compared to
technical measures and low adoption as seen in Figure 4. For
companies, this indicates that they should look at organisa-
tional measures like information security policies and em-
ployee training and evaluate which of these make sense for
their business model. Especially measures like a security in-
cidence policy strongly correlate with reported incidences, as

seen in section 4.4. Another interesting tendency in our analy-
sis is that the risk sensitivity of the management generally was
rated higher than the sensitivity of company staff. This can
in part be attributed to bias when our interview partners held
management positions. Even with that in mind, the manage-
ment should spread this self-reported awareness to company
staff and provide opportunities to raise information security
awareness and participate in security training, especially for
staff not directly involved in tech.

For Governments/Legislators. Seeing how industry sectors
that tend to have high security requirements to upload by the
law (K: Finances & Insurance and D: Energy & Gas) have
a higher tendency to report fewer incidents despite strong
detection mechanisms, the government can play a strong role
in the security of small and medium enterprises. Legislators
could improve cybersecurity by focusing on the areas of in-
dustries with high incidence counts for certain attacks as seen
in Figure 5. For example requirements for industry sectors
like J:Communication to implement security measures against
(D)Dos attacks. Furthermore, our descriptive results in Sec-
tion 4.2 show that risk awareness and assessment is still low
and legislators should actively work on increasing awareness
for information security and the risks of cybercrime. In Ger-
many, we are already working to integrate results of the survey
into a platform that provides information security guidelines
and serves to raise risk awareness for German companies in
cooperation with a federal ministry.

6 Conclusion

In this work we investigated effects, mitigations, and risk
assessments of cybercrime in small and medium-sized com-
panies in Germany. We contributed what is to our knowledge
the first analysis of German SMEs on this scale. Our findings
uncover that security awareness has arrived in all SMEs, but
this awareness is not yet spread to all staff, mostly left to
management and tech departments, which opens SMEs up
to phishing, insider attacks and advanced persistent threats.
We also discover positive effects likely related to legislation
for information security and use our results to formulate rec-
ommendations for employers, governments and future areas
of research. In conclusion, cybersecurity awareness in Ger-
many has arrived in SMEs, but the resulting measures and
assessment of risks are sub optimal and open enterprises up
to unnecessary attack surfaces.
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CATI Questionnaire

We provide a translation of the interview guide for our CATIs. It contains
the questions in the form of "Question? (Choices— Factor in Regres-
sion [B:Baseline]), (Scale)". The response options “not specified” and
“I do not know” are given for any question, but not listed below. WZ08-
Classification of the industries — Industry Sector [B:Construction] and
headcount bins — Headcount were adopted from the underlying commer-
cial sampling databases. For the full questions and supplementary material
of the survey, please refer to Section 3.3.

Al
1.

A2

L.

A3

1.

"Company' - Introduction

In which area do you work in your company [multiple answers possi-
ble]? — Interviewee Position

(Multiple Choice: Executive/Management Board, IT & Information
Security, Data Protection, Plant Security, Audit, External Service
Provider, Other [free text])

. How high do you estimate the risk for your company to be harmed by

a cyber-attack in the next 12 months. ..

(...that also hits many other companies at the same time? [e.g. mass
sent malware], — Risk Assessment Untargeted;

... that exclusively affects your company? [e.g. targeted espionage
attack]); — Risk Assessment Targeted (Scale: Very low, Rather low,
Rather high, Very high)

"Incidence' - Detected cyber-attacks

Always related to the last 12 months: How often has your organization
been affected by and had to actively respond to the following types of
attacks?

(Ransomware - which was intended to encrypt company data, — Ran-
somware;

Spyware - which was intended to spy on user activities or other data,
Other malicious software e.g. viruses/worms/trojans — Spyware &
Other Malicious Software;

Manual hacking - i.e. mis-configuration and manipulation of hardware
and software without the use of special malware — Manual Hacking;
Denial of Service ((D)DoS) - attacks aimed at overloading web or
e-mail servers, defacing attacks aimed at unauthorised alteration of
company web content — (D)DOS;

CEO fraud - in which a company leader was faked in order to effect
certain actions by employees — CEO-Fraud:

Phishing - in which employees were deceived with genuine-looking
e-mails or websites e.g. in order to obtain sensitive company data) —
Phishing

(Scale: Amount [...])

"Measures'' - Information security mea-
sures

Which of the following measures are currently in place in your com-
pany?

(Written information security guidelines, written guidelines for emer-
gency management — Information Security Policy/Incident Re-
sponse Plan;

Compliance with the guidelines is checked regularly and violations are
punished if necessary — Information Security Policy Enforcement;

2.

A4

Regular risk and vulnerability analyses (incl. pen-test) — Risk Anal-
ysis;

Certification of information security [e.g. in accordance with ISO
27001 or VdS 3473] — Information Security Certification;
Information security training for employees — Information Security
Training;

Exercises or simulations for the failure of important IT systems —
Emergency Drills;

Minimum requirements for passwords — Password Requirements;
Individual assignment of access and user rights depending on the task
— Individual Access Control;

Regular data backups, Physically separate storage of backups — Reg-
ular Data Backups/Seperate Backup Location;

Up-to-date antivirus software — Antivirus Software;

Regular and prompt installation of available security updates and
patches — Regular Security Updates;

Protection of IT systems with a firewall) — Firewall;

(Scale: Yes, no)

What is your impression? Would you say..:
(a) The management is aware of the IT risks consciously and ad-

heres to the specifications — Information Security Sensitivity
Management;

(b) The staff is aware of the IT risks consciously and adheres to the
specifications — Information Security Sensitivity Employ-
ees;

(c) In the company a lot is done for information security [INT.:
more than classical protective measures] — Information Secu-
rity Investment;

"Demographics' - Company characteris-
tics

. When was your company founded? — Company Age [B:< 10 years];

(year [free text], < 2 years, < 10 years, < 25 years, < 100 years, > 100
years)

. How high was the total turnover of your company in the last financial

year? — Annual Turnover;
(Total sales [free text], < 500,000 €, < 1 million €, < 2 million €, <
10 million €, < 50 million €, < 500 million €, > 500 million €)

. Does your company export products or services? — Export Activity;

(Yes, no)

. How many locations with their own IT infrastructure does your com-

pany have...?
(Locations in Germany — Multiple National Locationsone;[free
text], Locations abroad — International Locations [free text])

. How many employees of your company invest the majority of their

working time in ...
(... the operation of IT in general? — Employees Tech (Scale: Num-
ber [free text])

. Has your company outsourced IT functions [Multiple answers possi-

ble]

(Email & Communication, Network Administration & Maintenance,
Web Presence (e.g. Online Marketplaces, Shops, Customer Portals),
Cloud Software & Cloud Storage, Information Security (e.g. Incident
Detection, SIEM, Threat Intelligence) — Outsourced IT Security,
Other [Free text], No IT Functions outsourced)

. Which of the following measures are currently in place in your com-

pany?
(Scale: Yes, no)

Regressions for the Dataset
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Table 8: Logistic regression: Information security policy enforcement

Table 11: Logistic regression: Information security training

Factor O.R. CIL p-value Factor OR. CL p-value
Export Activity 114 [0.96, 1.34] 0.13 Company Age 149 [107,2.07]  0.02*
Multiple National Locations 134 [1.16,1.54]  <0.01* Export Activity 1.13[0.96, 1.34] 0.14
International Locations 129 [1.04,1.59] 0.02% International Locations o ) 1.49 [1.20,1.86] <0.01*
Industry Sector (only levels with significance displayed) Industry Sector (only levels with significance displayed)
D: Energy & Gas g [2.17,11.67] <0.01%* C: Manufacturing 1.40 [1.04,1.87] 0.03%*
G: Retail 1.50 [1.11,2.03] <0.01% D: Energy & Gas 3.36 [1.73,6.55] <0.01*
I: Accommodation & Food 1.60 [1.03,2.49]  0.04% E: Water & Waste 1.84 [1.08,3.13]  0.03*
J: Communication 1.83 [1.17,2.86] <0.01* G: Retail L. 144 [1.06,1.96] 0.02+
K: Finances & Insurance 720 [3.76,13.79] <0.01% J: Communication 3.30 [2.05,5.32]  <0.01*
M: Prof. & Scientific 1.54 [1.11,2.14] 0.01% K: Finances & Insurance 13.85 [7.12,26.92] <0.01*
N: Administrative & Sup. 1.68 [1.15,2.45] <0.01% L: Real Estate 172 [1.04,2.85]  0.03*
P: Education 170 [1.11,2.58] 0.01% M: Prof: & Sc1e.nt1ﬁc 1.56 [1.12,2.18] <0.01%
Q: Health & Social Work 2.06 [1.46,2.90] <0.01* N: Administrative & Sup. 1.67 [1.14,2.44] <0.01*
Interviewee Position Q: Health & Social Work 191 [1.36,2.68] <0.01*
Tech 151 [1.30,1.77]  <0.01% Interviewee Position
Data Protection Officer 156 [1.17,2.09] <0.01% Tech 158 [1.37,1.84]  <0.01*
Factory Safety 0.56 [0.29, 1.09] 0.09 Risk Assessment Targeted 1.11 [1.03,1.20] <0.01*
Risk Assessment Targeted 1.03 [0.95, 1.11] 0.46 Employees Tech (Per 100) 116 0.99, 1.36] 0.06
Per | Mio Annual Turnover 1.00 [1.00, 1.00] 0.17 Employees (Per 100) 114 [1.08,120]  <0.01*
Employees Tech (Per 100) 1.37 [1.07,1.74] 0.01*
Employees (Per 100) 1.08 [1.02,1.15] <0.01* Table 12: Logistic regression: Emergency drill
Factor O.R. C.I. p-value
Table 9: Logistic regression: Incidence response plan Company Age 157 [1.07,2.30] 0.02*
Factor OR. CL p-value Export Activity 1.13 [0.95, 1.35] 0.18
Multiple National Location 1.10 [0.95, 1.28] 0.19
Export Activity 1.07 [0.88, 1.31] 0.50 International Location 1.17 [0.95, 1.44] 0.14
Multiple National Locations 1.58 [1.32,1.90] <0.01* IT-Sec External 0.80 [0.69,0.93] <0.01%*
International Locations 1.38 [1.01,1.87] 0.04* Industry Sector (only levels with significance displayed)
IT-Sec External 1.31 [1.11,1.54] <0.01* C: Manufacturing 1.64 [1.15,2.34] <0.01*
Industry Sector (only levels with significance displayed) D: Energy & Gas 295 [1.55,5.62] <0.01*
C: Manufacturing 1.60 [1.16,2.20] <0.01%* G: Retail 1.57 [1.08,2.28] 0.02*
D: Energy & Gas 6.33 [2.18,18.36] <0.01* H: Transportation 1.72 [1.13,2.61] 0.01%*
G: Retail 1.86 [1.32,2.62] <0.01* I: Accommodation & Food 2.61 [1.54,4.41] <0.01*
I: Accommodation & Food 2.66 [1.59,4.46] <0.01* J: Communication 3.13 [1.95,5.03] <0.01*
J: Communication 3.52 [1.91, 6.46] <0.01* K: Finances & Insurance 16.09 [9.39,27.56] <0.01*
K: Finances & Insurance 6.43 [3.10,13.31] <0.01* L: Real Estate 2.09 [1.17,3.73] 0.01%*
L: Real Estate 2.09 [1.19,3.67] 0.01%* M: Prof. & Scientific 1.52 [1.03,2.25] 0.04*
M: Prof. & Scientific 2.65 [1.74,4.03] <0.01* N: Administrative & Sup. 1.70 [1.09, 2.64] 0.02*
N: Administrative & Sup. 1.58 [1.02, 2.44] 0.04* Interviewee Position
P: Education 1.68 [1.12,2.52] 0.01* Management 0.60 [0.44,0.81] <0.01*
Q: Health & Social Work 3.06 [2.00,4.69] <0.01* Tech 1.58 [1.18,2.12] <0.01*
S: Other Services 1.70 [1.03,2.83] 0.04* Other 0.64 [0.45,0.92] 0.02%*
Interviewee Position Risk Assessment Mass 0.95 [0.90, 1.02] 0.14
Management 0.68 [0.50, 0.93] 0.02%* Risk Assessment Targeted 1.18 [1.09,1.29] <0.01*
Tech 1.57 [1.16,2.13] <0.01* Employees Tech (Per 100) 1.20 [1.05,1.36] <0.01*
Data Protection Officer 1.69 [1.17,245] <0.01* Employees (Per 100) 1.17 [1.12,1.24] <0.01*
Factory Safety 0.45 [0.22,0.89] 0.02%*
*
Rglt(hzigsessment Targeted ‘l)g Fl)gz: (l)gg} :ggi* Table 13: Logistic regression: Password requirements
Employees (Per 100) 1.36 [1.25,1.48] <0.01* Factor OR. CL p-value
Multiple National Location 1.21 [0.99, 1.48] 0.07
Table 10: Logistic regression: Risk analysis International Locations o ) 141 [1.01,1.97] 0.04%*
Industry Sector (only levels with significance displayed)
Factor O.R. C.I. p-value C: Manufacturing 0.67 [0.45,0.99] 0.05*
H: Transportation 0.59 [0.38,0.93] 0.02*
Company Age 151 [1.08,2.12]  0.02* K: Finances & Insurance 3.80 [1.45,9.92] <0.01%
Export Activity 1.10 [0.93,1.30] 0.28 Interviewee Position
Multiplg National »Locations 1.19 [1.03,1.37] 0.02* Management 0.64 [0.52,0.80] <0.01*
International Location o ] 1.17 [0.95, 1.45] 0.15 Other 0.64 [0.47,0.87] <0.01*
Industry Sector (only levels with significance displayed) Employees Tech (Per 100) 1.18 [0.88, 1.59] 027
D: Energy & Gas 3.50 [1.63,7.48]  <0.01* Employees (Per 100) 1.23 [1.12,1.35] <0.01*
I: Accommodation & Food 1.63 [1.03,2.57] 0.04%*
J: Communication 2.32 [1.46,3.68] <0.01*
K: Finances & Insurance 7.27 [3.84,13.77] <0.01% Table 14: Logistic regression: Regular backups in separate backup locations
M: Prof. & Scientific 1.57 [1.11,2.21] <0.01*
N: Administrative & Sup. 1.69 [1.15,2.50] <0.01%* Factor OR. CIL p-value
Interviewee Position Company Age 247 [1.53,3.99] <0.01%
Management 084 [0.68,1.05]  0.12 Export Activity 105 [078,141]  0.73
Tech 124 [1.01,1.52] 0.04* Interviewee Position
R!sk Assessment Mass 0.92 [0.87,0.98] <0.01* Tech 274 [2.00,3.75] <0.01%
Risk A5§essment Targeted 1.12 [1.03, 1.22] 0.01%* Other 071 [0.48, 1.05] 0.08
Per 1 Mio Annual Turnover 1.0 [1.00, 1.00] 0.12 Risk Assessment Targeted 113 [095,134]  0.17
Employees Tech (Per 100) 107 [093,124] 032 Per 1 Mio Annual Turnover 100 [1.00,1.00]  0.06
Employees (Per 100) 105 (099, 1111 0.08 Employees (Per 100) 107 [095,121] 025
USENIX Association 30th USENIX Security Symposium 1251



Table 15: Logistic regression: Antivirus software

Table 19: Logistic regression: DDoS

Factor O.R. CI p-value
Factor O.R. C.IL p-value

Company Age 4.18 [1.81,9.65] <0.01* - —

IT-Sec External 2.87 [1.40,5.88] <0.01%* Interviewee Position

Interviewee Position Audit 3.03 [1.53,6.00] <0.01%
Tech 333 [171,6.51] <0.01%* Other 0.34 [0.15,0.78]  0.01*

Risk Assessment Mass 1.15 [0.89, 1.49] 0.27 Firewall 0.79 [0.18,3.49] 0.75

Per 1 Mio Annual Turnover 1.00 [0.99, 1.00] 0.25 Information Security Policies or Incidence Response  1.21 [0.72, 2.06] 0.47

Employees (Per 100) 139 [0.98,1.96]  0.06 Plan

Information Security Certification 1.10 [0.82, 1.47] 0.54

Information Security Policy Enforcement 1.16 [0.79, 1.69] 0.45

. .. P— Risk Analysis 1.62 [1.18,2.22] <0.01%

Table 16: Logistic regression: Firewall Emergency Drill 087 [0.65, 1.15] 033
Company Age 0.66 [0.37,1.18] 0.16

Fact: O.R. CIL -val
actor p-value Export Activity 092 [0.66, 1.27]  0.60

Company Age 3.77 [1.86,7.65] <0.01* Multiple National Locations 1.36 [1.03,1.79] 0.03*

Export Activity 1.49 [0.85,2.63] 0.17 International Locations 1.80 [1.25,2.59] <0.01*

IT-Sec External 2.18 [1.29,3.67] <0.01%* Industry Sector (only levels with significance displayed)

Interviewee Position J: Communication 4.34 [1.95,9.67] <0.01*
Management 0.37 [0.14, 0.96] 0.04* Per 1 Mio Annual Turnover 1.00 [1.00, 1.00] 0.50
Tech 2.18 [0.87,5.45] 0.10 Employees Tech (Per 100) 1.00 [1.00, 1.00] 0.06
Other 0.31 [0.11,0.86]  0.03* Employees (Per 100) 0.99 [0.90, 1.10] 0.91

Risk Assessment Targeted 1.23 [0.89, 1.70] 0.22

Employees Tech (Per 100) 0.83 [0.65, 1.07] 0.15

Employees (Per 100) 1.22 [0.94, 1.58] 0.14

Table 20: Logistic regression: Defacing

Table 17: Logistic regression: Spyware & other malware Factor OR. CL p-value
Factor OR. CIL p-value Interviewee Position
Interviewee Position Data Protection Officer ) 1.75 [0.93,3.29] 0.08

Audit 2.05 [1.23,3.41] <0.01% Regular Backqps and Separate Backup Location 1.94 [0.45, 8.39] 0.38

Regular Backups and Separate Backup Location 1.47 [0.88,2.44] 0.14 R'egular Security Updates 141 [0.30, 6.48] 0.66

Antivirus Software 1.58 [0.44,5.68] 0.48 ];wfewall ion S ity Polici Incid R g;g [(l)'gi' (]525])] 0%(1)2

Regular Security Updates 1.15 [0.60,221]  0.66 Sgo‘;"s‘:i‘,‘l‘:: ecurity Policies or Incidence Re- 2.98 [1.34,6.59]  <0.

Firewall 2.01 [0.59,6.92] 0.27 . . . .

. . P . Information Security Certification 1.07 [0.69, 1.65] 0.76
Eefl(;rmanon Security Policies or Incidence Response  1.30 [0.97, 1.75] 0.08 Information Security Policy Enforcement 0.57 [0.36,0.91] 0.02%
Information Security Certification 1.00 [0.82, 1.20] 0.97 Risk Analysis . 1.09 10.71,1.67] 0.69

. . . Password Requirements 2.19 [0.92,5.24] 0.08
Information Security Policy Enforcement 0.91 [0.73, 1.14] 0.41 o

. . Individual Access Control 0.71 [0.32,1.57] 0.39

Risk Analysis 1.16 [0.96, 1.39] 0.12

Emergency Drill 088 [0.74.1.06]  0.18 gompanAy Age (1)' ég [8"(% ?g;] 8‘32

Password Requirements 0.98 [0.74,1.31] 0.91 N;(plo'rll CN"v}ty L A 1'12 [0'75’ 1'67] 0.58

Individual Access Control 115 [0.80,1.65] 046 ultiple National Location 121075, 1.67] -

C International Location 1.50 [0.89,2.53] 0.13
ompany Age 1.11 [0.73, 1.69] 0.62 . e —

I % Industry Sector (only levels with significance displayed)
Export Activity 1.27 [1.04,1.55] 0.02
. . . - E: Water & Waste 5.73 [1.22,26.90]  0.03*

Multiple National Locations 1.21 [1.02,1.43] 0.03 e B 434 (113 16.69 0.03%

International Locations 129 [1.02,1.64]  0.04* PJ # 1‘\’4‘?"“":‘““"1“;“ o [1'00’ (o6 1 ol

Industry Sector (only levels with significance displayed) er 10 Annual furnover : [1.00, 1.00] -

. Employees Tech (Per 100) 1.00 [1.00, 1.00] 0.25

Per 1 Mio Annual Turnover 1.00 [1.00, 1.00] 0.16 Empl . (Per 100 106 1092, 122 041

Employees Tech (Per 100) 1.00 [1.00,1.00]  0.05% mployees (Per 100) 06 0.92,1.22] -

Employees (Per 100) 1.03 [0.96, 1.09] 0.42

Table 18: Logistic regression for Manual Hacking Table 21: Logistic regression: Phishing

Factor OR. CIL p-value Factor O.R. ClI p-value

Interviewee Position Interviewee Position
Management 1.45 [0.85,2.46] 0.17 Tech 1.28 [1.05,1.57] 0.02*

Regular Backups and Separate Backup Location 1.51 [0.35,6.53] 0.58 Factory Safety 3.60 [1.86,6.97] <0.01%*

Antivirus Softyvare 0.38 [0.05,3.21] 0.38 Antivirus Software 1.62 [0.46,5.72] 0.45

Regular Security Updates ] 0.44 10.12,1.64]  0.22 Regular Security Updates 0.70 [0.40,1.22] 0.1

Information Security Policies or Incidence Response 2.12  [0.85, 5.25] 0.10 Information Security Policies or Incidence Re- 1.72 [1.27,2.31] <0.01*

Plan ) ) ) ) sponse Plan

Information Security Certification 0.74 [0.44,123] 025 Information Security Certification 091 [0.75,1.10]  0.32

Information Security Policy Enforcement 0.88 [0.51,1.52]  0.65 Information Security Policy Enforcement 0.86 [0.70,1.07]  0.19

Risk Analysis 1.08 [0.68, 1.73] 0.74 Risk Analysis 1.25 [1.04, 1.49] 0.02:

Password Requirements 1.42 [0.59, 3.40] 0.43 Company Age 0.90 [0.60, 1.34] 0.60

Individual Access Control 2.03 [0.59,6.97] 0.26 Export Activity 1.19 [0.97, 1.45] 0.09

Company Age 1.86 [0.44,7.78] 0.40 Multiple National Locations 1.24 [1.04, 1.46] 0.01*

Export Activity . 1.17 [0.70, 1.96] 0.5 International Location 123 [0.98,1.56]  0.08

Multiple National Locations 2,03 [1.29,3.20] <0.01* Industry Sector (only levels with significance displayed)

International Location 1.20 [0.68, 2.13] 0.53 G: Retail 1.60 [1.07,2.40] 0.02*

Industry Sector (only levels with significance displayed) Per 1 Mio Annual Turnover 1.00 [1.00, 1.00] 0.12

Per 1 Mio Annual Turnover 1.00 [1.00, 1.00] 0.70 Employees Tech (Per 100) 1.00 [1.00, 1.00] 0.11

Employees Tech (Per 100) 1.00 [1.00, 1.00] 0.11 Employees (Per 100) 1.01 [0.95,1.07] 0.81

Employees (Per 100) 0.98 [0.84,1.16] 0.85
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