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Abstract

In this thesis we study the synergies among theoretical, computational and applied
algebraic geometry in three di↵erent settings, that correspond to each of the chapters:
plane Hurwitz numbers, Hessian correspondence and algebraic game theory.

First, we study plane Hurwitz numbers from a theoretical and computational point
of view. We explore how to reconstruct hd plane curves from the branch locus of the
projection from a fix point, where hd is the plane Hurwitz number of degree d. We
approach this recovery problem for the case of plane cubics and plane quartics. From
a theoretical point of view, we compute the real plane Hurwitz numbers hreal3 and hreal4 .
Moreover, we introduce and study the notion of (real) Segre-Hurwitz numbers sh

d1,d2

and shreal
d1,d2

.

Secondly, we investigate the Hessian correspondence of hypersurfaces Hd,n. This is the
map that associate to a degree d hypersurface in Pn its Hessian variety or second polar
variety. We analyse the fibers of Hd,n and its birationality for hypersurfaces of Waring
rank at most n + 1 and for hypersurfaces of degree 3 and 4. From a computational
perspective, we explore how to recover a hypersurface from its Hessian variety. We also
investigate the geometry of the catalecticant enveloping variety.

Thirdly, we explore the application of algebro-geometric tools to the study of the
conditional independence (CI) equilibria of a collection of CI statements C. We focus on
the case where C is the global Markov property of an undirected graph. We investigate
this notion of equilibrium through the algebro-geometric examination of the Spohn CI
variety. We restrict our study to binary games and we analyse the dimension of these
varieties. In the case where the graph is a disjoint union of complete graphs, we explore
further algebro-geometric features of Spohn CI varieties.
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Introduction

In the past, the field of algebraic geometry was often perceived as abstract and theo-
retical branch of mathematics. However, Buchberger’s work [19] on Gröbner bases in
the 1960s ignited a breakthrough in the field. His algorithmic treatment of polynomial
ideals gave rise to computational algebraic geometry, introducing a new perspective
emphasized on computational methods for manipulating and solving polynomial sys-
tems of equations. This innovative point of view motivated and inspired many algebraic
geometers to face the challenge of applying these techniques to other branches of math-
ematics as statistics, optimization, convex geometry; and even to other natural sciences
as physics, biology, engineering, etc. In the last decades, the interplay among theo-
retical, computational and applied algebraic geometry have resulted into remarkable
advances, which have been beneficial to the three perspectives.

The framework in which this thesis is located in the interconnection among the the-
oretical, applied and computational aspects of algebraic geometry, commented above.
More precisely, in this thesis we explore these synergies, in the sense described above,
on three distinct scenarios: plane Hurwitz numbers, Hessian varieties of hypersurfaces
and algebraic game theory. From a computational point of view, the first two settings
explore the reconstruction of algebraic varieties from distinct related varieties. In the
frame of plane Hurwitz numbers, we are interested in recovering plane curves from
the branch locus of a linear projection. In the case of Hessian varieties, we aim to
reconstruct a hypersurface from its Hessian variety. From an applied point of view, we
explore the use of algebro-geometric tools in the field of game theory.

This thesis is based on the papers [1, 103, 104, 112] and it is structured in three chapters
each of them devoted to one of these scenarios. In the following, we briefly introduce
the topic of each chapter and we comment its structure and main results.

Chapter 1

Chapter 1 is mostly based on the paper [1] with Daniele Agostini, Hannah Markwig,
Clemens Nollau, Victoria Schleis and Bernd Sturmfels. This chapter is focused on
the recovery of plane curves from their branch locus and plane Hurwitz numbers.
Hurwitz theory is an important branch of enumerative geometry focused on the study
of Hurwitz numbers. These numbers were introduced by Hurwitz in [72] and they
count the branched coverings among curves of fixed genus and satisfying certain fixed
ramification. Historically, Hurwitz theory has been approached from a theoretical point
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ii

of view aiming to find the values of these numbers. In Chapter 1 we provide a new
computational perspective to this enumerative problem: we seek to numerically and
e↵ectively reconstruct branched coverings from their branch loci. The main obstacle in
this recovery problem emerges from the fact that the source curves of di↵erent branched
coverings, with same branched locus, might lie in distinct ambient spaces.

We restrict our study to plane curves and plane Hurwitz numbers. The plane Hurwitz
numbers hd were introduced by Ongaro and Shapiro in [99, 101] and they count the
number of degree d simple branched covering of P1 that are linear projection of a
degree d smooth plane curve. Our computational objective is to recover hd degree d
plane curves from the branch locus of the projection from a fixed point. The only
known nontrivial values of hd are h3 = 40 and h4 = 120, which were determined by
Clebsch [30, 31] and Vakil [122] respectively. In Chapter 1, we analyse this recovery
problem for plane cubics and quartics from a numerical point of view. Moreover, this
computational approach inspired the theoretical analysis of real plane Hurwitz numbers
hreal
d

, which we carry out for plane cubics and quartics.

The notion of plane Hurwitz numbers leads to the consideration of analogous enumer-
ative problems on other surfaces. In Chapter 1 we introduce and study the concept
of (real) Segre-Hurwitz numbers sh

d1,d2
which count the number of simple branched

covering of P1 that are obtained by projecting a bidegree (d1d2) curve in P1⇥P1 to the
second factor. The investigation of Segre-Hurwitz numbers is the topic of an ongoing
project with Clemens Nollau and it does not form not part of the contents of [1].

Chapter 1 is structured as follows. In Section 1.1 we briefly introduce the required
background for the development of the chapter. Section 1.2 is devoted to the numeric
approach of our recovery problem. In Section 1.3 we explore the combinatorics of our
problem. The case of cubic plane curves is carried out in Section 1.4, whereas Section
1.5 is focused on the analysis of plane quartics. In Section 1.6 we introduce and analyse
the notion of (real) Segre-Hurwitz numbers. The chapter concludes with a list of open
questions in Section 1.7.

The main contribution of Chapter 1 are:

• The development of numerical and e↵ective algorithms for reconstructing 40 plane
cubics and 120 plane quartics from their branch locus respectively.

• The computation of the real plane Hurwitz numbers for plane cubics and quartics.

• The analysis of the relation between the real plane Hurwitz number and the
number of real roots in the branch locus.

• The construction of the (real) Segre-Hurwitz numbers sh
d1,d2

and the computation

of sh3,d2 , sh4,2 and shreal4,2 .

Chapter 2

Chapter 2 is based on the paper [112] and it focuses on the theoretical and computa-
tional study of the Hessian correspondence. This problem is motivated by a classical
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object in algebraic geometry: dual varieties. The Gaussian map or first polar map of
a hypersurface X in Pn is the rational map from X to (Pn)⇤ defined by the first order
derivatives of the defining polynomial of X. The dual variety X⇤ of a hypersurface X
is the subvariety of (Pn)⇤ defined as the Zariski closure of the image of the Gaussian
map. One of the most celebrated results concerning these varieties is the Biduality
theorem (see [40, Theorem 1.2.2]), which states that (X⇤)⇤ = X. As a consequence, we
can recover e↵ectively a hypersurface from its dual variety, and the map associating to
a hypersurface its dual variety is birational onto its image. In Chapter 2 we investigate
the analogous construction for second order derivatives. We carry out this study for
hypersurfaces over an algebraically closed field of characteristic zero.

Let X be a degree d hypersurface in Pn defined by a polynomial F . The Hessian map or
second polar map of X is the rational map that sends a point p 2 X to the evaluation
of the Hessian matrix of F at p. Note that the target space of the Hessian map is the
projective space of symmetric matrices of size n+1. The Hessian variety or second polar
variety of X is the closure of the image of the Hessian map. In [27] it was shown that
the Hessian map of a smooth hypersurface is finite onto its image. Moreover, this paper
shows the strong relation between Hessian varieties and the classical Hesse problem,
which study the locus of polynomials whose Hessian variety has zero determinant. We
refer to [29] for further details on the Hesse problem. In [87], more features of Hessian
varieties as their degree, are studied.

In Chapter 2 we do a further exploration of Hessian varieties from a theoretical and
computational point of view. The Hessian correspondence Hd,n is the map that asso-
ciates to a degree d hypersurface in Pn its Hessian variety. From a theoretical point of
view, we are interested in the understanding of the fibers of Hd,n. In the case of first
order derivatives and dual varieties, the analogous map associating to a hypersurface
its dual variety is birational onto its image. From this, the next question is posted:
For which values of d and n is the Hessian correspondence Hd,n also birational onto its
image? We do not only want to analyse this question from a theoretical perspective,
but we also add a computational perspective to the problem. In case where Hd,n is
birational onto its image, can we e↵ectively recover a hypersurface from its Hessian
variety? Recall that again, this question has a positive answer for dual varieties by the
Biduality theorem.

Chapter 2 answers these questions for hypersurfaces with Waring rank at most n + 1
and hypersurfaces of degree 3 and 4. For the case of cubic hypersurfaces, we derive the
birationality of H3,n for n � 2 from the birationality of the gradient map, which is a
classical result by Bertini [6, 7]. For a modern and more general version we refer to [46,
Theorem 3.2]. In Section 2.4 we provide an alternative approach to the birationality
of the gradient map that we later use to recover a cubic hypersurface from its Hessian
variety. In the case of quartic hypersurfaces, we use the syzygies of Veronese varieties
to derive the birationality of H4,n.

In the investigation of the cubic case, the catalecticant enveloping variety �e

k
emerges.
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This variety is defined as the locus of (k + 1)–dimensional subspaces of the space of
degree d � e forms in n + 1 variables containing all the e–th partial derivatives of a
degree d form. The algebro-geometric study of this variety is of particular interest in
the research community dealing with tensors, due to its relation with the notion of e–
gradient rank. This concept of rank is used in [56] to approach Comon’s conjecture (see
[98, Problem 15]), a relevant standing conjecture in tensor decomposition. In Section
2.6 we analyse the geometry of the catalecticant enveloping variety �1

k
for d � 3. The

study of �1
k
for d = 3 appears in [112], whereas the case d � 4 is the topic of an ongoing

project with Leonie Kayser.

The structure of Chapter 2 is as follows. In Section 2.1 we introduce the preliminaries of
the chapter. The definitions of Hessian varieties and Hessian correspondence are given
in Section 2.2. Section 2.3 focuses on the Hessian correspondence of hypersurfaces with
rank at most n+1. The Hessian correspondence for cubic hypersurfaces is analysed in
Section 2.4, whereas in Section 2.5 we study the case of quartic hypersurfaces. Section
2.6 is devoted to the study of the catalecticant enveloping variety. Moreover, in this
section we introduce the k–th polar correspondence Gk

d,n
as the generalization of the

Hessian correspondence to k–th order derivatives, and we analyse the case k = d � 1.
Finally, in Section 2.7 we present a list of open questions on this chapter.

The main contribution of this Chapter are:

• We prove that the Hessian correspondence for degree d hypersurfaces, with War-
ing rank at most n+1, is birational onto its image for d even and generically finite
of degree 2k+1 for d odd. We provide a numerical algorithm for reconstructing a
hypersurface with Waring rank at most n+ 1 from its Hessian variety.

• We show that Hd,n is birational onto its image for d = 3, 4 and (d, n) 6= (3, 1).
For (d, n) = (3, 1), we show that H3,1 has degree 2.

• We provide an e↵ective method for recovering a generic hypersurface from its
Hessian variety for d = 3 and n � 2 and for d = 4 and n even or n = 1.

• We compute the irreducible components of catalecticant enveloping variety �1
k
.

• We show that the (d � 1)–th polar correspondence Gd�1
d,n

is birational onto its
image

Chapter 3

The last chapter of this thesis is in the frame of algebraic game theory and it is based
on the papers [103, 104] with Irem Portakal. This emerging field focuses on approach-
ing game theoretic problems from an algebraic point of view. This synergy between
algebraic geometry and game theory is similar to that of the first area and statistics.
In statistics, certain implicit statistical models can be described by polynomial equa-
tions. The field of algebraic statistics studies these models through the analysis of the
algebraic varieties defined by the associated polynomials (see [42, 120]). This interplay
has been beneficial to both areas, with remarkable developments in the last decades.



v

Similarly, in game theory, distinct notions of equilibria can be described using poly-
nomial equations. Following the above strategy, algebraic game theory investigates
these notions of equilibria through the algebro-geometric study of the variety defined
by the corresponding polynomials. An example of such an interaction is that of the
classical Nash equilibria which can be determined by studying a system of multilinear
equations. For instance, one can use the Bernstein-Khovanskii-Kushnirenko (BKK)
theorem to find upper bounds for the number of totally mixed Nash equilibria (see
[92, 119]).

In [116, 117, 118], Spohn introduced and studied (from a game theoretic perspective)
the notion of dependency equilibrium. This equilibrium arises from the distinction
between collective and individual behavior of the players of a game. The situation
where the players behave independently is modeled by the Nash CI equilibria, whereas
the collective behavior corresponds to the dependency equilibria. As in the Nash case,
the dependency equilibria can also be described by polynomial constrains. The variety
defined by these equations is called the Spohn variety, and it was introduced in [105]
where its algebro-geometric examination was carried out.

The Nash and dependency equilibria fall into opposite extremes in the spectrum of
dependencies among the players. The Nash equilibrium corresponds to the case where
all the players behave independently, whereas the situation where the players are de-
pendent, and they behave collectively, is represented by the dependency equilibrium.
However, there are many possible scenarios in between these two extremal cases. This
gap between the Nash and dependency equilibria is filled by the concept of conditional
independence (CI) equilibrium.

CI equilibrium was introduced in [105, Section 6] as the intersection of the dependency
equilibrium and a statistical model given by a collection of conditional independence
(CI) statements. This definition can be again translated into the algebraic setting
leading to the notion of Spohn CI variety. In Chapter 3 we emphasise the case of undi-
rected graphical models, where the dependencies among players are modeled through
the edges of a graph whose vertices represent the players. We focus on the case of
binary games where we study the CI equilibria associated to such graphs through the
algebro-geometric analysis of the Spohn CI variety. For instance, we approach [105,
Conjecture 24] which asks the open question of computing the dimension of these Spohn
CI varieties.

We pay special attention to the case where the graph is the disjoint union of complete
graphs. The graph with no edges and the complete graph are the two extremal ex-
amples of such graphs, and their corresponding CI equilibria coincide with the Nash
and dependency equilibrium respectively. In general, this type of graphs models the
scenario where the players are divided into independent groups, one for each connected
component of the graph, and each group behaves collectively. In this case, the corre-
sponding Spohn CI variety is called a Nash CI variety. The case of one edge graph is
the next natural step to the Nash equilibria. In this case, the Nash CI variety is a curve
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for generic games, called Nash CI curve. In Chapter 3, we do a further examination of
the properties of Nash CI varieties.

Chapter 3 is structured as follows. In Section 3.1 we give a brief introduction to
algebraic statistics and algebraic game theory. Section 3.2 focuses on the algebro-
geometric study of Nash CI curves. In Section 3.3 we analyse the dimension of Spohn
CI varieties arising from undirected graphical models. The investigation of Nash CI
varieties is carried out in Section 3.4. In Section 3.5 we investigate the notion of a�ne
universality for certain families of Nash CI varieties. Finally, the open questions and
new research lines are listed in Section 3.6.

The main contribution of Chapter 3 are:

• We show that generic Spohn CI varieties of one edge undirected graphical models
are one dimensional. We compute the degree and the genus of Nash CI curves
and we prove that generic Nash CI curves are smooth, irreducible and connected.

• We solve [105, Conjecture 24] by computing the dimension of Spohn CI varieties
of undirected graphical models.

• We compute the equations of Nash CI varieties and their degrees. We show that
Nash CI varieties are connected, and that smooth Nash CI surface are of general
type.

• We prove that the set of totally mixed CI equilibria of a generic Nash CI variety
is a real smooth manifold, which is either empty or it has the same dimension as
the Nash CI variety.

• We analyse the a�ne universality, in the sense of [34], for Nash CI varieties where
connected components of the associated graph have at most one edge. We show
that the families of these varieties satisfy the Murphy’s law.



Chapter 1

Recovery of plane curves from
branch points

Hurwitz numbers count the branched coverings, up to isomorphism, between curves of
fixed genus and satisfying certain fixed ramification. The theory of Hurwitz numbers
was initiated by Hurwitz in [72] and, since then, it has become a fundamental branch
of enumerative geometry. Classically, this theory has been studied from an abstract
point of view with the aim of finding the value of Hurwitz numbers. In this chapter
we provide a computational perspective to this problem: we aim to numerically and
e↵ectively reconstruct branched coverings from their branch locus.

The di�culty of this recovery problem arises from the fact that the source curves of
di↵erent branched coverings with same branch locus might not lie in the same ambient
space. To deal with this di�culty, we mainly restrict our study to plane curves and to
plane Hurwitz numbers. The plane Hurwitz number hd counts the number of degree
d simple branched coverings of P1 that are linear projections of a degree d smooth
plane curve. Plane Hurwitz numbers were introduced and studied in Ongaro’s 2014
PhD thesis and in his work with Shapiro [99, 101]. Our computational goal is to recover
hd degree d plane curves from the branch locus of the projection from a fixed point.
In [52, 70], the similar problem for surfaces is considered. In these papers, the authors
study how to recover a surface in P3 from the branch locus of a linear projection to P2.
Note that here the branch locus is a plane curve.

Presently, the only known nontrivial values of hd are h3 = 40 and h4 = 120. The former
value was computed by Clebsch [30, 31] in a di↵erent setting. A modern view of this
computation can be found in [99, Proposition 5.5.2]. The value h4 = 120 was computed
by Vakil in [122]. In this chapter we analyse our recovery problem for plane cubics and
quartics from a numerical and symbolic point of view.

We consider also the situation over real numbers. The real Hurwitz numbers count
branched coverings between real algebraic curves whose real involutions are compatible
via the branched covering. For further literature on real Hurwitz numbers we refer to

1
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[21, 62, 75]. Similarly, the real plane Hurwitz number hreal
d

counts the number of simple
branched coverings coming from projecting a degree d real plane curve, with the same
branch locus. The second aim of this chapter is to compute the real plane Hurwitz
numbers for plane cubics and quartics.

From the investigation of plane Hurwitz numbers from a theoretical, computational
and real point of view, the following question arises: what happens if we consider
curves in other surfaces? At the end of this chapter we also consider curves in the
Segre variety S = P1 ⇥ P1. Let ⇡2 : S ! P1 be the projection to the second factor of
S. Given a generic curve C in P1 ⇥ P1 of bidegree (d1, d2), the projection ⇡2 : C ! P1

is a degree d1 simple branch covering. We will define the Segre-Hurwitz number sh
d1,d2

as the number of coverings, up to isomorphism, of the form ⇡2 : C ! P1 with the
same branch locus, where C has bidegree (d1, d2). For instance, the Segre- Hurwitz
number sh4 equals 135. This computation was done in [122] in slightly di↵erent setting.
The last task of this chapter is to introduce this notion and investigate some of these
numbers from a complex and real point of view.

This chapter is structured as follows. In Section 1.1 we introduce the background
required for the rest of the chapter. A brief introduction to the theory of Hurwitz
numbers is given in Section 1.1.1. Section 1.1.2 is devoted to plane Hurwitz numbers.
In Sections 1.1.3 and 1.1.4 we present some real algebro-geometric tools needed for the
study of real plane Hurwitz numbers. In Section 1.1.3 we recall some results on the real
structure of space sextics. Section 1.1.4 serves as an introduction to del Pezzo surfaces
of degree 1 and their real geometry.

In Section 1.2 we study our recovery problem from a numerical point of view. We do this
by finding normal forms for the action of the group defining the notion of isomorphism
of plane branched coverings. In Section 1.3, we analyze the combinatorial aspects of
our problem. We use combinatoric tools to compute the real plane Hurwitz number
for cubics and the real Hurwitz number for plane quadrics. In Section 1.4 we relate the
information on Table 1.3 with the Galois group of the branching morphism, and study
the recovery problem for cubics from a symbolic perspective following Clebsch ideas in
[30, 31].

Section 1.5 is focused on the plane Hurwitz number for plane quartics. In Section 1.5.1
we summarize Vakil’s ideas used to determine h4 in [122]. Section 1.5.2 is devoted to
the computation of the possible values of hreal4 . In Section 1.5.3, we provide an e↵ective
algorithm for determining the 120 plane quartics from their branch locus. The analysis
of the relation between the real plane Hurwitz numbers hreal4 and the number of real
roots t in the branch locus is carried out in Section 1.5.4. We give a complete description
of which values of the pair (hreal4 , t) can not happen, and we construct examples for each
of the possible values.

The development of an analogous theory to plane Hurwitz numbers for curves in the
Segre variety P1 ⇥ P1 is carried out in Section 1.6. In this Section we introduce the
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notion of Segre-Hurwitz numbers sh
d1,d2

and their real version shreal
d1,d2

. We investigate
the relation of these numbers with the classical Hurwitz numbers. In Section 1.6.1 we
investigate the case of curves of bidegree (4, 2).

Finally, in Section 1.7 we list some of the open problems and new research lines con-
cerning this chapter.

The main contributions of this chapter are:

• The development of numerical algorithms for reconstructing the 40 and 120 plane
cubics and plane quartics from their branch locus.

• The analysis of the combinatorics associated to the 40 cubics, as well as an
algorithm for computing 40 cubics from their branch locus together with their
combinatoric information exposed in Table 1.3.

• The computation of hreal3 and Hreal
4 .

• The presentation of an algorithm for computing by radicals the 40 cubics from
one of them.

• The computation of hreal4 and the complete analysis of the relation between hreal4

and the real roots in the base locus.

• The development of an e↵ective algorithm for computing the 120 plane quartics
from their branch locus.

• The construction of Segre-Hurwitz numbers and the computation of sh3,d2 for

d2 � 2, sh4,2 and shreal4,2 .

1.1 Preliminaries on plane Hurwitz numbers

One of the main goals of this chapter is to provide a computational approach to a
classical topic in enumerative geometry, Hurwitz numbers. We aim to find e↵ective
methods for reconstructing branched coverings from their base loci. To do so, in
Sections 1.1.1 and 1.1.2 we present the required background on Hurwitz numbers and
plane Hurwitz numbers respectively. A second goal of this chapter is to analyse the
real algebraic geometry behind plane Hurwitz numbers. For this purpose, we devote
part of this section to introduce the tools from real algebraic geometry that we will
use in the chapter. In Section 1.1.3 we revise the notion of space sextics and their real
geometry, and in Section 1.1.4 we focus on del Pezzo surfaces of degree 1 and their real
structure.
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1.1.1 Hurwitz numbers

In this section we give a brief introduction to the theory of Hurwitz numbers. The
study of these numbers goes back to Hurwitz in [72]. For further literature in this
topic we refer to [22, 23, 62, 75, 99].

During this section, an algebraic curve will denote a smooth connected projective
complex curve. A branched covering between two curves C1 and C2 is a nonconstant
map

⇡ : C1 ! C2.

Such a map is surjective and finite. We denote its degree by d. In particular, for
generic p 2 C2, the fiber of p through f consists of d distinct points. A point p 2 C2 is
a branch point if the fiber ⇡�1(p) has a point q with multiplicity at least 2. In this case,
we say that the point q is a ramification point. The set of branching points and the set
of ramification points are called the branch locus and the ramification locus respectively.
We say that two branched coverings ⇡ : C1 ! C2 and ⇡0 : C 0

1 ! C2 are isomorphic if
there exists an isomorphism f : C1 ! C 0

1 such that ⇡ = ⇡0 � f .
In general, given a branch locus B in C2, the Hurwitz numbers enumerate the number
of branched coverings up to isomorphism with fixed ramification and from curves with
a fixed genus. For our purpose, we focus only on a certain type of ramifications. We
say that a branched covering is simple if each branch point has only one ramification
point in the fiber and the multiplicity of the ramification point is two. For simple
branched coverings, the number w of branch points equals the number of ramification
points counted with multiplicity. We will restrict our study to degree d simple branched
coverings over the Riemann sphere P1. In other words, we assume that C2 is isomorphic
to the projective line. Under these assumptions, the Riemann-Hurwitz formula ([67,
Section IV Corollary 2.4]) implies that

w = 2(g � 1 + d).

The Hurwitz space Hg,d is the space of degree d simple branched covering over P1 from
a curve of genus g up to isomorphism. In [72], it was proven that Hg,d is a manifold.
A functorial perspective is given in [51] where it is shown that the Hurwitz space is a
scheme. We define the branching morphism as the map

br : Hg,d �! Pw

sending a branched covering to its branch locus. Here, we identify Pw with the w–th
symmetric power of P1. The branching morphism is étale and finite (see [51, Corollary
6.4]). We define the Hurwitz number Hg,d as the degree of the branching morphism.

In this chapter we mainly focus on plane curves. Therefore, we restrict our study to
the Hurwitz space Hg,d where g is given by the genus–degree formula. In other words,
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we fix the genus g to be g = (d� 1)(d� 2)/2, which implies that the number of branch
points is w = d(d� 1). Under this assumption, we denote the Hurwitz space

H (d�1)(d�2)
2 ,d

and the Hurwitz number
H (d�1)(d�2)

2 ,d

by Hd and Hd respectively. Following [23], the number Hd can be found by counting
monodromy representations, i.e. homomorphisms from the fundamental group of the
target minus the branch points to the symmetric group over the fiber of the base point.

Lemma 1.1.1 (Hurwitz [72]). The Hurwitz number Hd equals 1/d! times the number
of tuples of transpositions ⌧ = (⌧1, ⌧2, . . . , ⌧d·(d�1)) in the symmetric group Sd satisfying

⌧d·(d�1) � · · · � ⌧2 � ⌧1 = id,

where the subgroup generated by the ⌧i acts transitively on the set {1, 2, . . . , d}.
We now turn to branched covers that are real. This has been studied in [21, 62, 75].
A cover f : C ! P1 is called real if the Riemann surface C has an involution which is
compatible with complex conjugation on the Riemann sphere P1. In this situation, the
branch points in P1 can be real or pairs of complex conjugate points. We define the
real Hurwitz number Hreal

d
(t) as the weighted count of degree d real covers f of P1 by

a genus
�
d�1
2

�
curve C having d(d� 1) fixed simple branch points, t of which are real.

As before, each cover f : C ! P1 is weighted by 1
|Aut(f)| . The following result appears

in [21, Section 3.3].

Lemma 1.1.2. The real Hurwitz number Hreal
d

(t) equals 1/d! times the number of tuples
⌧ as in Lemma 1.1.1 for which there exists an involution � 2 S3 such that

� � ⌧i � · · · � ⌧1 � � = (⌧1 � · · · � ⌧i)�1

for i = 1, . . . , t� 1 and � � ⌧t+i � � = ⌧t0+1�i for i = 1, . . . , t0, where t is the number of
real branch points and t0 the number of pairs of complex conjugate branch points.

1.1.2 Plane Hurwitz numbers

In this section we introduce the notion of plane Hurwitz numbers. Broadly speaking,
plane Hurwitz numbers count the branched coverings arising from the linear projection
of a plane curve to a line. We consider the linear projection ⇡ : P2 99K P1 that
takes a point [x, y, z] in the projective plane to the point [x, y] on the projective line.
Geometrically, this is the projection with center p = [0, 0, 1]. Let CA be a generic
degree d plane curve defined by the homogeneous polynomial

A(x, y, z) =
X

i+j+k=d

↵ijk x
iyjzk. (1.1)
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Here generic means smooth with no flex lines or bitangents passing through p. Thus,
the restriction ⇡A : CA ! P1 of ⇡ to CA is a degree d simple branched cover with
d(d� 1) branch points. We represent the branch points by a binary form

B(x, y) =
X

i+j=d(d�1)

�ij x
iyj. (1.2)

Geometrically, the d(d�1) branch points are the d(d�1) tangent lines of V(A) passing
through the point of projection p.

Example 1.1.3. Let us Consider the smooth conic C defined by the polynomial F =
x2 � y2 + z2. The projection ⇡ : C ! P1 defines a double cover of P1. Given q =
[q0, q1] 2 P1, the fiber ⇡�1(q) is the intersection of C with the lines defined by the
linear form l = q1x � q0y. This intersection consists of the points [q0, q1, z] such that
q20 � q21 + z2 = 0. Thus, q is a branch point if and only if q20 = q21. We deduce that the
branch points are [1, 1] and [1,�1] and the ramification points are [1, 1, 0] and [1,�1, 0].

We identify the space of degree d ternary forms with the projective space P(
d+2
2 )�1 with

coordinates ↵ijk as in (1.1). Similarly, we identify the space of degree d(d� 1) binary
forms with Pd(d�1) with coordinates �ij as in (1.2). Passing from the curve to its branch

points defines a rational map from P(
d+2
2 )�1 to Pd(d�1). A point q = [q0, q1] lies in the

branch locus of ⇡A if and only if ⇡�1
A
(q) has a multiple point. In other words, if and

only if the polynomial A(q0, q1, z) has a multiple root. Therefore, the map sending A
to the branch locus of ⇡A is given by

br : P(
d+2
2 )�1 99K Pd(d�1)

A 7! discrz(A)
, (1.3)

where discrz(A) denotes the discriminant of A with respect to the variable z. This dis-
criminant is a binary form B of degree d(d�1) in x, y whose coe�cients are polynomials
of degree 2d� 2 in ↵.

The goal of plane Hurwitz numbers is to, given a branch locus B, enumerate the

branched covers of the form ⇡A for A 2 P(
d+2
2 )�1 whose branch locus is B, up to

isomorphism. Algebraically, we want to count the polynomials A such that discrz(A) =
B up to scalar. To define this enumerative problem properly, we need to establish the
right notion of isomorphism. Let G ⇢ PGL(3) be the subgroup of automorphisms of P2

that commute with the projection ⇡. Geometrically, G is the group of automorphisms
of P2 that fix p and the pencil of lines passing through p. We can explicitly describe G
as the subgroup of PGL(3) of matrices of the form

0

@
g0 0 0
0 g0 0
g1 g2 g3

1

A (1.4)
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with g0g3 6= 0. We consider the action of G on P(
d+2
2 )�1 given by

g : x 7! g0x , y 7! g0y , z 7! g1x+ g2y + g3z with g0g3 6= 0. (1.5)

Then, the discriminant discrz(A) is invariant under the action (1.5).

Definition 1.1.4. By [99, Corollary 5.2.1], the fiber of br over B is a finite union of
G-orbits. The number hd of these G-orbits is called the plane Hurwitz number of degree
d.

We denote the quotient of P(
d+2
2 )�1/G by PHd. Note that the group G is not a reductive

group. Therefore the quotient PHd is not, a priory, a good quotient. In Section 1.2 we
will see that, despite G not being reductive, PHd is a good quotient which is an open
subset of the weighted projective space P(23, 34, . . . , dd+1). A point in this weighted
projective space is identified with a vector (U2, . . . , Ud) where Ui is a degree i form in
x and y. Then, the point (U2, . . . , Ud) corresponds to the G–orbit of the polynomial

zd + U2(x, y)z
d�1 + · · ·+ Ud�1(x, y)z + Ud(x, y).

We refer to [68, 94] for the background on geometric invariant theory. Using this
notation, we consider the branching morphism

br : PHd 99K Pd(d�1)

[A] 7! discrz(A)
. (1.6)

The branching morphism (1.6) is generically finite and its degree is the plane Hurwitz
number hd.

Example 1.1.5. For d = 2, we have h2 = 1. Our polynomials are

A = ↵200x2 + ↵110xy + ↵101xz + ↵020y2 + ↵011yz + ↵002z2,

discrz(A) = (4↵002↵200 � ↵2
101)x

2 + (4↵002↵110 � 2↵011↵101)xy + (4↵002↵020 � ↵2
011)y

2,

B = �20x2 + �11xy + �02y2.

The equations discrz(A) = B describe precisely one G-orbit in P5. Indeed, up to change
of coordinates, we can assume that B = xy. Then, our equations are

4↵002↵200 = ↵2
101 and 4↵002↵020 = ↵2

011.

Since A(0, 0, 1) 6= 0, we can assume that ↵002 = 1. Then, if discrA = B, we get that

A = 4z2 + ↵2
101x

2 + 4↵110xy + 4↵101xz + ↵2
011y

2 + 4↵011yz.

One can check that such a polynomial lies in the G–orbit of z2 + xy. Therefore, the
plane Hurwitz number h2 is one. In general, the only point in the fiber br�1(B) is the
G–orbit of z2 +B.
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Note that the dimension of PHd is d(d+3)/2� 3, whereas the dimension of the target
space is d(d � 1). In particular, dimPHd < d(d � 1) for d � 4. We denote the
closure of the image of the branching morphism by Vd. For d = 2, 3 we have that
dimPHd = dimPd(d�1), and hence, Vd = Pd(d�1). On the other hand, for d � 4, Vd has
positive codimension. For instance, for d = 4, we have that dimPH4 =

�
6
2

�
�1�3 = 11.

Therefore, V4 ⇢ P12 is a hypersurface in P12.

Plane Hurwitz numbers hd were studied in Ongaro’s 2014 PhD thesis and in his work
with Shapiro [99, 101]. For instance, in [99, Proposition 5.2.1], it is shown that, given
two degree d plane curves A and B, the two linear projections ⇡A and ⇡B are isomorphic
as abstract branched coverings if and only if they are in the same G–orbit. Therefore, we
get an injective morphism PHd ! Hd that commutes with the branching morphisms
of both PHd and Hd. We conclude that the plane Hurwitz number hd is compatible
with the count performed by the Hurwitz number Hd and hd  Hd. Now that we know
that the notion of isomorphism of plane covering is compatible with the one of abstract
covering, the next natural question is whether any abstract covering from a plane curve
can be obtained as a linear projection. The following theorem answers this question.

Theorem 1.1.6. [99, Theorem 5.1.1] Let C ⇢ P2 be a smooth plane curve of degree
d > 4. Then, any degree d branched covering C ! P1 is isomorphic as a branched
covering to a linear projection.

Theorem 1.1.6 motivates the study of plane Hurwitz numbers. We deduce from The-
orem 1.1.6 that plane Hurwitz numbers not only are a subcount of the usual Hurwitz
numbers but, for d > 4, they count all the branched coverings from plane curves.

In Example 1.1.5 we showed that h2 is one. Presently, the only known nontrivial values
of plane Hurwitz numbers are h3 = 40 and h4 = 120. The former value is due to
Clebsch [30, 31]. We first learned it from [99, Proposition 5.5.2], where a modern
interpretation of the number is given. Mainly, it is shown that h3 equals the Hurwitz
number H3 which was classically computed. The value h4 = 120 was determined by
Vakil in [122]. In Section 1.5.1, we revise Vakil’s reasoning in this computation.

1.1.3 Real space sextics

In this section we provide a brief introduction to some real algebro-geometric features
of certain class of curves: spaces sextics. These curves play a fundamental role in
Vakil’s computation of h4 in [122]. In Section 1.2, we will introduce the notion of real
plane Hurwitz numbers and in Section 1.5 we will compute the values of these numbers
for plane quartics. In this computation, the understanding of the real geometry of
these curves will be crucial. For literature on real algebraic geometry we refer to [10].

Definition 1.1.7. A space sextic is a smooth genus 4 curve whose canonical model lies
in a quadric cone in P3.

In other words, a space sextic is a smooth space curve C ⇢ P3 that is the complete
intersection of a quadric cone and a cubic surface. By the adjunction formula (see [44,



1.1. PRELIMINARIES ON PLANE HURWITZ NUMBERS 9

Section 1.4.2]), one can check that the genus of such curve is indeed 4. Now, let C be a
real space sextic. We denote the real points of C by C(R). The connected components
of C(R) are called ovals. By Harnack’s curve theorem (see [10, Section 11.6]), a real
curve C of genus g has at most (g+1) ovals. In our case, a real space sextic has at most
4 + 1 = 5 ovals. In Figure 1.1 we see examples of real space sextics for each possible
number of ovals. We say that C(R) separates C if C(C) \ C(R) is not connected as a
two dimensional real manifold.

Next, we analyze the possible distribution of the ovals of a real space sextic C. Let Q
be the real quadric cone where C lies. Then, C does not pass through the singularity
of Q. Note that the smooth locus of Q(R) is the real cylinder R1 ⇥ P1

R, where P1
R is

identified with the real circle. Therefore, C(R) is contained in the cylinder R1 ⇥ P1
R.

Recall that the fundamental group of R1 ⇥ P1
R is Z and it is generated by the class of

the curve {0}⇥ P1
R.

Definition 1.1.8. We say that an oval of C is small if it vanishes in the fundamental
group of R1 ⇥ P1

R. Analogously, we say that an oval of C is big if it does not vanish in
the fundamental group of the cylinder.

For instance, in Figure 1.1b we have a real space sextic with two ovals: one big and one
small. In [109, Section 5], the author uses algebraic geometry to describe all the possible
distributions of small and big ovals in a real space sextic. Consider the projection
⇡ : P3 99K P2 whose center is the singularity q of Q. Recall that the singularity of Q is
a real point. The image of Q is a smooth conic Q0 and the restriction of ⇡ to the space
sextic is a degree 3 simple covering of Q0 ' P1. The fiber of a real point in P1 is the
intersection of C with a real line L contained in Q passing through q. An equivalent
definition of big and small ovals can be given in terms of this projection. An oval O
of C is big if any real fiber of ⇡ cuts O in an odd number of points. Analogously, an
oval O of C is small if any real fiber of ⇡ cuts O in an even number of points. Using
this description, we can list the number of oval distributions of a real space sextic. For
instance, a real space sextic C can not have four big ovals. Indeed, the fiber of a real
point through ⇡|C contains at least 1 point for each big oval. Using the degree of the
branched covering ⇡|C , we deduce that C has at most 3 big ovals. The following result
lists all the possible distributions of small and big ovals of a space sextic (see [109,
Section 5]); Figure 1.1 shows pictures of all the possible cases provided in Theorem
1.1.9.

Theorem 1.1.9. Let C be a real space sextic inside a quadric cone Q with vertex q.
Then, C satisfies one of the following statements

1. C has one big oval.

2. C has one big oval and one small oval.

3. C has one big oval and two small ovals which lie in the same connected component
of the complement of the big oval inside Q(R) \ {q}.
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4. C has one big oval and three small ovals.

5. C has one big oval and four small ovals.

6. C has three big ovals.

7. C has one big oval and two small ovals which lie in di↵erent connected components
of the complement of the big oval inside Q(R) \ {q}.

Moreover, C(R) separates C(C) if and only if one of the last two cases is satisfied.

(a) Theorem 1.1.9 Case 1. (b) Theorem 1.1.9 Case 2. (c) Theorem 1.1.9 Case 3.

(d) Theorem 1.1.9 Case 4. (e) Theorem 1.1.9 Case 5. (f) Theorem 1.1.9 Case 6.

(g) Theorem 1.1.9 Case 7.

Figure 1.1: The seven pictures represents the seven case of Theorem 1.1.9. The space
sextic is the intersection of the a�ne cone x2+y2�1 in light blue, with a cubic surface
in light orange.

Let us now highlight the connection between real theta characteristics and the ovals of
a real curve.

Definition 1.1.10. A theta characteristic of a non singular curve C is a divisor ⇥
such that 2⇥ is linearly equivalent to the canonical divisor of C. We say that a theta
characteristic ⇥ is even or odd if the dimension of the space of global sections of ⇥ is
even or odd, respectively.
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We refer to [40, Chapter 5] for further literature on theta characteristics. An example
of a geometric application of theta characteristics is the case of space sextics, where
odd theta characteristics coincide with tritangent planes to the curve (see [64, Theorem
2.2]). The number of even and odd theta characteristics is uniquely determined by the
genus of the curve (see [93])

Theorem 1.1.11. Let C be a genus g smooth curve. Then, the number of even and
odd theta characteristics is 2g�1(2g + 1) and 2g�1(2g � 1), respectively.

Next we introduce the real variant of theta characteristics, which was defined in [81].

Definition 1.1.12. A real theta characteristic of a real curve C is a theta characteristic
⇥ of C that is linearly equivalent to ◆⇤⇥, where ◆ is the involution defining the real
structure on C.

The number of real odd and even theta characteristics of a genus g real curve was
derived in the main theorem of [81].

Theorem 1.1.13. Let C be a genus g real smooth curve with s > 0 ovals.

1. If C(R) separates C, the number of even and odd real theta characteristics of C
is 2g�1(2s�1 + 1) and 2g�1(2s�1 � 1), respectively.

2. If C(R) does not separate C, the number of even and odd real theta characteristics
of C are both 2g+s�2.

We can apply Theorem 1.1.13 to compute the number of real theta characteristics
by means of the distinct cases of Theorem 1.1.9. In Table 1.2, the number of even
and odd theta characteristics is given for each of these cases. We highlighted before
that the odd theta characteristics of a space sextic are in bijection with the tritangent
planes of the curve. Similarly, real odd theta characteristics of a real space sextic are
in bijection with real tritangent planes. Here, a real tritangent plane is a tritangent
plane defined by a real equation, which di↵ers from the notion of totally real tritangent
plane. The latter is a real tritangent plane intersecting the real space sextic at 3 real
points with multiplicity 2. In the same way that real tritangents are related to real
theta characteristic, totally real tritangents are closely related to the notion of totally
real theta characteristics (see [83]). For more literature on (totally) real tritangent
planes we refer to [26, 64, 82].

1.1.4 Real del Pezzo surfaces of degree one

In [122], another key ingredient in the study of h4 are del Pezzo surfaces of degree one.
We give a brief introduction to this type of surfaces following [40, Chapter 8] and [91,
Chapter IV]. With the purpose of investigating real plane Hurwitz numbers, we devote
this section not only to del Pezzo surfaces of degree 1, but also to their real version.
For the real algebraic geometry of del Pezzo surface we mainly follow [109].
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Definition 1.1.14. A del Pezzo surface is a smooth surface with ample anticanonical
bundle. The degree of a del Pezzo surface is defined as the self intersection of the
canonical class.

For instance, P2 and P1⇥P1 are del Pezzo surfaces of degree 9 and 8 respectively. The
classification of del Pezzo surfaces is a well-known result in algebraic geometry (see [40,
Theorem 8.1.15]). This classification states that a del Pezzo surface is isomorphic to
P2, P1 ⇥ P1 or the blow up of k points in P2 in general position for 1  k  8. The
degree of the latest type of del Pezzo surfaces is 9� k. For our purposes, we focus on
del Pezzo surfaces of degree 1. By the above classification of del Pezzo surface, such a
surface is isomorphic to the blow up of P2 at 8 points in general position. Here general
position means that the following conditions are satisfied:

• All points are distinct.

• No three points are in a line.

• No six points are on a conic.

• No cubic passes through the points with one of them being singular.

An important concept related to del Pezzo surfaces is the notion of (�1)–curves.
Definition 1.1.15. A (�1)–curve in a del Pezzo surface is a rational curve with self
intersection �1.
In [91, Section 26], one can find the complete description of the (�1)–curves of del
Pezzo surfaces. Here we will only present the (�1)–curves for del Pezzo surfaces of
degree 1. In total, there are 240 (�1)–curves in a del Pezzo surface of degree 1. These
(�1)–curves can be described through the blow up description of the del Pezzo surface.
Consider the blow up BlPP2 where P = {p1, . . . , p8} is a set of 8 points in P2 in general
position. We now list all the (�1)–curves of BlPP2.

Theorem 1.1.16. [91, Theorem 26.2] The 240 (�1)–curves of BlPP2 are

1. For every i 2 [8], the exceptional divisor Ei of pi is a (�1)–curve.

2. For every i, j 2 [8] distinct, the strict transform L̃i,j of the line Li,j passing
through pi and pj is a (�1)–curve.

3. For every i1, i2, i3 2 [8] distinct, let Qi1,i2,i3 be the strict transform of the quadric
passing through P \ {pi1 , pi2 , pi3}. Then, Qi1,i2,i3 is a (�1)–curve.

4. For every i, j 2 [8] distinct, the strict transform Ci,j of a cubic passing through
P \ {pi, pj} with multiplicity 1, through pi with multiplicity 2 and not passing
through pj, is a (�1)–curve.

5. For every i1, i2, i3 2 [8] distinct, let Q0
i1,i2,i3

be the strict transform of the quartic
passing through P \{pi1 , pi2 , pi3} with multiplicity 1 and with multiplicity 2 at pi1,
pi2 and pi3. Then, Qi1,i2,i3 is a (�1)–curve.
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6. For every i, j 2 [8] distinct, the strict transform Ri,j of the plane quintic passing
doubly through P \ {i, j} and with multiplicity 1 at pi and pj is a (�1)–curve.

7. For every i 2 [8], let Si be the strict transform of the plane sextic passing doubly
through P \ {pi} and with multiplicity 3 at pi. Then, Si is a (�1)–curve.

We are interested on counting the (�1)–curves of a del Pezzo surface of degree 1 up
to the action of an involution of BlPP2 called the Bertini involution, which is defined
as follows. The linear system of cubics passing through P has dimension 2 and it is
generated by two cubics u, v. Similarly, the linear system of sextics passing doubly
through P has dimension 4. This linear system is generated by u2, uv, v2 and a sextic
w. Given a generic point p 2 P2, there is a unique cubic up passing through P [ {p}.
Consider the linear system Ep of sextics passing through p and vanishing double at
P . Then, Ep has dimension 3 and it is generated by upu, upv and a sextic wp. The
intersection of wp and up at 18 points counted with multiplicity. Among them, 16 are
the 8 points of P with multiplicity 2. The two remaining points are p and an extra point
denoted by q. In paricular, we get that the base locus of Ep is {2p1, . . . , 2p8, p, q}. The
Bertini involution of the plane is the rational involution that sends p to q. The Bertini
involution of the plane lifts to an involution ◆ of BlPP2 called the Bertini involution.

Definition 1.1.17. A Bertini pair {C1, C2} is an unordered pair of (�1)–curves in
BlPP2 invariant under the Bertini involution.

In [109, Secion 5], the list of Bertini pairs of a degree 1 del Pezzo surface is given. This
list can also be found in [82, Section 2]. We now describe each of these pairs using
the notation in Theorem 1.1.16. For every i 2 [8], {Ei, Si} is a Bertini pair. For every
i, j 2 [8] distinct, {L̃i,j, Ri,j} form a Bertini pair. Similarly, there are 56 Bertini pairs
of the form {Qi1,i2,i3 , Q

0
i1,i2,i3

} for i1 < i2 < i3. Finally, {Ci,j, Cj,i} is a Bertini pair for
i 6= j. In particular there are 120 Bertini pairs in a del Pezzo surface of degree 1.

The fact that the number 120 appears both in the setting of del Pezzo surfaces and
space sextics is not a coincidence. We saw in Section 1.1.3 that a space sextic lies in
a quadric cone. Such cone is isomorphic to the weighted projective space P(1, 1, 2).
Now, let u and v be two linearly independent cubics passing through P . Let w be a
plane sextics such that {u2, uv, v2, w} is a basis of the linear system of sextics vanishing
doubly at P . The map

BlPP2 �! P(1, 1, 2)
p 7�! [u(p), v(p), w(p)]

is a double cover of P(1, 1, 2). The Bertini involution is exactly the involution defined
by this double cover. Moreover, the branch locus is a space sextic and the preimage of a
tritangent plane consists of two (�1)–curves forming a Bertini pair. We conclude that
the 120 tritangent planes of a space sextic are in bijection with the 120 (�1)–curves of
BlPP2 up to the Bertini involution.
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XR # real (�1)–curves
P2
R(8, 0) 240

P2
R(6, 2) 126

P2
R(4, 4) 60

P2
R(2, 6) 26

P2
R(0, 8) 8

D4(3, 0)12 24

D4(3, 0)03 24

D4(1, 2) 6

D2(1, 0) 4

G2(1, 0) 2

B1 0

Table 1.1: On the left column we list the possible real del Pezzo surfaces of degree 1.
The right column shows the number of real (�1)–curves each type of real del Pezzo
surface has.

Next we focus on the real structure of del Pezzo surfaces. The main reference we follow
for the real geometry of these surfaces is [109]. Given a real algebraic variety X, we
denote the blow up of X at a + 2b general points, a real points and b conjugate pairs
of points, by X(a, 2b). Let Dd be the real algebraic surface associated to a real de
Jonquiéres involution described in [109, Section 3]. Similarly, let G2 and B1 be the
real surfaces associated to a real Geiser and Bertini involution respectively. We refer
to [109, Sections 4 and 5] for further details on these surfaces.

Let X be a real del Pezzo surface whose real structure is given by an involution �.

Definition 1.1.18. A real (�1)–curve on X is a (�1)–curve C such that �(C) = C.
A real Bertini pair is a Bertini pair {C1, C2} that is invariant under the real involution
�. In other words, �(C1) = C2.

Note that in the definition of a real Bertini pair we do not require the (�1)–curves in a
real Bertini pair to be real. In [109, Corollary 5.3], a list of the real del Pezzo surfaces
of degree 1 together with their number of real (�1)–curves is given (See Table 1.1).

Given a real del Pezzo surface X of degree 1, we define its associated surface as follows.
Recall that we have a double cover X ! Q ⇢ P3, where Q is a real quadric cone.
Locally, X is given by the equation z2 = f(x, y), where f is the local equation of Q.
The associated surface of X is the surface locally defined by z2 = �f(x, y). Note that
after a complex base change X is isomorphic to its associate surface. Let C be the
space sextic given by the branch locus of the double cover X ! Q ⇢ P3. Then, the
double cover establishes a bijection between the set of real tritangent planes of C and
the set of real Bertini pairs of X. In [109, Corollary 5.3] a list of the real del Pezzo
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surfaces of degree 1 with their associated surfaces and the corresponding number of
real Bertini pairs is given (see Table 1.2).

XR X 0
R Ovals # real odd theta # real even theta

P2
R(8, 0) B1 1 big + 4 small 120 136

P2
R(6, 2) G2(1, 0) 1 big + 3 small 64 64

P2
R(4, 4) D2(1, 0) 1 big + 2 small 32 32

P2
R(2, 6) D4(1, 2) 1 big + 1 small 16 16

P2
R(0, 8) P2

R(0, 8) 1 big 8 8

D4(3, 0)12 D4(3, 0)12 3 big 24 40

D4(3, 0)03 D4(3, 0)03 1 big + 1 + 1 small 24 40

Table 1.2: The first two columns list the pairs of del Pezzo surface together with its
associated surface. The third column represents the distribution of the ovals of the
corresponding space sextic. Here 1 big + 1 + 1 small refers to case 7 in Theorem 1.1.9.
The fourth column represents the number of real odd theta characteristics of the space
sextic, which equals the number of real tritangent planes to the space sextics and the
number of real Bertini pairs. The last column indicates the number of real even theta
characteristics.

1.2 Normal forms and numerical computations

In this section we approach our recovery problem from a numerical perspective. The

main idea is to find useful normal forms for the action of G on P(
d+2
2 )�1. These normal

forms allow us to translate the recovery problem into solving a polynomial system of
equations that we can solve numerically using HomotopyContinuation.jl [17].

We use the same notation as in Section 1.1.2. We identify P(
d+2
2 )�1 with the space of

plane curves (1.1) of degree d and use as homogeneous coordinates the ↵ijk. In other
words, we write a degree d ternary form as

A(x, y, z) =
X

i+j+k=d

↵ijk x
iyjzk.

Similarly, we represent the branch points by a binary form

B(x, y) =
X

i+j=d(d�1)

�ij x
iyj.

We identify Pd(d�1) with the space of degree d(d � 1) binary forms and we use the
coordinates �ij as above. We consider the following projective space Ld of codimension
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3 given by the equations

Ld = V(↵10 d�1 , ↵d�1 10 , ↵00d � ↵01 d�1 ). (1.7)

We now show that this linear space serves as normal form with respect to the group
action on fibers of (1.3). Recall that the group that acts is the three-dimensional group
G ⇢ PGL(3) given in (1.5).

Theorem 1.2.1. Let A be a ternary form of degree d � 3 such that

↵00d

 
d�1X

k=0

(k + 1)(�1)k
dk

↵k

10 d�1↵
d�k�1
00d ↵d�k�1 0 k+1

!
6= 0. (1.8)

The orbit of A under the action of G on P(
d+2
2 )�1 intersects the linear space Ld in one

point.

Proof. We find the unique point in Ld \ GA. Let g 2 G be as in (1.4). Without
loss of generality, we set g0 = 1. Note that the coe�cient of xzd�1 in gA equals
(d↵00dg1 + ↵10 d�1)g

d�1
3 . By setting g1 = �1

d
↵10 d�1/↵00d, we obtain that the coe�cient

of xzd�1 of gA vanishes. The polynomial gA arises from A by the coordinate change
z 7! g1x+g2y+g3z. Thus, a monomial xiyjzd�i�j contributes the expression xiyj(g1x+
g2y + g3z)d�i�j to gA. This contributes to the monomials xi

0
yj

0
zd�i

0�j
0
with i0 � i and

j0 � j. The coe�cient of xd�1y in gA arises from applying the coordinate change to
the subsum of A

d�1X

i=0

↵i0 d�i x
izd�i +

d�1X

i=0

↵i1 d�i�1 x
iyzd�i�1.

Thus, the coe�cient of xd�1y in gA is equal to

d�1X

i=0

↵i0 d�i(d� i) gd�i�1
1 g2 +

d�1X

i=0

↵i1 d�i�1 g
d�i�1
1 .

Inserting the above result for g1, and setting the coe�cient of xd�1y to zero, this
a�ne-linear equation for g2 can be solved. We obtain g2 as a rational function in the
↵ijk.
Next, we equate the coe�cients of yzd�1 and zd. The first can be computed from
the sum ↵00dzd + ↵01 d�1yzd�1 and equals ↵00d d g2g

d�1
3 + ↵01 d�1 g

d�1
3 . The second

is computed from the zd coe�cient of A only, and we find it to be ↵00d · gd3 . Setting
these two to be equal, and solving for g3, we obtain g3 = 1

↵00d
(↵00d d g2 + ↵01 d�1).

Evaluating our result for g2, we obtain g3 as a rational function in the ↵ijk. Note
that the expressions obtained for g1, g2, g3 as rational functions in the ↵ijk are unique.
Therefore, the G–orbit of A cuts Ld in a unique point.
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Remark 1.2.2. One of the assumption of Theorem 1.2.1 is that d � 3. Observe that
the result does not hold for d = 2. Indeed, in this case, the G-orbit of A consists of the
conics of the form

gA = (↵002g21 + ↵101g0g1 + ↵200g20)x
2 + (2↵002g1g2 + ↵011g0g1 + ↵101g0g2 + ↵110g20)xy

+(2↵002g1g3+↵101g0g3)xz + (↵002g22+↵011g0g2+↵020g20)y
2

+(2↵002g2g3+↵011g0g3)yz + ↵002g23z
2.

For generic ↵ijk, there is no choice of g 2 G making the coe�cients of the monomials
xy and xz both zero. Note that the parenthesized sum in Equation (1.8) is the zero
polynomial for d = 2, but not for d � 3.

Example 1.2.3. We show the solution in the two cases of primary interest: d = 3
and d = 4. For cubics (d = 3), the unique point gA in L3 \ GA is given by the group
element g with

g0 = 1,

g1 = � ↵102

3↵003
,

g2 =
9↵2

003↵210 � 3↵003↵102↵111 + ↵012↵2
102

3↵003(3↵003↵201 � ↵2
102)

,

g3 =
9↵3

003↵210 + 3↵003↵012↵201 � 3↵2
003↵102↵111 + ↵003↵012↵2

102 � ↵2
102↵012

↵003(3↵003↵201 � ↵2
102)

.

For quartics (d = 4), the unique point gA in L4 \ GA is given by g 2 G, where

g0 = 1,

g1 = � ↵103

4↵004
,

g2 =
64↵3

004↵310 � 16↵2
004↵103↵211 + 4↵004↵2

103↵112 � ↵013↵3
103)

8↵004(8↵2
004↵301 � 4↵004↵103↵202 + ↵3

103)
,

and g3 is the quotient of

64↵4
004↵310 + 16↵2

004↵013↵301 � 16↵3
004↵103↵211 � 8↵004↵013↵103↵202+

4↵2
004↵

2
103↵112 + 2↵3

103↵013 � ↵004↵013↵3
103

and 2↵004 · (8↵2
004↵301 � 4↵004↵103↵202 + ↵3

103).

One can derive similar formulas for the transformation to normal form when d � 5.
The denominator in the expressions for g is the polynomial of degree d in ↵ shown in
(1.8).

Our task is to solve the equation discrz(Â) = B, for a fixed binary form B. This

equation is understood projectively, meaning that we seek Â in P(
d+2
2 )�1 such that
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discrz(Â) vanishes at all zeros of B in P1. By Theorem 1.2.1, we may assume that Â
lies in the subspace Ld. Our system has extraneous solutions, namely ternary forms
Â whose discriminant vanishes identically. They must be removed when solving our
recovery problem. We now identify them geometrically.

Proposition 1.2.4. The base locus of the discriminant map (1.3) consists of two

varieties. These have codimension 3 and 2d � 1 respectively in P(
d+2
2 )�1. The former

consists of all curves that are singular at p = [0, 0, 1], and the latter is the locus of
non-reduced curves.

Proof. The binary form discrz(A) vanishes identically if and only if the univariate
polynomial function z 7! A(u, v, z) has a double zero ẑ for all u, v 2 C. If p is a
singular point of the curve V(A) then ẑ = 0 is always such a double zero. If A has
a factor of multiplicity � 2 then so does the univariate polynomial z 7! A(u, v, z),
and the discriminant vanishes. Up to closure, we may assume that this factor is a
linear form, so there are

�
d

2

�
� 1 + 2 degrees of freedom. This shows that the family

of nonreduced curves A has codimension 2d � 1 = (
�
d+2
2

�
� 1) � (

�
d

2

�
+ 1). The two

scenarios define two distinct irreducible subvarieties of P(
d+2
2 )�1. For A outside their

union, the binary form discrz(A) is not identically zero.

We now present our solution to the recovery problem for cubic curves. Let B be a
binary sextic with six distinct zeros in P1 and let A be a ternary cubic in L3. Thus, A
is a polynomial of the form

A = ↵300x
3 + ↵201x

2z + ↵111xyz + ↵102xz
2 + ↵030y

3 + ↵021y
2z + yz2 + z3.

Here we assume p = [0, 0, 1] 62 V(A), so that ↵003 = 1. Since A 2 L3, we also get
that ↵012 = 1. The remaining six coe�cients ↵ijk are unknowns. The discriminant
discrz(A) has degree three in these variables and equals

(4↵3
201+27↵2

300)x
6+(12↵111↵

2
201� 18↵201↵300)x

5y+ · · ·+(4↵3
021�↵2

021� · · ·+4↵030)y
6.

We are looking for the values of ↵ijk such that this expression vanishes at each of the
six zeros of B. This gives a system of six inhomogeneous cubic equations in the six
unknowns ↵ijk. In order to remove the extraneous solutions described in Proposition
1.2.4, we further require that the leading coe�cient of the discriminant is nonzero. We
can write our system of cubic constraints in the ↵ijk as follows:

rank

✓
4↵3

201+27↵2
300 · · · 4↵3

021�↵2
021 � · · ·+ 4↵030

�60 · · · �06

◆
 1

and 4↵3
201 + 27↵2

300 6= 0

9
>=

>;
. (1.9)

This polynomial system encodes exactly the recovery of plane cubics from six branch
points.
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The study of cubic curves tangent, in particular Corollary 1.2.5 below, to a pencil of
six lines goes back to Cayley [25]. The formula h3 = 40 was found by Clebsch [30, 31].
We shall discuss his remarkable work in Section 1.4. A modern proof for h3 = 40 was
given by Kleiman and Speiser in [80, Corollary 8.5]. We here present the argument
given in Ongaro’s thesis [99].

Corollary 1.2.5. For general �ij, the system (1.9) has h3 = 40 distinct solutions
↵ 2 C6.

Proof. By [99, Proposition 5.5.2], every covering of P1 by a plane cubic curve is a shift
in the group law of that elliptic curve followed by a linear projection from a point
in P2. This implies that the classical Hurwitz number, which counts such coverings,
coincides with the plane Hurwitz number h3. The former is the number of six-tuples
⌧ = (⌧1, ⌧2, ⌧3, ⌧4, ⌧5, ⌧6) of permutations of {1, 2, 3}, not all equal, whose product is
the identity, up to conjugation. We can choose ⌧1, . . . , ⌧5 in 35 = 243 distinct ways.
Three of these are disallowed, so there are 240 choices. The symmetric group S3 acts
by conjugation on the tuples ⌧ , and all orbits have size six. The number of classes
of allowed six-tuples is thus 240/6 = 40. This is our Hurwitz number h3. Now, the
assertion follows from Theorem 1.2.1, which ensures that the solutions of (1.9) are
representatives.

Now, we focus on another normal form, shown in (1.10), which has desirable geometric
properties. Let A be a ternary form (1.1) with a00 d 6= 0. We define a group element
g 2 G by

g0 = 1 , g1 = �
a10 d�1

d · a00d
, g2 = �

a01 d�1

d · a00d
, g3 = 1.

Then, the coe�cients of xzd�1 and yzd�1 in gA are zero. Thus, after this transforma-
tion, we have that

A = zd + A2(x, y) · zd�2 + A3(x, y) · zd�3 + · · · + Ad�1(x, y) · z + Ad(x, y). (1.10)

Here Ai(x, y) is an arbitrary binary form of degree i. Its i+1 coe�cients are unknowns.
The group G still acts by rescaling x, y simultaneously with arbitrary non-zero scalars
� 2 C⇤. Up to this action, we can identify the normal form (1.10) with the weighted
projective space P(23, 34, . . . , dd+1). In [97, Section 4.2] it is proven that the quotient
PHd is a good quotient and it can be seen as an open subset in the weighted projective
space P(23, 34, . . . , dd+1). Moreover, in [97] a more functorial perspective is given to
PHd and the plane Hurwitz numbers.

We next illustrate the utility of (1.10) by computing the planar Hurwitz number for
d=4. Consider a general ternary quartic A. We record its 12 branch points by fixing
the discriminant B = discrz(A). Let Â 2 L4 be an unknown quartic in the normal form
specified in Theorem 1.2.1. In particular, Â has 13 terms, 11 of the form ↵ijkxiyjzk

plus yz3 and z4. Our task is to solve the following system of 12 polynomial equations
of degree five in the 11 unknowns ↵ijk:
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discrz(Â) = B up to scalar multiplication. (1.11)

The number of solutions of this system was found by Vakil [122] with geometric meth-
ods.

Theorem 1.2.6. Let B =
P

i+j=12 �ijx
iyj be the discriminant with respect to z of a

general ternary quartic A. Then the polynomial system (1.11) has h4 = 120 distinct
solutions ↵ 2 C11.

Proof. We work with the normal form (1.10). Up to the action of G, the 11–dimensional
weighted projective space P(23, 34, 45) parametrizes the triples (A2, A3, A4). Follow-
ing Vakil [122], we consider a second weighted projective space of dimension 11,
namely P(35, 27). This weighted projective space parametrizes pairs (U4, U6) where
Ui = Ui(x, y) is a binary form of degree i, up to a common rescaling of x, y by some
� 2 C⇤. We define a rational map among our two weighted projective spaces as follows:

⌫ : P(23, 34, 45) 99K P(35, 27)
(A2, A3, A4) 7! (�4A4 � 1

3A
2
2, A

2
3 � 8

3A2A4 +
2
27A

3
2)

. (1.12)

We compose ⌫ with the following map into the space P12 of binary forms of degree 12:

µ : P(35, 27) 99K P12

(U2, U3) 7! 4 · U3
2 + 27 · U2

3
. (1.13)

The reasoning for the maps (1.12) and (1.13) is that they represent the formula of the
discriminant discrz(A) of the special quartic in (1.10). Thus, modulo the action of G,
we have

⇡ = µ � ⌫,

where ⇡ : P14 99K P12 is the branch locus map in (1.3). One checks this by a direct
computation.
Vakil proves in [122, Proposition 3.1] that the map ⌫ is dominant and its degree equals
120. We also verified this statement independently via a numerical calculation in
a�ne coordinates using HomotopyContinuation.jl [17], and we certified its correct-
ness using the method in [16]. This implies that the image of the map µ equals the
hypersurface V4. In particular, V4 is the locus of all binary forms of degree 12 that are
sums of the cube of a quartic and the square of a sextic. Vakil proves in [122, Theorem
6.1] that the map µ is birational onto its image V4. We verified this statement by a
Gröbner basis calculation. This result implies that both ⌫ and ⇡ are maps of degree
120, as desired.

The hypothesis in Theorem 1.2.6 that ensures that B is the discriminant with respect
to z of a generic ternary quartic is necessary. Indeed, for d = 4, the variety V4 is
a hypersurface of P12. Hence, B is not a generic degree 12 binary form but it must
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be contained in V4. The degree of this hypersurface was determined by Vakil in the
following result.

Theorem 1.2.7. [122, Theorem 6.2] The degree of the hypersurface V4 equals 3762.

From Theorem 1.2.7 we derive the following corollary.

Corollary 1.2.8. If we prescribe 11 general branch points on the line P1 then the
number of complex quartics A such that discrz(A) vanishes at these points is equal to
120 · 3762 = 451440.

Proof. Consider the space P12 of binary forms of degree 12. Vanishing at 11 general
points defines a line in P12. That line meets the hypersurface V4 in 3762 points. By
Theorem 1.2.6, each of these points in V4 ⇢ P12 has precisely 120 preimages A in P14

under the map (1.3).

Remark 1.2.9. It was claimed in [99, equation (5.14)] and [101, page 608] that h3 is
equal to 120 · (310 � 1)/2 = 3542880. That claim is not correct. The factor (310 � 1)/2
is not needed.

Remark 1.2.10. We also verified that V4 has degree 3762, namely by solving 12 random
a�ne-linear equations on the parametrization (1.13). The common Newton polytope
of the resulting polynomials has normalized volume 31104. This is the number of paths
tracked by the polyhedral homotopy in HomotopyContinuation.jl. We found 22572 =
3762⇥ 6 complex solutions. The factor 6 arises because U2 and U3 can be multiplied by
roots of unity.

Algorithm 1 describes the numerical methods of reconstructing 120 plane quartics from
their branch locus.

Algorithm 1

Input: pair (U4, U6) where Ui is a binary form of degree i.

Output: 120 ternary quartics that approximate the 120 quartics in L4 whose discrimi-
nant equals U3

4 + U2
6 .

1. Construct the system of equations given by

A1A3 � 4A0A4 � 1
3A

2
2 = U2

A2
1A4 + A0A2

3 � 8
3A0A2A4 � 1

3A1A2A3 +
2
27A

3
2 = U3

. (1.14)

2. The system (1.14) has 12 = 5 + 7 equations in the 12 unknown coe�cients of
A 2 L4. Compute the 120 complex solutions, which can be found easily with
HomotopyContinuation.jl [17].

We finish this section introducing the notion of real plane Hurwitz numbers.
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Definition 1.2.11. We say that an orbit of the action of G on P(
d+2
2 )�1 is real if it

contains a degree d form A with real coe�cients. Analogously, a point in PHd is real
if the corresponding G–orbit is real. We denote the real points of Vd by Vd(R). Given
B 2 Vd(R), we define the real plane Hurwitz number, denoted by hreal

d
(B) , as the number

of real points of PHd in the fiber of B via the branching morphism.

For instance, in the recovery method shown in Example 1.1.5 for d = 2, we see that if B
is a real branch locus, then the unique G–orbit in the fiber of B is also real. Therefore,
hreal2 (B) = 1 for every real branch locus B.

Along this section we have shown the usefulness of the normal forms in (1.7) and (1.10)
for performing numerical computation. Another advantage of both normal forms is that
the they read when a G–orbit is real or not.

Proposition 1.2.12. For a generic A 2 P(
d+2
2 ), the G–orbit of A is real if and only if

its intersection with the projective subspaces (1.7) ( (1.10) respectively) is a real point.

Proof. Let A 2 P(
d+2
2 ) such that the G–orbit of A is real. We can assume that A is a

real polynomial. By Theorem 1.2.1, there exists a unique g 2 G such that gA is in Ld.
Moreover, in the proof of Theorem 1.2.1, g is written by means of the coe�cients of A.
Since these coe�cients are real, gA is a real polynomial. Therefore, the intersection
of Ld and the G–orbit of A is real point. The converse follows from the fact that the
intersection of Ld and the G–orbit of A is an element of the orbit. The proof for the
normal form (1.10) follows from the same reasoning.

We use Proposition 1.2.12 to compute numerically the possible real plane Hurwitz
numbers for cubics and quartics. The numerical computations that we ran using
HomotopyContinuation.jl suggested that hreal3 (B) = 8 for any real branch locus B.
In the case of plane quartics, the numerical experiments suggested that for B 2 V4(R),
the real plane Hurwitz number hreal4 (B) is 8, 16, 24, 32, 64 or 120. These computations
serve as an inspiration for the theoretical proofs of these values carried out in Sections
1.3 and 1.5.2.

1.3 Hurwitz combinatorics

The theory of Hurwitz numbers is strongly related to combinatorics via the monodromy
group. This is exhibited in Lemma 1.1.1, where the computation the Hurwitz numbers
Hd is transform into a combinatorial problem. Analogously, Lemma 1.1.2 allows to
compute real Hurwitz numbers using combinatorial tools. In this section we focus on
the combinatorial features of our problem.

The two cases, we are primary interested in, are d = 3 and d = 4. From the proofs
of Corollary 1.2.5 and Theorem 1.2.6, we infer that these two cases have di↵erent
behaviors. This is also reflected in the fact that h3 = H3 = 40, but h4 = 120 < H4 =
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7528620. The count in Lemma 1.1.1 can be realized by combinatorial objects known as
monodromy graphs. These occur in di↵erent guises in the literature. Here we use the
version that is defined formally in [62, Definition 3.1]. These represent abstract covers
in the tropical setting of balanced metric graphs. In the following example we list the
40 monodromy graphs for d = 3.

Example 1.3.1 (Forty monodromy graphs). For d = 3, Lemma 1.1.1 yields H3 = 40
six-tuples ⌧ = (⌧1, ⌧2, . . . , ⌧6) of permutations of {1, 2, 3}, up to the conjugation action
by S3. In Table 1.3 we list representatives for these 40 orbits (see also [100, Table 1]).
Each tuple ⌧ determines a monodromy graph as in [22, Lemma 4.2] and [62, Section
3.3]. Reading from the left to right, the diagram represents the cycle decompositions of
the permutations ⌧i � · · · � ⌧1 for i = 1, . . . , 6. For instance, for the first type A1, we
start at id = (1)(2)(3), then pass to (12)(3), next to (123), then to (12)(3), etc. On the
right end, we are back at id = (1)(2)(3).

Type Real? Six-Tuple ⌧ Monodromy Graph Clebsch P3(F3)

A1

A2

X(12)
X(12)

(12)(13)(13)(13)(13)(12)
(12)(13)(13)(23)(23)(12) 123

12
3

2

1

3

2

1

123
1a

0010
0100

A3

A4

A11

A12

7
7
7
7

(12)(13)(13)(13)(23)(13)
(12)(13)(13)(13)(12)(23)
(12)(13)(13)(23)(12)(13)
(12)(13)(13)(23)(13)(23)

123
12

3

2

1

3

348
357
7b
4c

1022
1012
1102
1201

A5

A6

A7

A13

A14

A15

7
7
7
7
7
7

(12)(13)(23)(23)(13)(12)
(12)(13)(23)(23)(23)(13)
(12)(13)(23)(23)(12)(23)
(12)(13)(23)(12)(23)(12)
(12)(13)(23)(12)(12)(13)
(12)(13)(23)(12)(13)(23)

123
13

3

2

1

3

456
267
168
1b
7c
4a

1020
1011
0012
1100
1201
0101

A8

A9

A10

A16

A17

A18

7
7
7
7
7
7

(12)(13)(12)(12)(13)(12)
(12)(13)(12)(12)(23)(13)
(12)(13)(12)(12)(12)(23)
(12)(13)(12)(13)(23)(12)
(12)(13)(12)(13)(12)(13)
(12)(13)(12)(13)(13)(23)

123
23

3

2

1

3

789
159
249
1c
7a
4b

1010
0010
1021
1200
0102
1101

B1

B2

X(id)
X(id)

(12)(12)(13)(13)(12)(12)
(12)(12)(13)(13)(23)(23)

3

2

1

3 base
147

1000
0001

C`

1

C`

2

C`

3

X(12)
7
7

(12)(12)(12)(13)(13)(12)
(12)(12)(12)(13)(23)(13)
(12)(12)(12)(13)(12)(23)

3

2

1

3 2a
8b
5c

0110
1112
1222
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Cr

1

Cr

2

Cr

3

X(12)
7
7

(12)(13)(13)(12)(12)(12)
(12)(13)(23)(13)(13)(13)
(12)(13)(12)(23)(23)(23)

3

2

1

3 3a
6b
9c

0120
1121
1211

D`

1 X(id) (12)(12)(12)(12)(13)(13)
3

2

1

3

1

2

369 1002

Dr

1 X(id) (12)(12)(13)(13)(13)(13)
1

2

3

2

3

1

258 1001

E `

1

E `

3

E `

5

7
7
7

(12)(12)(13)(23)(13)(12)
(12)(12)(13)(23)(23)(13)
(12)(12)(13)(23)(12)(23)

3

2

1

3

123

2b
8c
5a

1110
1221
0111

E `

2

E `

4

E `

6

7
7
7

(12)(12)(13)(12)(23)(12)
(12)(12)(13)(12)(12)(13)
(12)(12)(13)(12)(13)(23)

3

2

1

3

132

2c
5b
8a

1220
1111
0112

Er

1

Er

3

Er

5

7
7
7

(12)(13)(23)(13)(12)(12)
(12)(13)(13)(12)(13)(13)
(12)(13)(13)(12)(23)(23)

3

2

1

3 3c
6c
9b

1210
1212
1122

Er

2

Er

4

Er

6

7
7
7

(12)(13)(12)(23)(12)(12)
(12)(13)(12)(23)(13)(13)
(12)(13)(23)(13)(23)(23)

3

2

1

3 3b
6a
9a

1120
0121
0122

Table 1.3: The first column lists the label given in Example 1.3.1 of the 40 six-tuples
of permutations representing H3 = 40. The second column indicates whether the
corresponding six-tuple is real or not. The third column corresponds to the sex-tuples
of permutations, and in the fourth column the monodromy graphs are indicated. In
the case of a real monodromy graph, the coloring is also indicated. The two rightmost
columns, labeled Clebsch and P3(F3), will be explained in Section 1.4.

To identify real monodromy representations (see Lemma 1.1.2), we give a coloring
as in [62, Definition 3.5]. Using [62, Lemma 3.5] we find eight real covers among
the 40 complex covers. We use [62, Lemma 2.3] to associate the real covers to their
monodromy representations.

We divide the 40 classes into five types, A to E , depending on the combinatorial type
of the graph. Types A and B are symmetric under reflection of the ends, C, D and E
are not. An upper index ` indicates that the cycle of the graph is on the left side of
the graph, while r indicates that it is on the right side. The number of classes of each
type is the multiplicity in [22, Lemma 4.2] and [100, Table 1]. Each class starts with
the real types, if there are any, and proceeds lexicographically in ⌧ . In the table, the
edges of the monodromy graphs are labeled by the cycle they represent. If the edge is
unlabeled, then the corresponding cycle is either clear from context or varies through
all possible cycles in S3 of appropriate length.
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The combinatorics exposed in Table 1.3 allow us to compute the real Hurwitz number
Hreal

3 (t).

Proposition 1.3.2. Hreal
3 (t) = 8 for t = 6, 4, 2, 0.

Proof. We prove the proposition by investigating all monodromy representations in
Table 1.3. Using explicit computations in Oscar [35], we identify all six-tuples ⌧ that
satisfy the conditions in Lemma 1.1.2. For a cover with 6 real branch points, we obtain
8 real monodromy representations, of types A1,A2,B1,B2, Cl

1, Cr

1 ,Dl

1 and Dr

1, listed in
Table 1.3 with coloring. For a cover with 4 real branch points and a pair of complex
conjugate branch points, we again obtain 8 real monodromy representations. These
are the types A3,A12,B1,B2, Cl

2, Cr

1 ,Dl

1 and Dr

1. For two real branch points and two
complex conjugate pairs, we again obtain 8 real monodromy representations, namely of
types A9,A12,B1,B2,Dl

1,Dr

1, E `

3 and Er

1 . Finally, for three pairs of complex conjugate
branch points, we find the 8 types A5,A17,B1,B2,Dl

1,Dr

1, E `

3 and Er

5 .

Using Proposition 1.3.2, the real plane Hurwitz number for d = 3 are determined.

Corollary 1.3.3. The real plane Hurwitz number for cubics is equal to eight. To be
precise, the system (1.9) always has 8 real solutions, provided that the given parameters
�ij are real and generic.

Proof. It derives from Corollary 1.2.5 and Proposition 1.3.2. Namely, we use the fact
that plane covers are in bijection with abstract covers. Let C ! P1 be a real cover by
an elliptic curve C. The shift of C that is referred to in the proof of Corollary 1.2.5 is
real as well.

Remark 1.3.4. Another proof of Corollary 1.3.3, following Clebsch [30, 31], appears
in Section 1.4.

In Algorithm 2 we present a method for: given a real binary sextic B, it computes nu-
merically 40 plane cubics in the normal form of Theorem 1.2.1 with their corresponding
labelling according to Table 1.3.

The situation is more interesting for d = 4, where we obtained the following result:

Theorem 1.3.5. The real Hurwitz numbers for degree 4 coverings of P1 by genus 3
curves are

Hreal
4 (12) = 20590, Hreal

4 (10) = 15630, Hreal
4 (8) = 11110, Hreal

4 (6) = 7814,

Hreal
4 (4) = 5654, Hreal

4 (2) = 4070, Hreal
4 (0) = 4350.

Proof. These numbers have been found by a direct computation using Oscar [35].
The code for this computation is available at the repository website MathRepo [47]
of MPI-MiS via the link https://mathrepo.mis.mpg.de/BranchPoints. We start

https://mathrepo.mis.mpg.de/BranchPoints


26 CHAPTER 1. RECOVERY OF PLANE CURVES

by constructing a list of all monodromy representations of degree 4 and genus 3. As
monodromy representations occur in equivalence classes, we construct only one canon-
ical representative for each class. This is the element of the equivalence class that is
minimal with respect to the lexicographic ordering. We get a list of H4 = 7528620
monodromy representations that was computed in about 6.5 hours. In other words, we
embarked on a table just like Table 1.3, but its number of rows is now 7528620 instead
of 40.
We next applied Cadoret’s criterion in [21, Section 3.3, formula (?)], which we stated in
Lemma 1.1.2, to our big table. We start with our 7528620 tuples ⌧ , computed as just
described, and mentioned in Lemma 1.1.1. According to Cadoret’s criterion, we must
check for each 12-tuple ⌧ whether there exists an involution � that satisfies certain
equations in the symmetric group S4. This depends on the number r of real branch
points. Recall that t = {0, 2, 4, . . . , 12}. For t = 2, 4, . . . , 12, the only possible involu-
tions � are id, (12), (34) and (12)(34), by the structure of the canonical representative
computed for the list. For t = 0, all involutions in S4 can appear. For each involution
� and each value of t, it took between 5 and 30 minutes to scan our big table, and
to determine how many 12-tuples ⌧ satisfy Cadoret’s criterion for the pair (t, �). For
each t, we collected the number of tuples ⌧ for which the answer was a�rmative. This
gave the numbers stated in Theorem 1.3.5.

Algorithm 2

Input: a binary sextic B with real coe�cients.

Output: 40 cubics A in L3 (normal form of Theorem 1.2.1) along with their labeling
by A1,A2, . . . , Er

6 (See Table 1.3).

1. Compute numerically the 40 solutions of the system (1.9) using
HomotopyContinuation.jl.

2. Fix 6 loops �1, . . . , �6 in the Riemann sphere around the six roots of B that are
compatible with complex conjugation. If all six roots of B are real then we use
[62, Construction 2.4].

3. For each cubic A computed in the first step, we track numerically the three roots
z of A(x, y, z) = 0 as (x : y) cycles along �i. The resulting permutation of the
three roots is the transposition ⌧A,i.

4. The label of the cubic A is the transposition ⌧A = ⌧A,1 · ⌧A,6. This transposition
is unique up to conjugacy by S3. The 8 real cubics A are mapped to the 8 real
monodromy representations, in the proof of Proposition 1.3.2.

5. Return the list of tuples (A, ⌧A) where A is a cubic computed in the first step.
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1.4 Plane cubics

In this section we study in further detail the case of plane cubics. In other words, we
focus on the branching morphism br : PH3 99K P6. This morphism is dominant and a
generic fiber consists of 40 distinct points. In this section we study the Galois group
of this map as well as the recovery algorithm for cubics.

We start by focusing in the the Galois group Gal3 associated with the branching mor-
phism for cubics. Here the Galois group of br is defined as in [65]. Informally, Gal3 is
the subgroup of geometry-preserving permutations of the h3 solutions.

Theorem 1.4.1. The Galois group Gal3 for cubics is the simple group of order 25920,
namely

Gal3 = SU4(F2) = PSp4(F3) = W (E6)/± . (1.15)

This is the Weyl group of type E6 modulo its center, here realized as 4 ⇥ 4 matrix
groups over the finite fields F2 and F3. The action of Gal3 on the 40 monodromy
graphs in Table 1.3 agrees with the action of the symplectic group on the 40 points in
the projective space P3 over F3.

Theorem 1.4.1 is a modern interpretation of Clebsch’s work [30, 31] on binary sextics.
We first learned about the role of the Weyl group in (1.15) through Elkies’ unpublished
manuscript [45].

Remark 1.4.2. The last two columns of Table 1.3 identify the 40 monodromy rep-
resentations with P3(F3) and with Clebsch’s 40 cubics in [31]. The bijection we give
respects the maps Gal3 ' PSp4(F3) ,! S40. But it is far from unique. The same holds
for Cayley’s table in [24].

Proof of Theorem 1.4.1. We consider cubics written in the normal form in (1.10). In
other words, we consider cubics of the form A = z3 + A2(x, y)z + A3(x, y). The
discriminant of A with respect to z is discrz(A) = 4A3

2 + 27A2
3. Given a binary sextic

B, our task is to compute all pairs of binary forms (A2, A3) such that 4A3
2+27A2

3 = B.
This system of equations in the coe�cients of A has 40 solutions, modulo the scaling of
A2 and A3 by roots of unity. Let U = 3

p
4 ·A2 and V =

p
�27 ·A3. We must solve the

following problem. Given a binary sextic B, compute all decompositions into a binary
quadric U and a binary cubic V :

B = U3 � V 2. (1.16)

This is precisely the problem addressed by Clebsch in [30, 31]. By considering the
change of his labeling upon altering the base solution, he implicitly determined the
Galois group as a subgroup of S40. The identification of this group with W (E6) modulo
its center appears in a number of sources, including [71, 121]. These sources show that
Gal3 is also the Galois group of the 27 lines on the cubic surface. Todd [121] refers
to permutations of the 40 Jacobian planes, and Hunt [71, Table 4.1] points to the 40
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triples of trihedral pairs. The connection to cubic surfaces goes back to Jordan in 1870,
and it was known to Clebsch.
As a subgroup of the symmetric group S40, our Galois group is generated by five
permutations �1, . . . ,�5. These permutations correspond to consecutive transpositions
(�i�i+1) of the six loops �1, �2, . . . , �6 in Algorithm 2. Each generator is a product of
nine 3-cycles in S40. Here are the formulas for �1, . . . ,�5 as permutations of the 40
rows in Table 1.3:

�1 = (A10A6A1)(A8A7A3)(A9A5A4)(A17A13A12)(A18A14A2)(A16A15A11)(Er
2Er

6Er
3 )(Er

4Er
1Er

5 )(Cr
3Cr

2Cr
1)

�2 = (E`
4A14A10)(E`

6A15A9)(E`
2A13A8)(B1 Er

1Er
2 )(Dr

1 Cr
2Cr

3)(B2 Er
6Er

4 )(E`
5A7A17)(E`

1A5A16)(E`
3A6A18)

�3 = (C`
3 E`

5 E`
4)(C`

1 E`
1 E`

2)(C`
2 E`

3 E`
6)(A17A11A14)(A18A12A15)(A16A2A13)(Er

2Er
1Cr

1)(Er
4Cr

2Er
3 )(Cr

3Er
6Er

5 )

�4 = (D`
1 C`

2 C`
3)(E`

6 B2 E`
5)(E`

2 E`
1 B1)(A8A16Er

2 )(A9Er
4A17)(Er

3A3A11)(Er
5A12A4)(A15Er

6A7)(A13A5Er
1 )

�5 = (C`
3C`

2C`
1)(E`

4E`
6E`

2)(E`
5E`

3E`
1)(A10A9A8)(A17A18A16)(A4A3A1)(A11A12A2)(A14A15A13)(A7A6A5)

A compatible bijection with the labels of Clebsch [31, Section 9] is given in the second-
to-last column in Table 1.3. The last column indices a bijection with the 40 points in
the projective space P3 over the three-element field F3. This bijection is compatible
with the action of the matrix group PSp4(F3). Under this bijection, the five generators
of our Galois group are mapped to matrices of order 3:

�1 =

0

BB@

1 1 2 0
0 1 0 0
0 0 1 0
0 1 2 1

1

CCA, �2 =

0

BB@

1 0 0 0
2 1 0 2
1 0 1 1
0 0 0 1

1

CCA, �3 =

0

BB@

1 1 0 0
0 1 0 0
0 0 1 0
0 0 0 1

1

CCA,

�4 =

0

BB@

1 0 0 0
2 1 0 1
2 0 1 1
0 0 0 1

1

CCA, �5 =

0

BB@

1 1 1 0
0 1 0 0
0 0 1 0
0 2 2 1

1

CCA.

These are symplectic matrices with entries in F3, modulo scaling by (F3)⇤ = {±1} =
{1, 2}. A computation using GAP [86] verifies that these groups are indeed isomorphic.
In the notation of the atlas of simple groups, our Galois group (1.15) is the group
O5(3).

Remark 1.4.3. The fundamental group of the configuration space of six points in the
Riemann sphere P1 is the braid group B6, which therefore maps onto the finite group
Gal3. One can check that the permutations and matrices listed above satisfy the braid
relations that define B6:

⇢
�i �i+1 �i = �i+1 �i �i+1 for i = 1, 2, 3, 4 and

�i �j = �j �i for |i� j| � 2.

A first consequence of Theorem 1.4.1 is that our recovery problem for cubics is solvable
by radicals.
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Corollary 1.4.4. Given a ternary cubic A, the 39 other solutions (U, V ) to the equation
(1.16) can be written in radicals in the coe�cients of the binary forms A2 and A3.

Proof. We view Gal3 as a group of permutations on the 40 solutions and we consider the
stabilizer subgroup of the given solution. That stabilizer has order 25920/40 = 3 · 216,
and this is the Galois group of the other 39 solutions. It contains the Hesse group
ASL2(F3) as a normal subgroup of index 3. The group ASL2(F3) is solvable, and has
order 216. It is the Galois group of the nine inflection points of a plane cubic [65,
Section II.2]. Therefore, the stabilizer is solvable, and hence (U, V ) is expressible by
radicals over (A2, A3).

Clebsch explains how to write the 39 solutions in radicals in the coe�cients of (A2, A3).
We now give a brief description of his algorithm, which reveals the inflection points of a
cubic. The input of the algorithm is a pair (A2, A3) where Ai is a binary form of degree
i. It represents a cubic A as in Equation (1.10). The output is the other 39 cubics in
the normal form (1.10) with same discriminant as A. The algorithm we present works
for complex binary forms (A1, A2). Nevertheless, we assume that A1 and A2 are real.
The reason for this assumption is to exhibit where the 8 real plane cubics appear in
the algorithm. We set Ũ = 3

p
4 · A2 and Ṽ =

p
�27 · A3. We aim to compute a list of

39 + 1 all pairs (U, V ) that satisfy

U3 � Ũ3 = V 2 � Ṽ 2. (1.17)

Real solutions of (1.9) correspond to pairs (U, V ) such that U and iV are real, where
i =
p
�1. To solve Equation (1.17), we consider the cubic

C =
n
(x : y : z) 2 P2 : z3 � 3Ũz + 2Ṽ = 0

o
.

Then, the nine inflection lines of C are given by the equation z = ⇠, where ⇠ = ↵x+�y
is a linear form such that (⇠3 � 3Ũ⇠ + 2Ṽ ) is the cube of a linear form ⌘ = �x + �y.
The coe�cients ↵ and � can be computed from Ũ and Ṽ by radicals. Here, the Galois
group is ASL2(F3). Next, we compute (�, �) from the equation

⌘3 = ⇠3 � 3Ũ⇠ + 2Ṽ .

For each of the pairs (↵, �) above, this system has three solutions (�, �) 2 C2. This
leads to 27 vectors (↵, �, �, �), all expressed by means of radicals of the coe�cients of
A2 and A3. For each of these tuples we fix U = Ũ � ⇠2 � ⇠⌘ � ⌘2. Then,

U3 � (Ũ3 � Ṽ 2) = �3

4

�
⌘3 + 2⌘2⇠ + 2⌘⇠2 + ⇠3 � 2⌘Ũ � ⇠Ũ

�2
.

The square root of the right hand side is a binary cubic V . In particular, each tuple
(↵, �, �, �) leads to a pair (U, V ) satisfying (1.17). Using this method, we construct
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27 solutions to (1.9), three for each inflection point of the curve C. Three of the 9
inflection points are real, and each of them yields one real solution to (1.9).
Finally, we compute the remaining 12 = 39� 27 solutions. Among these 12 solutions,
4 are reals. We label the inflection points of C by 1, 2, . . . , 9 such that the following
triples are collinear:

123, 456, 789, 147, 258, 369, 159, 267, 348, 168, 249, 357. (1.18)

If 1, 2, 3 are real and {4, 7}, {5, 8}, {6, 9} are complex conjugates, then precisely the
four underlined lines are real. This labeling agrees with that used by Clebsch in [31,
Section 9, page 50].
We now execute the formulas in [31, Section 11, Section 12]. For each of the 12 lines
in (1.18), we compute two solutions (U, V ) of (1.17). These solutions are expressed
rationally by means of the data (↵, �) computed above. Each new solution (U, V )
arises twice from each triple of lines in (1.18), so we get 12 in total.

1.5 Plane quartics

We now focus on the case of plane quartics. In this setting, the quotient PH4 has
dimension 11 and the branching morphism br : PH4 99K P12 is not dominant as in
the cubic case. The closure V4 of the image of br is a hypersurface of degree 3762
(see [122, Theorem 6.2]). As mentioned in Section 1.1.2, the degree of this map was
computed in [122] by Vakil, concluding that the plane Hurwitz number for quartics is
h4 = 120. The goal of this section is to use Vakil’s ideas on [122] to compute the real
plane Hurwitz numbers for quartics and to develop an algorithm for recovering 120
degree 4 curves from their branch locus. Moreover, we explore the relation between
the real plane Hurwitz number and the number of real roots in the base locus.

1.5.1 Vakil’s construction

In this section we summarize Vakil’s ideas used to determine h4 in [122]. In [122,
Section 2], in order to compute h4, the author introduces distinct spaces and he studies
the connection among them. We now briefly recall these objects.

As in Section 1.2, we consider the weighted projective space P(35, 27). We identify the
points of P(35, 27) with the pair [U4(x, y), U6(x, y)], where Ui is a degree i binary form.
Let B be the open subset of P(35, 27) consisting of all points [U4, U6] such that the
degree 12 homogeneous polynomial U4(x, y)3 + U6(x, y)2 has distinct roots. In [122,
Theorem 6.1] it is proven that the map

B �! V4 ⇢ P12

[U4, U6] 7�! U3
4 + U2

6
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is birational, and we deduce that B and V4 are birational. Therefore, we identify a
point [U4, U6] 2 B with the polynomial U4(x, y)3 + U6(x, y)2.

Recall that a space sextic C is a genus 4 curve in P3 that is the complete intersection of
a quadric cone Q and a cubic surface. Let q be the singular point of Q. The restriction
to C of the projection with center q is a degree 3 branched covering of P1. This
covering is given by a line bundle L with two sections. A frame of C is an isomorphism
between P(H0(C,L)) and P1. In other words, a frame of C is map Q \ {q} ! P1

which contracts the ruling of Q. Such a map is the composition of the projection with
center q and an automorphism of P1. We consider the space E of space sextics with
a frame. Using that a quadric cone is isomorphic to the weighted projective space
P(1, 1, 2), we can identify E with the space of degree 6 curves in P(1, 1, 2) defined by
X3

2 + U4(X0, X1)X2 + U6(X0, X1), where X0, X1, X2 are the coordinates of P(1, 1, 2)
and Ui(X0, X1) are binary forms of degree i. Here the frame is given by the projection
P(1, 1, 2) 99K P1 sending [X0, X1, X2] to [X0, X1]. By [122, Theorem 2.12], we have
that the map

B �! E
[U4, U6] 7�! V(X3

2 + U4(X0, X1)X2 + U6(X0, X1)) ⇢ P(1, 1, 2)

is an isomorphism. In particular, E and V4 are also birational. The birational morphism
between both spaces sends a space sextic C to the branch locus of the degree 3 covering
from C to P1 given by the frame.

At this point, we want to underline the relation between del Pezzo surfaces of degree
1 and elliptic fibrations. For us, a rational elliptic fibration is a flat family of genus 1
reduced curves over P1 with a section, with smooth total space and, at worst, multi-
plicative reduction. We refer to [114, Section VII.5] for the definition of multiplicative
reduction. Let X be a del Pezzo surface of degree 1. We may construct from X an el-
liptic fibration as follows. We write X as the blow up of P2 at 8 points P = {p1, . . . , p8}
in general position. Let p0 be the ninth point in the base locus of the pencil of cubics
passing through P , and let X 0 be the blow up of X at p0. Then, the map X 0 ! P1

defined by the pencil of cubics is a rational elliptic fibration. In this case, the section
P1 ! X 0 is given by the exceptional divisor of p0. Moreover, for generic P , the elliptic
fibration has 12 singular fibers and they are all nodal curves. Let A be the space of
such rational elliptic fibrations together with a frame. Here a frame is an isomorphism
between P1 and the pencil of cubic passing through P .

From the above construction we deduce that an elliptic fibration in A is determined
by the data (P , u, v, [�, µ]) where P is the set of 8 generic points in P2, u, v are two
cubics vanishing at P and [�, µ] is a point in P1. Here, the frame is the map sending
[1, 0] to u, [0, 1] to v and [1, 1] to �u+ µv.

In [122, Theorem 2.12] it is shown that A is isomorphic to B and E . The map from B
to A is given by the Weierstrass model of rational elliptic fibrations (see [95, Section
3]). The map from A to E is given as follows. Let (P , u, v, [�, µ]) be a point in A and
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let w be a plane sextic such that {u2, uv, v2, w} is a basis of the plane sextics vanishing
doubly at P . Then, the map

BlPP2 �! P(1, 1, 2)
p 7�! [�u(p), µv(p), w(p)]

is a double cover ramified over the space sextic. The isomorphism between A and E
sends the elliptic fibration to this space sextic. Note that in this construction, the
choice of w does not a↵ect the frame P(1, 1, 2)! P1. Therefore, di↵erent choices of w
give isomorphic space sextics with the same frame. Finally, the birational morphism
from A to V4 sends a rational elliptic fibration to the image of the 12 singular fibers.

We now describe the map from PH4 to A. Let C be a plane quartic and let eC be the
strict transform of Q in BlpP2. Recall that p = [0, 0, 1] is the center of the projection.

We obtain the elliptic fibration X 0 as the double cover of BlpP2 ramified over eC. The
elliptic fibration X 0 ! P1 is given by the composition of the double cover X 0 ! BlpP2

with the map BlpP2 ! P1 given by the exceptional divisor. Note that the preimage of
a point q 2 P1 is a curve Y in X 0. The restriction of the double cover X 0 ! BlpP2 to
Y is a double cover of P1 ramified at 4 points. By the Riemann–Hurwitz formula one
deduces that the smooth fibers of the fibration must have genus 1.

We now revise Vakil’s computation of h4.

Theorem 1.5.1. [122, Proposition 3.1] The map PH4 ! A has degree 120. In par-
ticular, h4 = 120.

Proof. Let (P = {p1, . . . , p8}, u, v, [�, µ]) be a point in A as above. Let p0 be the ninth
point of intersection of u and v and let X 0 be the blow up of P2 and P [ {p0}. The
elliptic fibration X 0 ! P1 sends a point q to [�u(q), µv(q)]. Let E0, . . . , E8 be the
exceptional divisors of p0, . . . , p8. Let Q0 be the locus of points q in X 0 that in each
fiber of the fibration satisfy 2q = E0+E1. This equality is considered in the group law
of the fiber. The intersection of Q0 with each fiber consists of 4 points. By [122, Lemma
2.2], Q0 is a smooth curve and the restriction of the fibration to Q0 yields to a degree 4
branched covering of P1 ramified at the 12 singular fibers. In [122, Proposition 3.1], it
is shown that the map Q0 ! P1 is canonical. In particular, Q0 is not hyperelliptic, and
by Riemann-Hurwitz formula we deduce that Q0 has genus 3. The canonical model of
Q0 is a plane quartic in the fiber of the branching morphism.

The only choice involved in the construction of Q0 was the selection of the (�1)–curve
E1, which is disjoint from E0. Recall that E0 is fixed since it is the section of the
elliptic fibration. The number of such (�1)–curves disjoint from E0 is 240 and they
correspond to the (�1)–curves of the del Pezzo surface of degree 1 obtained by blowing
down E0 from X 0. In [122, Proposition 3.1] it is shown that two such (�1)–curves
give rise to the same plane quartic in PH4 if and only if they form a Bertini pair. In
particular, the points in the fiber of PH4 ! A are in bijection with the set of Bertini
pairs in BlPP2. In Section 1.1.4 we saw that the number of Bertini pairs is 120.
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Let B be a generic branch locus in V4. Using the birational morphism between V4

and E ' A, the branch locus B is equivalent to a space sextic C and a rational
elliptic fibration X 0 ! P1. As above, such elliptic fibration is encoded in the data
(P , u, v, [�, µ]). Then, the proof of Theorem 1.5.1 establishes a bijection between the
120 plane quartics with branch locus B, and the 120 Bertini pairs of BlPP2. In Section
1.1.3, we saw that these are also in bijection with the 120 tritangent planes to C.

1.5.2 Real plane Hurwitz number for quartics

The first step in the study of the quartic case is the computation of the real plane
Hurwitz number hreal4 (B) for B 2 V4(R). To determine the value of these numbers, we
investigate where the base field plays a role in the proof of Theorem 1.5.1.

Theorem 1.5.2. Let B 2 V4(R), then the real plane Hurwitz number hreal4 (B) equals
8, 16, 24, 32, 64, or 120.

Proof. Let B be a generic real branch locus in V4, and let C be the real space sextic
associated to B via the birational morphism between E and V4. In the complex setting
taking a double cover of P(1, 1, 2) branched over C gives a del Pezzo surface of degree
one, together with the Bertini involution ◆. Over the real numbers we obtain two
di↵erent del Pezzo surfaces, X and its associated surface X 0. As showed in Section
1.1.4, upon base changing to the complex numbers, XC and X 0

C become isomorphic.
The possible topological types of real del Pezzo surfaces have been classified by several
authors, we use the work of Russo [109]. Such classification is shown in Table 1.1.
Similarly, Table 1.2 records the possible pairs of {X,X 0} together with the number of
real tritangents of C.

Let L be a (�1)–curve in XC. Vakil’s construction in Theorem 1.5.1 shows that the
plane quartic associated to L in the fiber of B is obtained as follows. Blowing down L
on XC gives a del Pezzo surface of degree 2 which is a double cover of P2 ramified over
the plane quartic we are looking for. The Bertini involution ◆ of X maps L to a (�1)-
curve giving the same quartic, which leads to the bijection between the fiber br�1(B)
and the set of Bertini pairs of X. In the real setting, the pair {L, ◆(L)} produces a
real quartic curve if and only if is invariant under the complex conjugation on XC. In
Section 1.1.4 we called such pair a real Bertini pair. Therefore, the real plane Hurwitz
number equals the number of real Bertini pairs on XC. Mapping L to a line in the cone
P(1, 1, 2) gives a tritangent to C [109, 5, example 4]. In this way real tritangents of C
are the same as real Bertini pairs. The number of real tritangent is computed using
Theorems 1.1.9 and 1.1.13. Table 1.2 relates these numbers (and hence the real plane
Hurwitz numbers) with the real structure of X and X 0.

Remark 1.5.3. Algorithm 1 is consistent with Theorem 1.5.2. Given binary forms
U2, U3 with real coe�cients, it correctly outputs 8, 16, 24, 32, 64 or 120 real quartics
in the subspace L4.
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Among the values computed in Theorem 1.5.2, we highlight the number 120. There
exists B 2 V4(R) such that hreal4 (B) = h4 = 120. In particular, the fiber br�1(B)
consists of 120 real plane quartics. For our computational purpose, we are interested
in understanding what happens when we replace R by Q. To do so, we give an e↵ective
proof of Theorem 1.5.2.

In Section 1.5.1, we saw that a branch locus B 2 V4 is equivalent to giving a rational
elliptic fibration X ! P1 with a section. Such elliptic fibration is given as the data
(P , u, v, [�, µ]). For simplicity, in the rest of the section we will assume that [�, µ] =
[1, 1], and we represent the corresponding elliptic fibration through the tuple (P , u, v).

Corollary 1.5.4. From any general configuration P = {p1, p2, . . . , p8} ⇢ P2 with co-
ordinates in Q and two cubics u, v with coe�cients in Q vanishing at P, we obtain an
instance of (1.11) whose 120 complex solutions A all have coe�cients in Q.

Proof. We construct the 120 quartics A with rational arithmetic from the coordinates
in P . Fix j and let w be a cubic that vanishes on P\{pj} but does not vanish at Pj.
Consider the rational map

P2 99K P2

q 7�! [u(p), v(q), w(q)]
. (1.19)

A fiber of (1.19) is described by the intersection two cubics vanishing in P\{pj}. These
two cubics intersect at 9 points: P \ {pj} and two extra points which are the fiber of
(1.19). Thus, the map (1.19) has degree 2 and its base locus is P\{pj}. Blowing up
this base locus we obtained the degree 2 cover of P2 from a del Pezzo surface of degree
2. The branch locus of this cover map is a quartic curve. Indeed, let L be a generic
line in P2. The fiber of L through (1.19) is a plane smooth cubic E. The restriction
of (1.19) to E is a degree 2 simple branched covering of P1. By the Riemann-Hurwitz
formula we deduce that this branched covering has 4 branch points. We conclude that
L intersect the branch locus of (1.19) at four points, and hence, this branch locus is a
plane quartic.
We claim that this is the quartic Q that corresponds to the exceptional fiber of the
blow-up at Pj in Vakil’s construction. Indeed, let X 0 be the blowup of P2 at all the
9 base points of the pencil [u, v] and let C ✓ X 0 be a general curve in the pencil.
As shown in the proof of Theorem 1.5.1, the intersection of the Q and C is the set
of points p 2 C such that OC(2p) ⇠= OC(E0 + E1). Alternatively, these are exactly
the branch points of the map C ! P1 induced by the linear system of OC(E0 + E1).
Thus, it is enough to prove that the restriction of the map [u, v, w] : X 0 ! P2 is given
exactly by the linear system above. However, the map of [u, v, w] on X 0 corresponds
to the complete linear system L = 3H � E2 � · · · � E8 = �KX + E0 + E1 so that
OC(L) ⇠= OC(�KX + E0 + E1) and we need to show that OC(�KX) ⇠= OC . This
follows from the adjunction formula, using the fact that C is an elliptic curve moving
in a pencil.
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Thus, we can recover the quartic as the branch locus of our degree 2 rational map
P2 99K P2. The ternary form A that defines this branch locus can be computed from
the ideals of P and Pj using Gröbner bases, and this uses rational arithmetic over
the ground field. This yields eight of the 120 desired quartics corresponding to the
eight exceptional divisors. The remaining 112 quartics are found by repeating this
process after some Cremona transformations have been applied to the pair (P2,P).
These transformations use only rational arithmetic and they preserve the del Pezzo
surface, but they change the collection of eight (�1)-curves that are being blown down.
We provide more details on the application of Cremona transformations in Section
1.5.3.

1.5.3 Algorithm for plane quartics

The proofs presented in the previous section provide an algorithm for our recovery
problem. Recall that, given a branch locus B 2 V4, we want to compute 120 plane
quartics representing the fibers of the branching morphism. As explained in Section
1.5.2, a branch locus B 2 V4 is equivalent to give 8 plane points P = {p1, . . . , p8} in
general position and a basis of the pencil of cubics vanishing at P . The input of our
algorithms will consist on the data given by the last. In [26], it is explored how to
move from B 2 V4 to our input and vice-versa.

We start by fixing P = {p1, . . . , p8} to be the set of 8 plane points in general position
and two u, v cubic forms vanishing at P . These two cubics form a basis of the pencil
of cubics passing through P . Let p0 be the ninth point in the base locus of this pencil,
and let X be the blow up of P2 at P . In the poof of [122, Prposition 3.1], it is shown
that the 120 quartics we aim to compute are in bijection with the 120 Bertini pairs
of X. In Theorem 1.1.16, we listed all the Bertini pairs of X. From this list, the 120
(�1)–curves of the form Ei for i 2 [8], Li,j for i < j 2 [8], Qi,j,k for i < j < k 2 [8] and
Ci,j for i < j 2 [8], are representative of the 120 Bertini pairs. The aim of this section
is to provide e↵ective methods to compute the plane quartics associated to each of the
above 120 (�1)–curves. This is done in Algorithms 3, 4, 5 and 6.

First, we focus on the plane quartics associated to the exceptional divisors of X. The
computation of such plane quartics was exhibited in Corollary 1.5.4. For i 2 [8], we
consider the linear system ⇤i of cubics vanishing at P \ {pi}. This linear system has
(a�ne) dimension 3. Let w be a cubic vanishing at P \{pi} and not at pi. Then, u, v, w
generate ⇤i, and we get a rational map

'i : P2 99K P2

[x, y, z] 7! [u(x, y, z), v(x, y, z), w(x, y, z)]
.

The rational map 'i has degree 2 and it is ramified over the plane quartic C, which
is the curve we aim to compute. Let [r, s, t] be the plane coordinates of the target
projective space of '. A point q = [q0, q1, q2] 2 P2 is a ramification point of ' if and
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only if the Jacobian matrix
0

@
@u/@x @u/@y @u/@z
@v/@x @v/@y @v/@z
@w/@x @w/@y @w/@z

1

A (1.20)

vanishes at q. This allow us to compute the plane quartic C by computing the image
through ' of the degree 9 plane curve defined by the determinant of the matrix (1.20).
In particular, we can determine C using Gröbner bases. We now summarize the steps
of such computation.

Algorithm 3

Input: The set of 8 plane points P = {p1, . . . , p8} in general position, an index i 2 [8]
and two cubic forms u, v vanishing at P .

Output: A plane quartic corresponding to the exceptional divisor of pi.

1. Compute a cubic form vanishing at P \ {pi} and not at pi.

2. Compute the saturation J of the ideal

I =
⌦
2⇥ 2 minors of

✓
u v w
r s t

◆↵
+

⌧
det

0

@
@u/@x @u/@y @u/@z
@v/@x @v/@y @v/@z
@w/@x @w/@y @w/@z

1

A
�

by the ideal of P \ {pi}, which is generated by u, v, w.

3. Determine the ideal K obtained by eliminating the variables x, y, z from J .

4. Return the quartic form in the variables r, s, t generating the ideal K.

The following example illustrate the steps of Algorithm 3.

Example 1.5.5. Consider the 8 plane points

p1 = [1, 0, 0], p2 = [0, 1, 0], p3 = [0, 0, 1], p4 = [1, 1, 1],
p5 = [1, 2, 3], p6 = [1, 3, 2], p7 = [1,�1,�2], p8 = [1,�2,�1],

together with the two cubics

u = 24xy2 + 7x2z � 56xyz + y2z + 25xz2 � yz2,
v = 24x2y � 25x2z + 8xyz � 7y2z � 7xz2 + 7yz2.

One can check that u and v vanish at P = {p1, . . . , p8}. The ideal of P \ {p1} is
generated by the cubics u, v and

w := 168x3 � 119x2z � 80xyz + 7y2z � 17xz2 + 41yz2.
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Note that the cubic w does not vanish at p1. Let I be the ideal as in Step 2 of Algorithm
3, and let J be the ideal obtained saturating I by the ideal generated by u, v, w. This
saturation is needed because eliminating the variables x, y, z from the ideal I leads to
the zero ideal. A computation in Macaulay2 shows that the elimination of the variables
x, y, z from the ideal J is generated by the quartic form

49r4 + 252r3s+ 2676r2s2 + 22848rs3 + 32256s4 � 784r3t� 4500r2st� 2808rs2t+
1344s3t+ 750r2t2 + 228rst2 � 300s2t2 � 16rt3 � 12st3 + t4.

The plane quartic defined by this polynomial corresponds to the exceptional divisor of
p1.

As before, we fix a branch locus B in the form of a blow up X of 8 plane points
P = {p1, . . . , p8} together with two cubics forms u, v vanishing at P . Algorithm 3
provides a method for computing 8 plane quartics corresponding to the 8 exceptional
divisors. We now provide a method for computing the 132 remaining plane quartics.
The strategy is to use Cremona transformations to find automorphisms of the del
Pezzo surface X exchanging the (�1)–curves. Recall that a Cremona transformation is
a birational automorphism of a projective space Pk. We are interested in plane Cremona
transformations, i.e. birational maps from P2 to P2. For instance, in Section 1.1.4 we
introduced the Bertini involution of the plane, which is a Cremona transformation of
P2 that lifts to an automorphism of X.

After a change of coordinates, we can assume that the points p1, p2, p3, p4 are equal to
[1, 0, 0], [0, 1, 0], [0, 0, 1], [1, 1, 1], respectively. Now we consider the rational map

� : P2 99K P2

[x, y, z] 7�! [yz, xz, xy]
. (1.21)

The base locus of � consists of the points p1, p2, p3. Moreover, �2 sends [x, y, z] to
[x2yz, xy2z, xyz2]. In particular, �2 is the identity away from the lines L12, L13 and
L23; here Lij is the line passing through pi and pj. Hence, � is a rational involution and
in particular it is a Cremona transformation. Note that we can build such a Cremona
transformation for any 3 points in P2 not lying in a line. Given 3 points q1, q2, q3 not
collinear, we denote the corresponding Cremona transformation by �q1,q2,q3 . Using this
notation, we have that � = �p1,p2,p3 .

Now we consider the set of 8 plane points P 0 = {p1, p2, p3,�(p4), . . . ,�(p8)}. The
pullback �⇤u and �⇤v of u and v through � are degree 6 forms. Since u, v vanishes at
p1, p2, p3, we get that �⇤u and �⇤v are the multiplication of xyz and a cubic form u0

and v0 respectively.

Proposition 1.5.6. The elliptic fibrations given by the data (P , u, v) and (P 0, u0, v0)
are isomorphic.

Proof. By construction, � commutes with the maps from P2 to P1 given by u, v and
u0, v0 respectively. Hence, it is enough to check that the � lifts to an isomorphism,
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between BlPP2 and BlP 0P2. Let ⇡ : Y ! P2 be the blow up map of P2 at p1, p2, p3 and
let �0 be the composition � � ⇡. Then, �0 is the resolution of the birational map �.
Moreover, the preimage of p1, p2 and p3 are the strict transformations of L23, L13 and
L12 respectively. Therefore, �0 : Y ! P2 is also the blow up map of P2 at p1, p2, p3.
The proof follows by blowing up the remaining 5 points of P and P 0

The di↵erence between the two elliptic fibrations in Proposition 1.5.6 is that the excep-
tional divisor p1, p2, p3 in BlP 0P2 correspond to the (�1)–curves L̃23, L̃13, L̃12 in BlPP2

respectively. Therefore, by applying Algorithm 3 to (P 0, u0, v0) and the points p1, p2, p3
we obtain the plane quartics associated to the (�1)–curves L̃23, L̃13, L̃12. We now sum-
marize the steps of the algorithm for computing the plane quartics corresponding to a
(�1)–curve of the form L̃ij.

Algorithm 4

Input: The set of 8 plane points P = {p1, . . . , p8} in general position, two distinct
indexes i, j 2 [8] and two cubic forms u, v vanishing at P .

Output: A plane quartic corresponding to the (�1)–curve L̃ij of BlPP2.

1. Fix k 2 [8] such that k 6= i, j. Compute an automorphism g of P2 sending pi,pj,pk
to [1, 0, 0], [0, 1, 0], [0, 0, 1], respectively.

2. Compute the set P 0 = {[1, 0, 0], [0, 1, 0], [0, 0, 1]} [ � � g(P \ {pi, pj, pk}).

3. Compute the two cubics u0 and v0 resulting from dividing u�g�1�� and v�g�1��
by xyz, respectively.

4. Return the output of Algorithm 3 applied to the 8 points P 0, the index of the
point [0, 0, 1] and the two cubics u0, v0.

Example 1.5.7. Consider the set of 8 points P and the two cubics u and v as in
Example 1.5.5. Our goal is to apply Algorithm 4 to compute the plane quartic associated
to the (�1)–curve L̃2,3. To do so, we consider the Cremona transformation � defined in
(1.21). Applying � to P as in Step 2 of Algorithm 4 we obtained the set P 0 consisting
of the following 8 points

p01 = [1, 0, 0], p02 = [0, 1, 0], p03 = [0, 0, 1], p04 = [1, 1, 1],

p05 = [6, 3, 2], p06 = [6, 2, 3], p07 = [2,�2,�1], p08 = [2,�1,�2].

The two new cubics u0 and v0 obtained by diving u(yz, xz, xy) and v(yz, xz, xy) by xyz
are

u0 = x2y � 25xy2 � x2z + 56xyz � 7y2z � 24xz2,

v0 = 7x2y � 7xy2 � 7x2z + 8xyz � 25y2z + 24yz2.
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Applying Algorithm 3 to P 0, u0, v0 and the point p01 we get the quartic form

65513r4 � 848876r3s+ 3598518r2s2 � 5075756rs3 + 1945673s4 + 423360r3t�
2927232r2st+ 5164992rs2t� 2101248s3t+ 883008r2t2 � 1040256rst2+

841536s2t2 + 193536rt3 � 27648st3.

The plane quartic defined by the above polynomial corresponds to the (�1)–curve L̃23.

Using Algorithm 4, we can compute the plane quartics corresponding to the 28 (�1)–
curves of the form L̃ij for i, j 2 [8] distinct. We now present how to compute the
plane quartics corresponding to (�1)–curves of the form Qijk. Let �̃ be isomorphism
between X = BlPP2 and X 0 = BlP 0P2 arising from the Cremona transformation �. We
have seen that L̃12 is sent via �̃ to the exceptional divisor of p3 in X 0. As Example
1.5.7 shows, this allows us to apply Algorithm 3 to obtain three more plane quartics.
In order to achieve all the 120 quartics, we analyse how �̃ acts on the (�1)–curves up
to the Bertini involution. In Section 1.1.4, we listed the 120 (�1)–curves up to the
Bertini involution. The notation we use for the (�1)–curves of X is the same one used
in Section 1.1.4, whereas the (�1)–curves of X 0 will be denoted by adding a tilde. For
instance, the exceptional divisors of X 0 are E 0

1, . . . , E
0
8. The structure of the Picard

group of X and X 0 is well know (see [91, Section 25]). It is generated by the hyperplane
class H and the 8 exceptional divisors. The isomorphism �̃ leads to an isomorphism
�̃⇤ between PicX and PicX 0 given by

H 7�! 2H � E 0
1 � E 0

2 � E 0
3

E1 7�! L̃0
23 = H � E 0

2 � E 0
3

E2 7�! L̃0
13 = H � E 0

1 � E 0
3

E3 7�! L̃0
12 = H � E 0

1 � E 0
2

Ei 7�! E 0
i
for i � 4

. (1.22)

Using Equation (1.22), we determine how �̃ acts on the set of (�1)–curves. For instance,
for i � 4 we get that

�̃⇤(L̃1i) = 2H � E 0
1 � E 0

2 � E 0
3 � (H � E 0

2 � E 0
3)� E 0

i
= H � E 0

1 � E 0
i
= L̃0

1i.

Similarly, for i, j � 4 distinct, we have that

�̃⇤(L̃ij) = 2H � E 0
1 � E 0

2 � E 0
3 � E 0

i
� E 0

j
= Q0

[8]\{1,2,3,i,j}.

Since � is a birational involution, we obtain that �̃⇤(Qi,j,k) = L̃0
[8]\{1,2,3,i,j,k}. Therefore,

using two Cremona transformations and Algorithm 3 we can compute the plane quartics
corresponding to the (�1)–curves of the form Qijk. We now present the steps of the
algorithm for computing these plane quartics.
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Algorithm 5

Input: The set of 8 plane points P = {p1, . . . , p8} in general position, three distinct
indexes i, j, k 2 [8] and two cubic forms u, v vanishing at P .

Output: A plane quartic corresponding to the (�1)–curve Qijk of BlPP2.

1. Fix {a, b, c, d, e} = [8] \ {i, j, k}. Compute an automorphism g of P2 sending
pa,pb,pc to [1, 0, 0], [0, 1, 0], [0, 0, 1], respectively.

2. Compute the set

P 0 = {[1, 0, 0], [0, 1, 0], [0, 0, 1]} [ � � g(P \ {pa, pb, pc}).

3. Compute the two cubics u0 and v0 resulting from dividing u�g�1�� and v�g�1��
by xyz, respectively.

4. Return the plane quartics obtained by applying Algorithm 4 to the 8 points P 0,
the two indexes d, e and the two cubics u0, v0.

Example 1.5.8. Consider the 8 points P and the cubics u and v as in Example 1.5.5.
We aim to compute the plane quartic corresponding to the (�1)–curve Q4,5,6. The first
three steps of Algorithm 5 corresponds to the computation of P 0, u0 and v0 as in Example
1.5.7. The remaining step is to apply Algorithm 4 to the 8 points P 0, the cubics u0 and
v0 and the indexes 7 and 8. To do so, we consider the change of coordinates g given by
the matrix

g =

0

@
3 2 2
0 �2 1
0 1 �2

1

A .

Note that

g(p01) = [1, 0, 0], g(p07) = [0, 1, 0] and g(p08) = [0, 0, 1].

We compute the 8 points P̃ obtained from applying ��g to P 0 as in Step 2 of Algorithm
4. These eight points are

p̃1 = [1, 0, 0], p̃2 = [�2, 2,�4], p̃3 = [�2,�4, 2], p̃4 = [1,�7,�7],
p̃5 = [4,�28,�112], p̃6 = [4,�112,�28], p̃7 = [0, 1, 0], p̃8 = [0, 0, 1].

The two cubics ũ and ṽ obtained from applying the third step of Algorithm 4 are

ũ = 217x2y � 5xy2 + 224x2z + 84xyz + y2z � 16xz2 � yz2,

ṽ = 7x2y + 37xy2 + 56x2z + 12xyz + 7y2z � 40xz2 � 7yz2.
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Applying Algorithm 3 to the 8 points P̃, the cubics ũ and ṽ, and the index i = 1 we
obtain the quartic form

8222942755r4 + 10151459084r3s+ 3099430482r2s2 + 4136946188rs3+
2381975203s4 � 1367877024r3t� 17339917536r2st� 22632159456rs2t�

4083767712s3t+ 1907639424r2t2 + 9072601344rst2+
4457669760s2t2 � 795764736rt3 � 1130194944st3 + 80621568t4.

defining the plane quartic corresponding to the (�1)–curve Q4,5,6.

Algorithm 5 allows us to compute the 56 plane quartics corresponding to the 56 (�1)–
curves of the form Qi,j,k for i, j, k 2 [8] distinct. Together with Algorithms 3 and 4,
we can compute 92 of the 120 plane curves. The remaining 28 plane quartics can be
similarly obtained using the fact that �̃⇤(C1,i) = Q0

23i for i � 4. In particular, we can
compute the plane quartic associated to a (�1)–curve of the form Ci,j by applying a
Cremona transformation and Algorithm 5. We present now the steps of this recovery
algorithm.

Algorithm 6

Input: The set of 8 plane points P = {p1, . . . , p8} in general position, two distinct
indexes i, j 2 [8] and two cubic forms u, v vanishing at P .

Output: A plane quartic corresponding to the (�1)–curve Qijk of BlPP2.

1. Fix k,m 2 [8] \ {i}. Compute an automorphism g of P2 sending pi,pk,pm to
[1, 0, 0], [0, 1, 0], [0, 0, 1] respectively.

2. Compute the set

P 0 = {[1, 0, 0], [0, 1, 0], [0, 0, 1]} [ � � g(P \ {pa, pb, pc}).

3. Compute the two cubics u0 and v0 resulting from dividing u�g�1�� and v�g�1��
by xyz respectively.

4. Return the plane quartics obtained by applying Algorithm 5 to the 8 points P 0,
the two indexes j, k,m and the two cubics u0, v0.

Using Algorithms 3, 4, 5 and 6 we can recover from a base locus B, the 120 plane
quartics corresponding to the 120 fibers of the branching morphism. We present a
summary of the steps of the recovery algorithm.
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Algorithm 7

Input: The set of 8 plane points P = {p1, . . . , p8} in general position and two cubic
forms u, v vanishing at P .

Output: A list of 120 plane quartic corresponding to the 120 points in the fibers of the
branching morphism.

1. For every i 2 [8], compute the plane quartic obtained by applying Algorithm 3
to P , i and u, v.

2. For every i, j 2 [8] distinct, compute the plane quartic obtained by applying
Algorithm 4 to P , i, j and u, v.

3. For every i, j, k 2 [8] distinct, compute the plane quartic obtained by applying
Algorithm 5 to P , i, j, k and u, v.

4. For every i, j 2 [8] distinct, compute the plane quartic obtained by applying
Algorithm 6 to P , i, j and u, v.

5. Return the list of the 120 plane quartics computed in the previous steps.

1.5.4 Real branch locus and construction of examples

In our recovery problem for plane quartics, two di↵erent integer numbers related with
real geometry arise. One of them is the real plane Hurwitz number hreal

d
(B) for a given

real branch locus B, whose possible values were computed in Theorem 1.5.2. The
second value is the number of real points in B, which will be denoted by t(B). Note
that t(B) 2 {0, 2, 4, 6, 8, 10, 12} since B is a degree 12 form.

In this section we study the relation between this two numbers. For instance, we
deal with questions as: can it happen that hreal4 (B) = 64 and t = 0? What about
hreal4 (B) = 64 and t = 12?. The following result gives a complete description of which
pair (hreal4 (B), t(B)) can happen for B 2 V4(R).
Theorem 1.5.9. There is no B 2 V4(R) such that the tuple (hreal4 (B), t(B)) corresponds
to red entry in Table 1.4. For each green entry (h, t) of Table 1.4, there exists B 2 V4(R)
such that the tuple (hreal4 (B), t(B)) = (h, t).

Proof. Let B be a real branch locus in V4, and assume that hreal4 (B) 6= 24. By Theorem
1.5.2 and Table 1.2, we can assume that the real structure of the corresponding del
Pezzo surface XR comes from the blow up of 8 points P , t real and 4 � t/2 complex
conjugates pairs. The 12 points in P1 which are zeros of B correspond to the singular
fibers under the map P2 99K P1 : [x, y, z] 7! [u, v]. This is the map given by two cubics
u,v through P . Algebraically, we seek points (↵ : �) 2 P1 such that the cubic � ·u�↵ ·v
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is singular. There are 12 such rational cubics, and the t real roots of B correspond to
those rational cubics that are real.

The Welschinger invariant Wr(P2, 3) is defined as the signed count of real rational
cubics passing through t real points and 4 � r pairs of complex conjugate points. By
definition, Wr(P2, 3)  t. Example 4.3 in [113] provides a tropical computation of the
Welschinger invariants for cubics and yields Wr(P2, 3) = 2r. We conclude that 2r  t.

Assume now that hreal4 (B) = 24 and let C be the space sextic associated to B. We
distinguish two cases: C has 3 big ovals or 1 big oval and 2 small. Let Q be the real
cone containing C and let q be its unique singular point, which is real. The restriction
of the projection ⇡q : P3 99K P2 with center q to C gives a degree 3 simple covering of
P1 ramified over B. Each root of B corresponds to a tangent line of C passing through
q. Assume now that C has two small ovals. Then, each small oval has two real tangents
passing through q. Therefore, t � 4. Now assume that C has 3 ovals. If t is positive,
then there exists a real line L passing through q that it is tangent to C. Since L is real,
it intersects each big oval of C with multiplicity at most 1. In particular, L intersects
C in at most 4 points counted with multiplicity. This is a contradiction since ⇡q|C is a
degree 3 cover. We conclude that t = 0.

It remains to prove that the rest of the possible cases happen. The rest of this section
will be devoted to find examples for each of these cases.

t
XR Ovals hreal4 0 2 4 6 8 10 12

P2
R(0, 8) 1 big 8

P2
R(2, 6) 1 big + 1 small 16

P2
R(4, 4) 1 big + 2 small 32

P2
R(6, 2) 1 big + 3 small 64

P2
R(8, 0) 1 big + 4 small 120

D4(3, 0)12 3 big 24
D4(3, 0)03 1 big + 1 + 1 small 24

Table 1.4: The first column of the table represents the real del Pezzo surface associated
to a real branch locus B. The second column is the type of ovals of the space sextic
associated to B, and the third column corresponds to the real plane Hurwitz number.
Finally, t denotes the number of real roots of B.

The goal for the rest of this section is to find examples for each green entry of the
Table 1.4. Our first approach for finding these examples was to randomly sample
point in V4 and use the numerical methods described in Section 1.2 to compute the
corresponding values of hreal4 and t. However, this method failed since most of the cases
with hreal4 � 24 were not obtained. A better result was achieved after sampling the
points of V4 as points (U4, U6) 2 P(35, 27) such that U4 and U6 have only real roots.
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Unfortunately, using this sampling method there were still green cases of Table 1.4 that
were not achieved. We now present two methods for constructing examples using the
real algebraic geometry of plane quartics and space sextics, respectively.

The first approach for finding examples relies on the real structure of plane quartics
and their relation with elliptic fibrations. Let B be a real branch locus in V4 with t
real points and let X be the corresponding del Pezzo surface. Assume that the real
structure of X is XR = P2

R(2a, 2b) for 2a+2b = 8. In other words, X is the blow up of
8 generic points P = {p1, . . . , p8} in the plane, where 2a points are real and there are
b conjugate pairs of points. This places us in the first four rows of Table 1.4. Let p0
be the ninth point in the base locus of the pencil of cubic vanishing at P . Since P is
real, p0 is real. The blow up of P2 at P [ {p0} is an elliptic fibration denoted by X 0.
Note that X 0 inherits the real structure from the blow up. Therefore, the topological
Euler characteristic of X 0

R(R), as a real manifold, is

X top(X 0
R(R)) = X top(P2

R(R))� 2a = �2a. (1.23)

Among the 12 singular fibers of the elliptic fibration, t of them are real nodal plane
cubics.

Definition 1.5.10. We say that a real nodal fiber is hyperbolic if around the singularity,
the real points of the curve look like the real points of the plane curve x3 � y2 + x2 =
0 around the origin. In other words, locally the singularity looks like the left curve
in Figure 1.2. Analogously, we say that a real nodal fiber is elliptic if around the
singularity, the real points of the curve look like the real points of the plane curve
x3 � y2 � x2 = 0 around the origin. This local picture is illustrated in the right curve
in Figure 1.2.

We denote the number of hyperbolic and elliptic fibers X 0
R by h and e. Since every real

singular fiber of X 0
R is either elliptic or hyperbolic, we conclude that

t = e+ h. (1.24)

The hyperbolic and elliptic fibers have topological Euler characteristic �1 and 1 re-
spectively, and we get that

�2a = e� h. (1.25)

From Equations (1.24) and (1.25) we deduce that we can compute t and a from e and
h. By Theorem 1.5.2 and Table 1.2, we can recover hreal4 from a. Therefore, we can
compute the tuple (t, hreal4 ) from e and h.
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Figure 1.2: The left hand side illustrates the local picture of a real hyperbolic nodal
singularity. The figure on the right hand side illustrates the local picture of a real
elliptic nodal singularity.

We now explore the relation between e and h and the real geometry of plane quartics.
Let Q be a real plane quartic in the fiber of B through the branching morphism. Recall
that the twelve points of B correspond with the 12 tangent lines of Q passing through
the point of projection p = [0, 0, 1]. These tangent lines can be of two types.

Definition 1.5.11. Let F be the real quartic form defining Q and assume that F (p) >
0. Given q 2 Q(R), we say that the tangent line TqQ is hyperbolic if the restriction
of F to TqQ(R) is nonnegative around q. Similarly, we say that the tangent line TqQ
is elliptic if the restriction of F to TqQ(R) is nonpositive around q. In Figure 1.3 we
illustrate in green and blue a hyperbolic and elliptic tangent, respectively.

+ -

Figure 1.3: Picture of the real points of a real plane curve whose defining polynomial
is negative in the bounded region and positive in the unbounded region. The green
tangent line is a hyperbolic tangent. The blue tangent line is elliptic.

Lemma 1.5.12. Let C = V(F ) be a generic real plane quartic such that F (p) > 0.
Let X 0 ! P1 be the elliptic fibration corresponding to the branch locus of C. Then, the
number h of hyperbolic singular fibers of X 0 equals the number of hyperbolic tangent
lines of C through p. Analogously, the number e of elliptic singular fibers of X 0 equals
the number of elliptic tangent lines of C through p.
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Proof. We start recalling how to obtain the elliptic fibration X 0 from C. We consider
the blow up X of P2 at the projection point p = [0, 0, 1]. We denote the strict trans-
formation of C again by C̃. We obtain the elliptic fibration X 0 as the double cover of
X ramified over C̃. The elliptic fibration X 0 ! P1 is given by the composition of the
double cover X 0 ! X with the map X ! P1 given by the exceptional divisor of X.

Now, let L be a real tangent line of C at q 2 C passing through p. Then, L corresponds
to a real singular fiber E of the elliptic fibration and we get a double cover ' : E ! L.
Let q0 be the singular point of E, i.e. q0 = '�1(q). Now assume that L is elliptic. Then,
there exists an open neighbourhood U of q in L such that q is the only ramification
point in U and F |U(R) is nonpositive. Then, '�1(U) is an open neighbourhood of q0

whose only real point is q0. We deduce that the singularity at q0 is elliptic. One may
apply the same argument to show that hyperbolic tangent lines to C passing through
p correspond to hyperbolic singularities.

Our strategy is to use Lemma 1.5.12 to construct examples corresponding to green
entries of the Table 1.4. In [63], Harnack degenerates singular plane quartics to con-
structs plane curves of given genus with a prescribed number of ovals (see [10, 125]
for a modern reference). For instance, the same strategy is followed in [9] for the con-
struction of the Trott curve. We use this classical real algebro-geometric technique to
construct our examples. We exhibit this method in the following example.

Example 1.5.13. Consider the two polynomials

F̃1 =
1

4
(0.707x� 0.707z)2 + (0.707z + 0.707x)2 � y2,

F̃2 =
1

7
(0.866z � 0.5x)2 + (0.5x+ 0.866z)2 � y2,

(1.26)

and let F̃ be the product of F̃1 and F̃2. The plane quartic C̃ defined by F̃ has two
irreducible components, each of them has degree 2 (see Figure 1.4). As in the construc-
tion of the Trott curve, we slightly modify our curve adding a degree 4 non-negative
polynomial:

F = F̃ +
5

104
y2(x2 + z2). (1.27)

Let C be the plane curve defined by F . Then, C is a smooth curve with 12 real tangent
lines passing through [0, 0, 1]. Ten of them are hyperbolic and two of them are elliptic
(see Figure 1.4). From equations (1.24) and (1.25) we deduce that hreal4 = 120 and
t = 12.

Similarly, in Table 1.5 we provide pictures of the plane quartics corresponding to the
examples of the first five rows of Table 1.4. These examples have been constructed
using the same method exhibited in Example 1.5.13: we obtain a smooth plane quartic
by deforming a reducible plane quartic. The first two columns of Table 1.5 represent
the real plane Hurwitz number and the number of real roots of the branch locus. The
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Figure 1.4: The curve on the left is the real picture of the plane quartic defined by the
product of the polynomials in (1.26). The curve on the right is the real picture of the
plane quartic defined by the polynomial (1.27). The tangent lines in green represent
the hyperbolic tangent lines passing through the point of projection. The tangent lines
in blue are elliptic. It has ten hyperbolic tangents and two elliptic.

third and fourth columns represent the number of hyperbolic and elliptic real tangents
to the plane quartic. The fifth column of Table 1.5 shows the picture of the reducible
real curve we start with. The last column corresponds to the smooth real plane quartic
obtained by deforming the reducible curve on the fifth column. The values hreal4 , t, h, e
of these plane quartics are given by the corresponding entries of the row. In the figures
in the last row, the tangent lines in green are the hyperbolic tangents passing through
the projection point, and the ones in blue correspond to the elliptic tangents.

hreal4 t h e Singular quartic Plane quartic

8 2 1 1

8 4 2 2

8 6 3 3
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8 8 4 4

8 10 5 5

8 12 6 6

16 2 2 0

16 4 3 1

16 6 4 2

16 8 5 3

16 10 6 4
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16 12 7 5

32 4 4 0

32 6 5 1

32 8 6 2

32 10 7 3

32 12 8 4

64 6 6 0

64 8 7 1



50 CHAPTER 1. RECOVERY OF PLANE CURVES

64 10 8 2

64 12 9 3

120 8 8 0

120 10 9 1

120 12 10 2

Table 1.5: List of examples corresponding to the first 5 rows of Table 1.4. The first
and second columns correspond to the real plane Hurwitz number and number of real
points in the branch locus. The third and fourth columns are the number of hyperbolic
and elliptic tangents. The fifth column corresponds to the reducible plane quartic we
degenerate to obtain the smooth plane quartic. The last column provides the picture of
the real plane quartic whose values of hreal4 , t, h, e are given by the first fourth columns.

Note that the previous method for constructing examples uses that the real structure
of the del Pezzo surface coming from the blow up of real points and complex conjugate
points. Therefore, this method can not provide examples where the real plane Hurwitz
number is 24. This corresponds to the last two rows of Table 1.4. We use the real
geometry of space sextics to construct those examples.

Recall that the real Hurwitz number of a real branch locus can be obtained through
the oval distribution of corresponding real space sextic (see Table 1.4). Let B 2 V4(R)
and let C be a real space sextic lying on the real quadric cone Q. Let q be the
unique singular point of Q. Recall that the restriction to C of the linear projection
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⇡q : P3 99K P2 from q is a degree 3 simple branched cover of P1 ramified over B. The
real points of B correspond to real tangent lines to C passing through C. In particular,
we can compute hreal4 and t from the real picture of the space sextic. In the following
example we illustrate how to do so.

Example 1.5.14. Let x0, x1, x2, x3 be the coordinates of P3. We fix Q to be the quadric
cone defined by the polynomial G = x2

0 + x2
1 � 4x2

2. The singular point of Q is q =
[0, 0, 0, 1] and the linear projection ⇡q : P3 99K P2 sends [x0, x1, x2, x3] to [x0, x1, x2].
Now, Q0 = ⇡q(Q) is the smooth plane quadric defined by G which is isomorphic to P1.
The set of real points of Q \ {q} equals the cylinder R⇥P1

R. The blue surface in Figure
1.1a is a picture of the real points of Q\{q}. The fibers of the projection ⇡q corresponds
to vertical lines in the cylinder in Figure 1.5a. Consider the space sextic C given by
the equations

x3
2 � x0x2x3 � x1x

2
3 = x2

0 + x2
1 � 4x2

3 = 0.

The real picture of this space sextic is illustrated in Figure 1.5a. Moreover, from the
picture one can observe that C has two tangent lines passing through the singular point
of the quadric surface. Hence, it corresponds to the case hreal4 = 8 and t = 2 in Table
1.4. Similarly, Figure 1.1b corresponds to the case hreal4 = 16 and t = 4, Figure 1.5c
corresponds to the case hreal4 = 32 and t = 10, Figure 1.5d corresponds to the case
hreal4 = 64 and t = 10, Figure 1.5e corresponds to the case hreal4 = 120 and t = 8, and
Figure 1.5b corresponds to the case hreal4 = 24 and t = 4. Some of these examples were
constructed using the same method used for constructing the examples in Table 1.5,
but for space sextics. We refer to [48, Figure 1] for an application of such methods to
space sextics.

We now focus on the case hreal4 = 24 and t = 12. The idea to find such an example is
to interpret the cubic surface that intersects the quadric cone as a family of real plane
cubics such that two of the fibers of the family are real plane cubics with 6 tangent
lines through [0, 0, 1]. We consider the cubic surface Y given by the a�ne equation

(x2
1 + x2

2 � 1)

✓
x2 �

1

3
x0

◆
+

x0

1000
(x2

1 + x2
2) = 0. (1.28)

We see Y a family of plane cubics in the parameter x0. The fiber Yx0 at x0 = �1.5
and x0 = 1.5 has 6 tangent lines through [0, 0, 1] each (see Figure 1.6). Note that, for
each value of x0 6= 0, the plane cubic is constructed applying the same technique used
in Example 1.5.13. We start with a reducible cubic that is the union of a conic and a
line, and we add a extra factor to correct the singularities.
Let C be the space sextic given by the intersection of Y with V(x2

0 + x2
1� 4). The real

picture of C is shown in Figure 1.7. The number tangent lines through [0, 0, 0, 1] is 12.
These 12 vertical tangent lines arise from the six vertical tangent lines to Y1.5 and Y�1.5

(see Figure 1.6). Hence, in this case, hreal4 = 24 and t = 12.
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(a) Case (hreal4 , t) = (8, 2). (b) Case (hreal4 , t) = (16, 4). (c) Case (hreal4 , t) = (32, 10).

(d) Case (hreal4 , t) = (64, 10). (e) Case (hreal4 , t)=(120, 10). (f) Case (hreal4 , t)=(24, 4).

Figure 1.5: Real pictures of a space sextic obtained by intersecting the a�ne cone
x2+y2�1, in light blue, with a cubic surface in light orange. The real vertical tangent
lines of the space sextic are illustrated in orange.

(a) Plane cubic Yx0 for x0 = 1.5. (b) Plane cubic Yx0 for x0 = �1.5.

Figure 1.6: Plane cubics obtained by fixing the value of x0 in (1.28).
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Figure 1.7: Real picture of the space sextic given by the Equations (1.28). It corre-
sponds to the case hreal4 = 24 and t = 6.

Using the same strategy one can construct the remainder cases of the last row of Table
1.4. In Figure 1.8, we present the real pictures of space sextics corresponding to these
cases.

Figure 1.8: Real pictures of space sextics corresponding to the cases t = 6, 8, 10 (sorted
from left to right) of the last row of Table 1.4.

1.6 Segre-Hurwitz numbers

The restriction of the Hurwitz theory to plane curves gives rise to the notion of plane
Hurwitz numbers. As shown in [99, Proposition 5.2.1], the plane Hurwitz numbers is
compatible with the classical Hurwitz numbers. This restriction allowed us to analyze
the recovery problem associated to these enumerative problems. A natural question
arises from the construction of plane Hurwitz numbers: what does it happen if, instead
of the plane curves, we consider curves contained on other algebraic varieties? The
theme of this section is to develop an analogous theory to plane Hurwitz numbers for
curves lying on the Segre variety S := P1 ⇥ P1.

Let [x0, x1] and [y0, y1] be the coordinates of the first and second factor of S, re-
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spectively. In addition, we consider the two projections ⇡1, ⇡2 : S ! P1 sending
([x0, x1], [y0, y1]) to [x0, x1] and [y0, y1], respectively. For d1, d2 � 0, we denote the
vector space of bi-homogeneous polynomials of bi-degree (d1, d2) by Vd1,d2 . In other
words,

Vd1,d2 := H0(S,OS(d1, d2)) ' H0(P1,OP1(d1))⌦H0(P1,OP1(d2)).

Thus, the dimension of Vd1,d2 is (d1 + 1)(d2 + 1). Similarly, |OS(d1, d2)| denotes the
projectivitation of Vd1,d2 . Let C be a curve in S defined by a polynomial in |OS(d1, d2)|.
A computation on the Chow ring of S together with the adjunction formula shows that
the genus g of C is g = (d1 � 1)(d2 � 1).

Given F 2 |OS(d1, d2)| generic, the restriction of ⇡2 to V(F ) is a degree d1 branched
covering of P1. Indeed, given a point p = [p0, p1] 2 P1, the fiber through ⇡2|V(F ) is given
by the solutions to the equation F (x0, x1, p0, p1) = 0, which has d1 solutions. Since F
is chosen generic, we assume that this branched covering is simple. By the Riemann–
Hurwitz formula, the number of branch points of such covering is 2d2(d1 � 1). Similar
to the construction presented in Section 1.1.2, we consider the branching morphism

br : |OS(d1, d2)| 99K P2d2(d1�1) (1.29)

sending F 2 |OS(d1, d2)| to the branch locus of ⇡2 : V(F ) ! P1. In order to give an
algebraic expression of the map (1.29), we write a polynomial F 2 |OS(d1, d2)| as

F =
d1X

i=0

Fi(y0, y1)x
d1�i

0 xi

1,

where Fi are homogeneous polynomials of degree d2 in y0, y1. A point q 2 P1 is a
branch point if and only if the polynomial F (x0, x1, q0, q1) has a double root. We can
translate this condition algebraically using discriminants. The discriminant discx0F
of F (x0, 1, y0, y1) w.r.t. x0 is a homogeneous polynomial of degree 2d2d1 � d2 in the
variables y0 and y1. Thus, if q 2 P1 is a branch point, then discx0F (q) vanishes. Note
that the number of branch points is 2d2d1 � 2d2 while discx0F has degree 2d2d1 � d2.
This means that V(discx0F ) is the union of the branch locus of ⇡ and d2 extra points.
Note that discx0F is the multiplication of F0 with a polynomial 2d2(d1�1). We denote
this polynomial by �F . In particular, the d2 extra points in V(discx0F ) are given by
the roots of F0, and the branch locus of ⇡2 is given by �F . Therefore, algebraically,
the branching morphism is the rational map sending F to �F .

Example 1.6.1. Fix d1 = d2 = 2. We write F 2 |OS(2, 2)| as F = F0x2
0 + F1x0x1 +

F2x2
1, where Fi are binary quadrics in the variables y0, y1. The restriction of ⇡2 to V(F )

is a degree 2 simple branched covering of P1 ramified over 4 points. The discriminant
of F (x0, 1, y0, y1) w.r.t. x0 equals F0(F 2

1 � 4F0F2) and the branch locus of ⇡2 is given
by the roots of F 2

1 � 4F0F2. Thus, the branching morphism sends F to F1 + 4F0F2. A
computation in Macaulay 2 shows that this map is dominant.
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In the definition of plane Hurwitz numbers, we considered plane curves up to the
action of the group G, defined as the group of automorphisms P2 commuting with the
linear projection. In this section, we are interested in the group of automorphisms of
S commuting with the projection ⇡2. Such group is PGL(2) acting on S through the
first factor. In other words, g · (p, q) = (g(p), q) for g 2 PGL(2) and (p, q) 2 S. This
induces an action of PGL(2) on |OS(d1, d2)| as follows:

g · F = F (ax0 + bx1, cx0 + dx1, y0, y1) for g =

✓
a b
c d

◆
2 PGL(2) and F 2 |OS(d1, d2)|.

Since PGL(2) is reductive, we get a good quotient SHd1,d2 := |OS(d1, d2)|//PGL(2)
(see [94, 68]). Now, note that the map (1.29) is invariant under the action of PGL(2).
Therefore, we obtain a map

br : SHd1,d2 99K P2d2(d1�1)

[F ] 7�! �F,
(1.30)

called the branching morphism. We denote the closure of the image of br by Vd1,d2 .
For instance, from Example 1.6.1 we deduce that V2,2 = P4. Next, we consider the
morphism

◆ : SHd1,d2 99K Hd1,(d1�1)(d2�1)

[C] 7�! [⇡ : C ! P1],

and let gSHd1,d2 be the closure of the image of ◆. It follows that br is the composition of
◆ with the branching morphism from the Hurwitz scheme Hd1,(d1�1)(d2�1) to P2d2(d1�1).
In order to have an analogous plane Hurwitz number in this setting, we need br and ◆
to be generically finite into their image.

Definition 1.6.2. We define the Segre-Hurwitz number sh
d1,d2

as the degree of the
branching morphism (1.30), whenever br is generically finite. If br is not generically
finite, we fix hd1,d2 =1.

Note that the branching morphism br is generically finite if and only if ◆ is generically
finite. We are particularly interested in the case where ◆ is injective. In such situation,
the counting done through the Segre-Hurwitz numbers is compatible with the classical
Hurwitz number. In the case of plane Hurwitz numbers, this compatibility is a conse-
quence of [99, Proposition 5.2.1], where it is shown that the map PHd ! Hd, sending
a plane curve to the branching cover given by the linear projection, is injective. We
aim to understand for which values of d1 and d2, the map ◆ is injective.

Lemma 1.6.3. Let C 2 |OS(d1, d2)| with d2 � 2, then h0(C,OC(0, 1)) = 2.

Proof. We consider the following short exact sequence of sheaves

0! OS(�d1,�d2)! OS ! OC ! 0.
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Tensoring by OS(0, 1), we obtain that the sequence

0! OS(�d1, 1� d2)! OS(0, 1)! OC(0, 1)! 0

is exact. By taking global sections we get the following long exact sequence

0! H0(S,OS(�d1, 1� d2))! H0(S,OS(0, 1))! H0(C,OC(0, 1))!
! H1(S,OS(�d1, 1� d2))! · · ·

.

By the Künneth formula (see [44, Theorem 2.10]), for d2 � 2 we have that
H0(S,OS(�d1, 1� d2)) and H1(S,OS(�d1, 1� d2)) are zero dimensional. We conclude
that

h0(C,OC(0, 1)) = h0(S,OS(0, 1)) = h0(P1,OP1(1)) = 2.

Using Lemma 1.6.3, we derive the following proposition.

Proposition 1.6.4. Let d1 = 3 and d2 � 2. Then, for C1, C2 2 |OS(d1, d2)|, ⇡2 : C1 !
P1 and ⇡2 : C2 ! P1 are isomorphic as branched covering if and only if C1 and C2 are
equal as points in SH3,d2. In particular, for d1 = 3 and d2 � 2, the map ◆ is injective.

Proof. If C1 and C2 are equal as points in SHd1,d2 , then there exists g 2 PGL(2) such
that g⇥Id(C1) = C2. In particular, g⇥Id is an isomorphism between the two branched
coverings.
Conversely, let � : C1 ! C2 be an isomorphism such that ⇡2 = ⇡2��. We need to check
that � comes from an automorphism of S. Since ⇡2 is the projection to the second
factor of P1 we deduce that ⇡⇤

2OP1(1) ' OCi(0, 1) for i 2 {1, 2}. Since � commutes
with ⇡ we get that

OC1(0, 1) ' ⇡⇤
2OP1(1) ' �⇤⇡⇤

2OP1(1) = �⇤OC2(0, 1). (1.31)

By Lemma 1.6.3, |OCi(0, 1)| = P1. In particular, we get an automorphism �2 of P1

such that �2 � ⇡ = � � ⇡. Since ⇡ = ⇡ � � we conclude that �2 = Id. Now, �⇤KC2 and
KC1 are isomorphic. By the adjunction formula, we deduce that

(d1 � 2)OC(1, 0) + (d2 � 2)OC(0, 1) = OC(d1 � 2, d2 � 2) = �⇤OC(d1 � 2, d2 � 2) =
(d1 � 2)�⇤OC(1, 0) + (d2 � 2)OC(0, 1).

Together with equation (1.31), we deduce that

(d1 � 2)OC(1, 0) = (d1 � 2)�⇤OC(1, 0).

Thus, for d1 = 3 we get that OC(1, 0) = �⇤OC(1, 0). Again, by Lemma 1.6.3, we get
an automorphism �1 of P1. In particular, we get an automorphisms �1 ⇥ �2 = �1 ⇥ Id
of S that maps C1 to C2, and C1 and C2 are equal as points in SH3,d2 .
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The condition d2 � 2 in Proposition 1.6.4 is not very restrictive since for d2 = 1, C
has genus zero. Now, the dimension of Hd1,(d1�1) is 2d2(d1� 1), while the dimension of
SHd1,d2 is (d1 + 1)(d2 + 1)� 4. In particular, we get that

dimSHd1,d2 � dimHd1,(d1�1)(d2�1) = (d1 � 3)(d2 � 1). (1.32)

We deduce that for d3 = 3 and d2 � 2, gSH3,d2 = H3,2(d2�1). Moreover, from Proposition
1.6.4, we derive the following result.

Corollary 1.6.5. For d1 = 3 and d2 � 2, ◆ is a birational morphism between SH3,d2

and H3,2d2�2, and V3,d2 = P4d2. In particular, the Segre-Hurwitz number sh3,d2 coincides
with the Hurwitz number H3,2d2�2

We finish this section introducing the real version of the Segre-Hurwitz numbers. We
say that a point in SHd1,d2 is real if the corresponding PGL(2)-orbit contains a real
algebraic curve. Given a real branch locus B in Zd1,d2(R), we define the real Segre-
Hurwitz number shreal

d1,d2
(B) as the number of real point in the fiber of B through the

branching morphism, whenever the branching morphism is finite. As a consequence
of Corollary 1.6.5, we get that for d1 = 3 and d2 � 2, the real Segre-Hurwitz number
coincides with the real Hurwitz number Hreal

3,2(d2�1).

1.6.1 Segre-Hurwitz numbers for (4, 2)-curves

From Equation (1.32) we deduce that, for d1 � 4 and d2 � 2, the dimension of SHd1,d2

is lower than the dimension of Hd1,(d1�1)(d2�1). In particular, for d1 � 4 and d2 � 2, the

map ◆ is not dominant and gSHd1,d2 has positive codimension in Hd1,(d1�1)(d2�1). The
topic of this section is the first case where this behaviour happens: (d1, d2) = (4, 2). In

this case gSH4,2 is a hypersurface in H4,3 We start by deriving the following result for
d2 = 2.

Proposition 1.6.6. For d1 � 3 and d2 = 2, the map ◆ is injective.

Proof. Let C1 and C2 be two curves in SHd1,d2 such that ◆(C1) = ◆(C2). We say that
a line bundle is g1

d
if its global sections define a degree d branched cover of P1 (see

[2]). Then, both OC1(1, 0) and �
⇤OC2(1, 0) are g

1
d2
. Indeed, the map associated to both

line bundles are ⇡1 and ⇡1 � �, and both maps are degree d2 covers of P1. For d2 = 2,
OC1(1, 0) and �

⇤OC2(1, 0) are g
1
d2
. From the uniqueness of g12 line bundles on curves with

genus at least 2 (see [124, Proposition 20.5.7]), we deduce that OC1(1, 0) ' �⇤OC2(1, 0).
Now, the proof follows using the same argument as in Proposition 1.6.4.

A direct consequence of Proposition 1.6.6 is that the Segre-Hurwitz number sh
d1,2 is

compatible with the counting performed through the Hurwitz number Hd1,d1�1. In
particular, sh

d1,2  Hd1,d1�1 for d1 � 4.

For the rest of the section we fix (d1, d2) = (4, 2). A generic curve C in |OS(4, 2)| has
genus 3, and the projection ⇡2 : C ! P1 is a simple branched cover of degree 4 with 12
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branch points. These branched coverings are of the same type as the ones considered
while studying the plane Hurwitz number for quartic curves. This connection was
observed in [122]. There, the author introduce the subscheme D of H4,3 of degree 4
simple branched covers of P1 ramified at 12 points whose source curve is hyperelliptic
and of genus 3. Vakil proves that the map from D to P12 sending a branched cover
to its branch locus has degree 135 onto its image, whose closure is the hypersurface
V4. Recall that for d2 = 2 the curves in |O(d1, 2)| are hyperelliptic. By Proposition
1.6.6, we deduce that ◆ is a birational morphism between SH4,2 and D. Therefore, we
conclude that V4,2 = V4 and the Segre Hurwitz number sh4,2 is 135. We now compute
the real Segre-Hurwitz number hreal4,2 .

Theorem 1.6.7. Given B real branch locus, shreal(B) is either 7, 15, 31, 39, 63 or 135.

Proof. Let B be a generic branch locus in V4 and let C be the corresponding space
sextic. We denote the cone containing C by Q. Using Theorem 1.1.11, we get that
the number of even theta characteristics of C is 136. Note that this number equals
sh4,2 + 1. This is because among these 136 even theta characteristic, one of them is
obtained from Q as follows. Let ⇡ : P3 99K P2 be the projection from the singular point
of Q. The restriction of ⇡ to C is a degree 3 branched cover of P1 ramified over B. A
fiber of this branched cover is a degree 3 divisor. Let ⇥ be the line bundle associated
to this divisor. Then, ⇥ is an even theta characteristic. Indeed, h0(C,⇥) = 2 since
the global sections of ⇥ define the degree 3 covering of P1. Now, by the adjunction
formula, the canonical bundle of C is OC(1). Since the fiber of two points via ⇡ is a
divisor in |OC(1)|, we conclude that 2⇥ = OC(1).

In [122, Section 4], Vakil uses Recillas’ trigonal construction to build a bijection among
the 135 fibers of B through the branching morphism of SH4,2 and the set of even theta
characteristics of C distinct than ⇥. For further literature of Recillas’ construction we
refer to Recillas’ original paper [108]. Now, assume that B is real. Then, ⇥ is a real
theta characteristic. Moreover, using the fact that Recillas’ construction preserves the
real involution, we deduce that the above bijection sends real fibers of B to real even
theta characteristics. The proof follows from Theorem 1.1.13.

The same study carry out in Section 1.5.4, allow us to analyse the relation between
shreal(B) and the number of real roots of B for B 2 V4(R). In particular, as a conse-
quence of the proof of Theorem 1.5.9 and the examples constructed in Section 1.5.4,
we derive the following result.

Corollary 1.6.8. There is no B 2 V4(R) such that the tuple (shreal4,2 (B), t(B)) corre-
sponds to a red entry in Table 1.6. For each green entry (sh, t) of Table 1.6, there
exists B 2 V4(R) such that the tuple (shreal4,2 , t(B)) = (sh, t).
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t
XR Ovals shreal4,2 0 2 4 6 8 10 12

P2
R(0, 8) 1 big 7

P2
R(2, 6) 1 big + 1 small 15

P2
R(4, 4) 1 big + 2 small 31

P2
R(6, 2) 1 big + 3 small 63

P2
R(8, 0) 1 big + 4 small 135

D4(3, 0)12 3 big 39
D4(3, 0)03 1 big + 1 + 1 small 39

Table 1.6: The first column indicates the real del Pezzo surface associated to a real
branch locus. The second column describe the oval distribution of the corresponding
space sextic, and the third column indicates the value of the real Segre-Hurwitz number.
The rest of the columns indicate the number t of real points in the branch locus.

1.7 Open problems

We finish this chapter with a section devoted to list, and comment, some open questions
and future research lines.

One of the main open problems of this chapter is related to the computation of new
(real) plane Hurwitz numbers. Only for d  4 the plane Hurwitz numbers, and its real
version, are known. The value of these numbers remains open for d � 5.

Question 1.7.1. What are the values of hd and hreal
d

for d � 5?

Of particular interest is the case of plane sextics. In [122], for the computation of h4,
Vakil exploits the fact that the double cover of the blow up of P2, at a point ramified
over a plane quartic, is an elliptic fibration. For the case d = 6, the double cover of P2,
ramified over a plane sextic, is a K3 surface. Based on this observation, one may try
to determine h6 and hreal6 using the geometry of K3 surfaces.

In the study of plane Hurwitz numbers, we focused on simple branched covering. We
can state the analogous enumerative question for nonsimple plane branched coverings
giving rise to (real) nonsimple plane Hurwitz numbers.

Question 1.7.2. What are the values of (real) nonsimple plane Hurwitz numbers?

For instance, a plane cubic has 9 flex points. If a flex line passes through the center
of the projection the corresponding ramification point (the flex point) has multiplicity
3. For plane quartics, we also could have bitangent lines passing through the center of
projection. This will lead to branch points whose fibers are two ramification points,
each with multiplicity 2. A future research line is the computation of the corresponding
(real) plane Hurwitz numbers for not simple branched coverings. For instance, the
Trott curve has its 28 bitangent real. Among these bitangents, we can find 4 of them
passing through a point. The projection centered at this point leads to a degree 4 non
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simple branched covering of P1. Its branch locus consists of 6 points, four of them
with multiplicity 2. The fiber of each of these four points consists of two ramification
points with multiplicity 2. What is the real plane Hurwitz number in this case? We are
aiming to answer these questions in an ongoing project together with Clemens Nollau.
Analogously, a recovery problem can be stated in this situation from a numerical and
symbolic point of view.

Concerning the (real) Segre-Hurwitz numbers introduced in Section 1.6, the compu-
tation of most of these numbers remains open. In general, it is not known for which
values of d1 and d2, the Segre-Hurwitz number sh

d1,d2
is finite. In this chapter, we

have seen that for (d1, d2) = (d1, 2) and d1 � 3, the Segre-Hurwitz number is finite.
Moreover, we have computed sh3,2 and sh4,2. The following question remains open.

Question 1.7.3. What are the values of sh
d1,2 and shreal

d1,2 for d1 � 5?

From a computational point of view, in an ongoing on project with Clemens Nollau,
we are studying the recovery algorithm for the 135 curves of bidegree (4, 2) studied in
Section 1.6.1.

The introduction of Segre-Hurwitz numbers in Section 1.6 creates a new frontier in the
field of plane Hurwitz numbers. In this section we moved from plane curves to curves
in P1⇥P1. What happens if we consider curves on other varieties? For instance, we can
consider curves in the blow up of a point in P2. We have two natural projections from
BlpP2 to P1 given by the hyperplane class and the exceptional divisor, respectively.
Each type of projection leads to a branched covering C ! P1, where C is a curve in
BlpP2. Up to the correct notion of isomorphism, what is the number of such branched
coverings sharing the same fixed branch locus? Can we recover these curves in BlpP2

from their branch locus? We can consider a more general setting. Let Hn be the
Hirzebruch surface associated to the bundle OP1(�n) � OP1 of P1 and consider the
bundle projection ⇡ : Hn ! P1. Given a generic smooth curve C in Hn, the restriction
of ⇡ to C is a simple branched covering of P1. Up to isomorphism, can we count the
branched coverings of this form with fixed branch locus? Similarly to the definition of
plane Hurwitz number and Segre-Hurwitz numbers, such value can be properly defined.
We call these numbers the n–Hirzebruch Hurwitz numbers. For instance, for n = 0
H0 = P1 ⇥ P1 and the 0–Hirzebruch Hurwitz number coincide with the Segre-Hurwitz
numbers. Moreover, the real version of these numbers can also be defined.

Question 1.7.4. What are the values of the n–Hirzebruch Hurwitz numbers and their
real version?

Another way to generalize plane Hurwitz numbers is, instead of considering linear
projection from P2 to P1, we can consider linear projections from Pn to P1. These
projections have center a codimension 2 linear subspace. An analogous enumerative
problem can be stated in this setting. An interesting case is when canonical curves
are considered. Let C be a generic canonical genus g curve embedded in Pg�1. A
projection ⇡ : Pg�1 99K P1 leads to a degree 2g�2 simple branched covering of P1 such
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that ⇡⇤OP1 is isomorphic to the canonical bundle of C. Up to isomorphism, what is the
number of such branched coverings with the same fixed branch locus? For instance, a
genus 4 canonical curve in P3 is a space sextic. A line in P3 defines a linear projection
P3 99K P1 whose restriction to a generic space sextic is a degree 6 simple branched
covering of P1. How many of such coverings share the same branch locus?

We can slightly change the above problem as follows. Instead of considering arbitrary
curves in P3, we can fix a normal surface S and count branched coverings obtained from
projecting linearly curves in S to P1. By requiring S to be normal, we can assume that
the curves we are counting do not intersect the singular locus of S. For instance, we
can fix S to be P1 ⇥ P1 embedded in P3. Note that this is not the same situation
analysed in Section 1.6. There, we studied maps to P1 defined by |O(0, 1)|. In this
case, the projection is defined by |O(1, 1)|. We could also consider curves in a quartic
cone Q, In this situation, we can also consider the projection with center the singular
point of Q. Given a curve in C in Q, this projection defines a branched covering of P1.
Similar enumerative problems can be considered in this setting. For instance, for space
sextics in Q, the birationality between E and V4 shows that there is only one class of
space sextics in Q whose above projection has a fixed branch locus (see [122, Theorem
2.12]).
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Chapter 2

Hessian correspondence and
catalecticant enveloping varieties

Throughout this chapter, we will work with an algebraically closed field K of charac-
teristic 0. Moreover, let V := Kn+1, for n � 1, with coordinates x0, . . . , xn, and let
SdV denote the d–th symmetric power of V .

Given a polynomial F 2 P(SdV ), the Gaussian map is the rational map that sends a
smooth point of V(F ) ✓ Pn to its tangent hyperplane. Here we see this hyperplane as
a point in the dual projective space (Pn)⇤. In other words, the Gaussian map is the
rational map defined by the first order derivatives of F . The dual variety of F , denoted
by V(F )⇤, is the closure of the image of the Gaussian map. Dual varieties are classical
objects in both di↵erential and algebraic geometry. We refer to [40, 55, 110] for further
details on this topic. One of the most celebrated results concerning these varieties is
the Biduality theorem (see [40, Theorem 1.2.2]), which states that (V(F )⇤)⇤ = V(F ). A
first consequence of the Biduality theorem is that the map associating to a hypersurface
its dual variety is birational onto its image. Moreover, given a dual variety X, we can
e↵ectively compute the fiber of X through this map by computing X⇤. In this chapter
we we analyse the analogous construction for the second order derivatives.

Given F 2 P(SdV ), the Hessian map or second polar map is the rational map

hF : V(F ) 99K P(S2V )

sending a point p to the evaluation of the Hessian matrix of F at p. Here we use
the identification of S2V and the space of symmetric matrices. The Hessian variety or
second polar variety is defined as the closure of the image of the Hessian map. In other
words, the Hessian variety consists of all Hessian matrices of the hypersurface. By
abuse of notation, we will often consider hF as a rational map from Pn instead of from
V(F ). By Euler’s formula, both rational maps have the same base locus. The Hessian
map was studied in [27], where it is proven that hF is finite when V(F ) is smooth
(see [27, Proposition 6]). In particular, the Hessian variety of a generic polynomial has

63



64 CHAPTER 2. HESSIAN CORRESPONDENCE

dimension n � 1. In [87] it is shown that if hF has no base locus, then the Hessian
variety has degree d(d � 2)n�1. In this chapter we carry out a further investigation
of Hessian varieties by analysing the relation between a hypersurface and its Hessian
variety.

The Hessian map and the Hessian variety is closely related to the classical Hesse prob-
lem. The Hessian polynomial of F 2 P(SdV ) is the determinant of the Hessian matrix
of F . The (d, n)–Gordan-Noether locus is the locus of polynomials in P(SdV ) whose
Hessian polynomial vanishes. The Hesse problem deals with the description of the
(d, n)–Gordan-Noether locus. For n  3, a polynomial lies in this locus if and only
if it is a cone (see [58]). Some remarkable contributions about Hessian polynomials
and the Hesse problem are [18, 49, 53, 57, 88, 126]. We refer to [29, 110] for further
information on the Gordan-Noether locus. In our setting, a polynomial F lies in the
(d, n)–Gordan-Noether if and only if hF (Pn) is contained in the hypersurfaces of sym-
metric matrices with vanishing determinant. In [27] the authors use the Hessian map
to study the subvariety Sr(F ) of V(F ) defined as the Zariski closure of the points of
V(F ) where the Hessian matrix has rank r. This variety is strongly connected with
the following generalization of the Hesse problem: can we describe the locus of the
polynomials whose Hessian matrix has rank at most rank r? Note that for r = n this
locus is the Gordan-Noether locus previously defined.

Motivated by the Hesse problem, the relation between a hypersurface and its Hessian
polynomial has recently gained the attention of algebraic geometers. We highlight the
works [28], [38] and [39], where the birationality of the map associating a polynomial
its Hessian polynomial is studied for certain d and n. In these papers, this map is
called the Hessian map, and the image of this map is the Hessian variety of type (d, n).
It should be noticed that our notion of Hessian map and Hessian variety di↵ers from
the concept introduced in these papers. We expect that our study of Hessian varieties
could enlighten new ideas for approaching the Hesse problem and its related questions.

The Hessian correspondence Hd,n is the rational map associating to a degree d hyper-
surface in Pn its Hessian variety. This is the main object of study of this chapter, and
our goal is to study the fibers of this map. In the case of dual varieties, the analogous
map is birational onto its image by the Biduality theorem. Therefore, the following
questions appears naturally. Is it birational onto its image as its analogous for dual
varieties? Is the Hessian correspondence generically finite? Is the fiber a unique poly-
nomial up to change of coordinates in Pn? Or up to isomorphism or birationality of
the corresponding hypersurfaces? We are also interested in a computational approach
to these questions. In the case of first order derivatives, we can e↵ectively recover a
hypersurface from its dual variety. Can we reconstruct a hypersurface from its Hessian
variety? This is equivalent to find an e↵ective algorithm for computing the fibers of
the Hessian correspondence. In this chapter we answer the above questions for low
Waring rank hypersurfaces, and for hypersurfaces of degree 3 and 4.
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In Section 2.4, we will consider the rational map

↵n : P(S3V ) 99K Gr(n+ 1, S2V )

F 7�!
⌧
@F

@x0
, . . . ,

@F

@xn

�
.

This map is called the gradient map and in [6, 7] it was shown that its is birational
onto its image. We refer to [20, 46] for a modern reference. In Section 2.4, we derive
the birationality of H3,n for n � 2, which follows in a rather straightforward way
from the birationality of ↵n. However, here we present an alternative approach to the
birationality of ↵n, that in Section 2.4.3 can be turned into an e↵ective algorithm for
recovering a cubic from its Hessian. On the other hand, for the case of quartics, we
need to use di↵erent ideas, coming from syzygies of Veronese varieties.

Of particular interest is also the closure of the image of gradient map. More generally,
we define the variety Ze,k as the Zariski closure of the set

Z�
e,k

:=
�

� 2 Gr(k + 1, Sd�eV ) : hreF i = � for some F 2 SdV
 
,

where reF denotes the set of all e–th partial derivatives of F . The motivation behind
the study of this variety comes from tensor decomposition and apolarity theory. Among
the distinct notions of ranks, partially symmetric ranks have recently attracted the at-
tention of the tensor community. One of the main questions about partially symmetric
ranks was posted by Comon (see [98, Problem 15]): if we regard a symmetric tensor
as a partially symmetric tensor, are the symmetric rank and the partially symmetric
rank equal? In the last years, a�rmative answers have been given to this questions
under certain assumptions in [4, 32, 50, 111, 127].

In [56], Comon’s question is approach using simultaneous Waring ranks. More con-
cretely, through the notion of e-th gradient ranks. Given a polynomial F 2 SdV ,
the e–th gradient rank is defined as the minimum r such that there exists linear forms
l1, . . . , lr such that any e–th partial derivative of F can be written as a linear combi-
nation of ld�e

1 , . . . , ld�e

r
. It turns out that the study of the e–th gradient rank is closely

related to the geometry of the variety Ze,k. Our goal is to analyse this variety through
the catalecticant enveloping variety, defined as

�e

k
:=

�
E 2 Gr(k + 1, Sd�e)V ) : hreF i ✓ E for some F 2 SdV

 
.

This chapter is structured as follows. In Section 2.1 we introduce the background re-
quired in the rest of the chapter. This preliminary section is divided in two subsections.
Dual varieties, polar varieties and polar maps are presented in Section 2.1.1, and a brief
introduction to Waring rank, secant varieties and apolarity theory is given in Section
2.1.2.

In Section 2.2 we introduce the main objects of study: Hessian maps, Hessian varieties
and the Hessian correspondence Hd,n. We also introduce the rational map Hd,n,k,
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defined as the restriction of the Hessian correspondence to polynomials with Waring
rank k.

Section 2.3 is devoted to the study of the Hessian correspondence for polynomials with
Waring rank at most n + 1. In Section 2.3.1, we compute the degree of Hd,n,k for
k  n + 1 and, in Section 2.3.2, we provide a numerical algorithm for recovering the
fibers of Hd,n,k for k  n+ 1.

Section 2.4 studies the Hessian correspondence for cubic hypersurfaces. More precisely,
in Section 2.4.1, we study H3,1, its image and the computation of its fibers in detail.
Afterwards, in Section 2.4.2, we analyse Hd,n for n � 2. We use the gradient map ↵n to
study the fibers of H3,n. Finally, in Section 2.4.3, an algorithm for recovering a cubic
hypersurface, from its Hessian variety, is provided.

Section 2.5 is devoted to the Hessian correspondence for d = 4. In Section 2.5.1 we
focus on H4,1. In Section 2.5.2 we study H4,n for n � 2 and in Section 2.5.3 an e↵ective
algorithm for recovering F from H4,n(F ), when n even, is derived.

Section 2.6 focuses on the generalization of the map ↵n and on the varieties Ze,k and
�e

k
. We consider the variety Sube,k as the closure of the set of polynomials F 2 P(SdV )

such that dim hreF i = k + 1 and we introduce the rational map ↵e,k : Sube,k 99K
Gr(k + 1, Sd�eV ) sending F to hreF i. The map ↵1,n is the gradient map, whose
birationality was studied in [6, 7, 46]. In Section 2.6.1 we provide a new proof for the
birationality of ↵1,k, which inspired the techniques use in Section 2.6.2 to analyse the
irreducible components of the catalecticant enveloping variety for d = 1. Finally, in
Section 2.6.3 we generalize the Hessian correspondence to higher order derivatives. We
define the l–th polar correspondence Gl

d,n
as the rational map sending a polynomial

F 2 P(SdV ) to its l–th polar variety. We study the (d � 1)–th polar correspondence
and the corresponding recovery problem.

The main contributions of this chapter are:

• For k  n + 1, we prove that the Hd,n,k is birational onto its image for d even,
and generically finite of degree 2k+1 for d odd. Moreover, we provide a numerical
algorithm for reconstructing a hypersurface of Waring rank at most n + 1 from
its Hessian variety.

• We show that H3,1 has generically degree 2, we compute its image and the ra-
tional involution preserving the fibers. We present an e↵ective algorithm for
reconstructing the two cubic binary forms with same Hessian variety from their
Hessian variety.

• We prove that Hd,n is birational onto its image for d = 3, 4 and (d, n) 6= (3, 1).
Moreover, we compute the image of H4,1.

• We provide an e↵ective method for recovering a generic hypersurface from its
Hessian variety for d = 3 and n � 2, and for d = 4 and n even or n = 1.
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• We provide an e↵ective algorithm for computing the parametrization of a
Veronese variety of order 2 and of even dimension.

• We compute the irreducible components of �1
k
and their dimension. We determine

the dimension of Z1,k and a irreducible component of its boundary.

• We prove that the (d� 1)–th polar correspondence is birational onto its image.

2.1 Preliminaries on polar varieties and tensors

The background require for the development of this chapter is presented in this section.
We give a brief introduction to some classical objects as dual varieties, polar varieties,
Waring rank, catalecticant matrices and apolar ideals.

2.1.1 Polar varieties

This section is devoted to polar varieties. The main example of these varieties are dual
varieties. The dual variety is a classical object in the fields of algebraic and di↵erential
geometry. This notion can be defined for varieties of arbitrary dimension, although
in this section we only focus on dual varieties of hypersurfaces in Pn. We refer to
[40, 55, 110] for further details on this topic.

Definition 2.1.1. Given F 2 P(SdV ), the Gaussian map or first polar map is defined
as the rational map

g1
F
: V(F ) 99K (Pn)⇤

p 7�! rF (p) = [ @F
@x0

(p), . . . , @F

@xn
(p)].

(2.1)

In other words, the Gaussian map associates to each smooth point of V(F ) its tangent
hyperplane. The dual variety of V(F ), denoted by V(F )⇤, is the Zariski closure of the
image of the Gaussian map, namely, the closure of g1

F
(V(F )).

The first natural question on dual varieties, that is answered in the next theorem, is
about its dimension.

Theorem 2.1.2. [55, Corollary 1.2] The dual variety of V(F ) is a hypersurface if and
only if V(F ) is not a cone.

Moreover, from [55, Proposition 3.2] one can deduce that, for generic F 2 P(SdV ),
the dual variety V(F )⇤ is a hypersurface of degree d(d � 1)n�1. Let F 2 P(SdV ) be
such that V(F ) is not a cone. The F–discriminant �F is the defining polynomial of
the dual variety of V(F ) up to scalar. Then, for generic F , �F is a degree d(d� 1)n�1

polynomial. Note that, even when the dual variety of F is a hypersurface, it might
happen that its degree is not d(d� 1)n�1. This phenomenon is exhibited, for instance,
in the Plücker formulas (see [40, Section 1.2.3]), which relate the degree, genus and



68 CHAPTER 2. HESSIAN CORRESPONDENCE

singularities of a plane curve and its dual curve. For instance, let C be a degree d plane
curve whose singularities are � nodes and  cusps. Then, the degree of the dual curve
is d(d� 1)� 2� � 3, which di↵ers from the expected degree.

Example 2.1.3. Fix n = 2 and d = 3 and consider the polynomial F = x3
0 + x3

1 + x3
2.

Let C be the smooth plane curve defined by F . The Gaussian map g1
F

: C ! (P2)⇤

sends a point p = [p0, p1, p2] 2 C to [p20, p
2
1, p

2
2]. One can check that the dual variety C⇤

is the plane sextic defined by the polynomial

z60 + z61 + z62 � 2(z30z
3
2 + z31z

3
2).

Here z0, z1, z2 are the coordinates of the dual projective plane. Now let G = x3
0+x2(x2

1�
x2
0). The dual curve is given by the equation

4z40 + 4z41 � 8z20z
2
1 + 4z40z2 � 36z0z

2
1z2 � 27z21z

2
2 .

Note that the plane curve defined by G has a nodal singularity and the degree of V(F )⇤

agrees with the Plücker formulas.

Suggested by many dual phenomena in mathematics, the name dual variety suggests
that the dual variety of the dual variety is the initial hypersurface. Indeed, this phe-
nomenon is known as the Biduality Theorem

Theorem 2.1.4. [55, Theorem 1.1] Let X be a hypersurface which is not a cone. Then,
X = (X⇤)⇤.

A direct consequence of the Biduality Theorem is that we can recover e↵ectively a
generic hypersurface X from its dual variety by computing the dual variety of X⇤.

Example 2.1.5. Consider the polynomial

G = z60 + z61 + z62 � 2(z30z
3
2 + z31z

3
2)

defining the a plane sextic in the dual projective space (P2)⇤. The Gaussian map for G
sends a point q = [q0, q1, q2] to

[q50 � q20q
3
1 � q20q

3
2, q

5
1 � q21q

3
0 � q21q

3
2, q

5
2 � q22q

3
0 � q22q

3
0].

One checks that the image of V(G) through this map is the plane curve defined by
x3
0 + x3

1 + x3
2. Note that this computation is compatible with Example 2.1.3.

Next we consider the rational map

G1
d,n

: P(SdV ) 99K P(Sd(d�1)n�1
)

F 7�! �F

, (2.2)

which associates to a hypersurface its dual variety. By the Biduality theorem, G1
d,n

is
injective, and hence, it is birational onto its image. Moreover, the fibers of G1

d,n
can be

recovered e↵ectively. Given a dual variety X, the fiber G�1
d,n

(X) is X⇤.
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Note that the construction of the dual variety of V(F ) is based on the first order
derivatives of F , since the tangent space at a smooth point of V(F ) is given by the
gradient of F . The generalization of the Gaussian map to higher order derivatives is
called the k–polar map.

Definition 2.1.6. For k � 1 and F 2 P(SdV ), the k–polar map of F is the rational
map

gk
F
: V(F ) 99K P(SkV )

p 7�!
P @kF

@xi1 · · · @xik

(p)xi1 · · · xik
.

(2.3)

The k–th polar variety is defined as the closure of the image of gk
F
.

Note that, P(S1V ) can be identified with (Pn)⇤ and thus (2.3), with k = 1, yields the
usual Gaussian map (2.1). By abuse of notation, we will often consider gk

F
as a rational

map from Pn instead of from V(F ). Note that by Euler’s formula, both rational maps
have the same base locus. Moreover, this base locus is contained in the singular locus
of V(F ). In particular, for generic F 2 P(SdV ), the k–th polar map has no base locus.
In [87], the author proved that if gk

F
has no base locus, the k–th polar variety has

dimension n� 1 and degree d(d� k)n�1.

Example 2.1.7. Let n = 1 and consider the binary form F = x4
0 + x3

0x1 + x2
0x

2
1 +

x0x3
1 + x4

1. The 3–th polar map g3
F
: V(F ) ! P(S3V ) ' P3 is a linear map that sends

a point p = [p0, p1] to

[12p0 + 3p1, 3p0 + p1, p0 + 3p1, 3p0 + 12p1].

In this case, the 4–polar variety is defined by the ideal

h3z1 � 6z2 + z3, z0 � 9z2 + 2z3, 3321z
4
2 � 3051z32z3 + 1071z22z

2
3 � 171z2z

3
3 + 11z43i.

One of the main objects we will study in Chapter 2 are Hessian maps and Hessian
varieties. They will be defined in Section 2.2 as the second polar map and second polar
variety respectively.

2.1.2 Waring rank, Secant varieties and apolar ideals

In this section we introduce some tensor related objects that will make their appearance
in Chapter 2. For further details in these topics we refer to [5, 74, 84]. We start with
a classical notion in tensor decomposition.

Definition 2.1.8. The Waring rank of a polynomial F 2 P(SdV ) is defined as the
minimum integer r � 0 such that F = ld1+· · ·+ld

r
for some linear forms l1, . . . , lr 2 S1V .

In this situation, the expression of F as sum of r powers of linear forms is called a
Waring decomposition. The border rank of a polynomial F 2 P(SdV ) is the minimum
integer r such that F is contained in the Zariski closure of the set of degree d polynomials
with Waring rank r.
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From these definitions it follows that the border rank of a polynomial is lower or equal
than its Waring rank. However, the equality does not always hold. For instance, the
Waring rank of x0x2

1 is 3 but its border rank is 2 (see [78, Example 1.4 and Example
2.10]).

We denote the Veronese variety of all polynomials of the form ld, for l 2 P(S1V ), by
V d,n. Then, the closure of the set of degree d polynomials of symmetric rank k is
the k–th secant variety of V d,n, denoted by �k(V d,n). Therefore, the border rank of
F 2 P(SdV ) is the minimum integer k � 1 such F 2 �k(V d,n). The expected dimension
of the secant variety �k(V d,n) is

expdim�k(V
d,n) = min

⇢
sn+ s� 1,

✓
n+ d

n

◆
� 1

�
.

In general, the expected dimension of �k(V d,n) bigger or equal to its dimension. The
k–defect, denoted by �k, is defined as the di↵erence expdim�k(V d,n) � dim �k(V d,n).
We say the secant variety �k(V d,n) is k–defective if �k > 0. The Alexander–Hirschowitz
Theorem shows when �k(V d,n) is k–defective.

Theorem 2.1.9. [12, Theorem 1.2] The dimension of the higher secant varieties
�k(V d,n) equals the expected dimension except for the cases shown in Table 2.1.

d n k �k dim �k(V d,n)
2 � 2 2  k  n

�
k

2

�
kn+ k � 1�

�
k

2

�

3 4 7 1 33
4 2 5 1 14
4 3 9 1 33
4 4 14 1 68

Table 2.1: List of7 secant varieties of V d,n that are defective.

For further references on decomposition of tensors and their relation to secant varieties
we refer to [5].

Now we shift our point of view on tensor decompositions from secant varieties to apolar
ideals. Consider the graded rings S = K[x0, . . . , xn] and T = K[y0, . . . , yn]. We denote
the d–graded piece of S and T by Sd and Td respectively. In terms of the notation
used in Section 2.1.1, Sd is identified with SdV . The apolarity action is the action of T
on S where yi acts on S as the partial derivative @

@xi
. On the monomials, this action

is defined on monomials as follows. Consider the monomials x↵ = x↵0
0 · · · x↵n

n
2 S and

y� = y�0
0 · · · y�n

n
2 T for ↵ = (↵0, . . . ,↵n), � = (�0, . . . , �n) 2 Nn+1. Then y� acts on x↵

by

y� � x↵ =

8
><

>:

nY

i=0

(↵i)!

(↵i � �i)!
x↵�� if ↵ � �

0 else

,
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where ↵ � � if and only if ↵i � �i for every i. The apolaritity action defines for every
j 2 N a perfect pairing

Si ⇥ Ti ! S0 ' K
sending the tuple (F,G) to G � F .

Definition 2.1.10. Given a polynomial F 2 Sd, the (i, d � i)–catalecticant map of F
is the linear map

Fi,d�i : Ti �! Sd�i

G 7�! G � F . (2.4)

A first consequence of this definition is that the image of Fi,d�i equals hriF i. Recall
that riF is the set of all i–th partial derivatives of F . For instance, the catalecticant
map F1,d�1 is the map from T1 to Sd�1 sending yi to the first order derivative of F with
respect to xi.

Example 2.1.11. Fix n = 2 and d = 4, and consider the polynomial F = x4
0 + x4

1 +
x4
2+x2

0x
2
1. The catalecticant map F1,3 : T1 ! S3 acts on the monomials of T1 as follows

y0 7! 4x3
0 + 2x0x2

1, y1 7! 4x3
1 + 2x2

0x1, y2 7! 4x3
2.

In particular, F1,3 is injective, i.e. it is a linear embedding. Similarly, the catalecticant
map F2,2 : T2 ! S2 acts on the basis of monomials of T2 as

y20 7! 12x2
0 + 2x2

1 y0y1 7! 4x0x1 y0y2 7! 0 y21 7! 12x2
1 + 2x2

0 y1y2 7! 0 y22 7! 12x2
2.

In the basis of T2 and S2 given by the degree 2 monomials, the matrix of F2,2 is
0

BBBBBB@

12 0 0 2 0 0
0 4 0 0 0 0
0 0 0 0 0 0
2 0 0 12 0 0
0 0 0 0 0 0
0 0 0 0 0 12

1

CCCCCCA
.

In particular, the rank of F2,2 is 4 and its kernel is generated by y0y2 and y1y2.

In Example 2.1.11, we show that the under certain basis, the matrix of the catalecti-
cant map F2,2 is symmetric. This is consequence of a more general fact. We write a
polynomial F in Sd as

F =
X

|u|=d

aux
u.

In Ti we fix the standard basis given by the monomials, whereas in Sd�i we fix the
basis given by the elements of the form 1

u0!···un!
xu for u 2 Nn+1 with |u| = d� i. Under

these bases, the catalecticant map Fi,d�i is given by the matrix

CatF (d� i, i) := (au+v)|u|=i,|v|=d�i
. (2.5)
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The matrix (2.5) is called the i–th catalecticant matrix. On of the first properties of
catalecticant matrices is that for any F 2 Sd, CatF (d� i, i)t = CatF (i, d� i) (See [77,
Section 1]). In particular, when d is even, CatF (d/2, d/2) is symmetric.

Example 2.1.12. For degree d binary forms, the catalecticant matrix CatF (d� i, i) is
the (d� i+ 1, i+ 1)–matrix

0

BBB@

ad,0 ad�1,1 · · · ad�i,i

ad�1,1 ad�2,2 · · · ad�i�1,i+1
...

...
. . .

...
ai,d�i ai�1,d�i+1 · · · a0,d

1

CCCA
.

Definition 2.1.13. Given F 2 Sd, the apolar ideal of F , denoted by F?, is the ideal
of T defined as

F? := {G 2 T : G � F = 0}.

The apolar ideal F? is a graded ideal of T and for i  d, its i–th graded component is
equal to the kernel of the catalecticant Fi,d�i. For i � d+1, the i–th graded component
of F? is Ti.

Example 2.1.14. Fix n = 2 and d = 4, and consider the polynomial F = x4
0 + x4

1 +
x4
2+x2

0x
2
1 2 S4. In Example 2.1.11 we saw that F1,3 is injective and the kernel of F2,2 is

generated by y0y2 and y1y2. Therefore, (F?)1 = 0 and (F?)2 = hy0y2, y1y2i. One can
check that all the generators of (F?)3 are in the ideal generated by (F?)2. In degree
4, the elements of (F?)4 that are not obtained from (F?)2 are linear combinations of
y30y1 and y0y31. We conclude that the apolar ideal of F is

F? = hy0y2, y1y2, y30y1, y0y31i+ hT5i.

A celebrated result concerning apolar ideals is the Apolarity Lemma which relates
apolar ideals with Waring decompositions (see [5, Lemma 2.80]). Using the apolar
ideal, we consider the quotient AF := T/F?. Then, AF is an Artinian Gorenstein ring
(see [74, Section 2.3]). We call AF the apolar Artinian Gorenstein ring of F . For further
literature on Gorenstein rings we refer to [74]. One of the main results concerning
apolar Artinian Gorenstein rings is due to Macaulay (see [89, Section 4])

Theorem 2.1.15. [74, Lemma 2.12] There is a bijection between Sd and graded Ar-
tinian Gorenstein ring A = T/I with socle in degree d.

Note that the i–th graded component of AF vanishes for i � d + 1. A consequence of
Theorem 2.1.15 is that the Hilbert function hAF (t) of AF is symmetric. In other words,
hAF (t) = hAF (d� t) for 0  t  d.
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2.2 Hessian varieties and Hessian correspondence

The aim of this section is to present the main objects of study of this chapter: Hessian
maps, Hessian varieties and the Hessian correspondence. These are the analogous to
Gaussian maps, the dual varieties and the map G1

d,n
to second order varieties. Given a

polynomial F 2 SdV , we denote the Hessian matrix of F by HF .

Definition 2.2.1. The Hessian map is defined as the rational map

hF : V(F ) 99K P(S2V )

p 7�! HF (p).
(2.6)

The Hessian variety of F is the closure of hF (V(F )).

Clearly the Hessian map generalizes the Gaussian map and, taking into account that
P(S2V ) can be identified with the set of the symmetric matrices, the Hessian map can
be seen as the degree 2 polar map. In this case, the Hessian variety is the second polar
variety. Let zi,j be the coordinate of P(S2V ) representing the monomial xixj. By abuse
of notation, we will often consider hF , in (2.6), as a rational map from Pn instead of
from V(F ).

Example 2.2.2. For d = 4 and n = 2 we consider the polynomial F = x4
0 + x4

1 + x4
2.

The Hessian matrix of F is

HF =

0

@
12x2

0 0 0
0 12x2

1 0
0 0 12x4

2

1

A .

In particular, the Hessian map of F is

hF : V(F ) ⇢ P2 �! P5

[x0, x1, x2] 7�! [12x2
0, 0, 0, 12x

2
1, 0, 12x

4
2]

,

and the Hessian variety of F is given by the ideal

hz0,1, z0,2, z1,2, z20,0 + z21,1 + z22,2i.

Similarly as in the case of the map G1
d,n

, our goal is to define a rational map that
associates a polynomial F 2 P(SdV ) to its Hessian variety. The first di�culty we
encounter is that the Hessian variety is not a hypersurface in P(S2V ). Therefore, the
target space of such a map can not be a space of polynomials of certain degree. We
have to consider a Hilbert scheme as the target space. Let ⌅d,n be the closure of the set
{(x, F ) 2 P(S2V )⇥ P(SdV ) : x 2 hF (V(F ))}. The projection ⌅d,n 99K P(SdV ) defines
a family of algebraic varieties parametrized by an open subset of P(SdV ). By [27,
Proposition 6], the Hessian map of a smooth hypersurface is finite. Hence, the Hessian
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variety of smooth hypersurfaces is irreducible of dimension n � 1. Therefore, there
exists a dense open subset of P(SdV ) where the fibers of the family ⌅d,n are irreducible
and they all have the same dimension. Let pd,n(t) be the Hilbert polynomial of the
Hessian variety of a generic hypersurface in this open subset. In particular, pd,n(t) is
the Hilbert polynomial of the Hessian variety of a generic element in P(SdV ).

Definition 2.2.3. We define the Hessian correspondence as the rational map

Hd,n : P(SdV ) 99K Hilbpd,n(t)(P(S2V ))

F 7�! hF (V(F )).
(2.7)

In other words, Hd,n sends a hypersurface to its Hessian variety.

Therefore, hF and Hd,n can be seen as the generalization, to the second order of deriva-
tion, of the Gaussian map and G1

d,n
, respectively.

Example 2.2.4. For d = 3 and n = 2, we consider the polynomials F = x0x1x2 and
G = x3

0 + x3
1. Their Hessian matrices are

HF =

0

@
0 x2 x1

x2 0 x0

x1 x0 0

1

A and HG =

0

@
6x0 0 0
0 6x1 0
0 0 0

1

A

respectively. One can check that the Hessian varieties of F and G are

V(z0,0, z1,1, z2,2, z0,1z0,2z1,2) and V(z0,1, z0,2, z1,2, z2,2, z30,0 + z31,1)

respectively. We observe that the Hessian variety of F is a singular cubic curve in a
plane in P5, whereas the Hessian variety of G consists of three distinct points in a line
in P5. In particular, the Hilbert polynomials of these two Hessian varieties are distinct.
In Section 2.4, we will see that p3,n(t) =

�
t+n

n

�
�
�
t+n�3

n

�
. We conclude that G lies in

the base locus of H3,2.

Example 2.2.4 shows that the family of Hessian varieties ⌅1
d,n

99K P(SdV ) is not flat
since di↵erent fibers may have di↵erent Hilbert polynomial (see [67, Theorem 9.9]).
As a consequence, we get that the Hessian correspondence has a base locus consisting
of the polynomials F whose Hessian variety does not have Hilbert polynomial pd,n(t).
Analogously, we could define the Hessian correspondence for varieties of polynomials
contained in this base locus. The main example we are interested in is the case of the
variety of polynomials with Waring rank k.

Definition 2.2.5. We define the Hessian correspondence of polynomials with Waring

rank k as the rational map

Hd,n,k : �k(V d,n) 99K Hilbpd,n,k(t)(P(S2V ))

F 7�! hF (V(F )).
(2.8)

where pd,n,k(t) is the Hilbert polynomial of the Hessian variety of a generic hypersurface
in �k(V d,n).
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Example 2.2.4 shows that p3,2(t) and p3,2,2(t) are distinct. In general, it does not hold
that pd,n = pd,n,k and Hd,n and Hd,n,k are distinct maps. However, for any d and n
there exists a k such that �k(V d,n) = P(SdV ), and Hd,n = Hd,n,k; for instance, if k
is the Waring rank of a generic polynomial. This Waring rank is achieved when the
dimension of �k(V d,n) (see Theorem 2.1.9) equals the dimension of P(SdV ).

The natural question, and the central aim of this chapter, is the extension of the
results concerning the maps g1 and G1

d,n
to hF , Hd,n and Hd,n,k. More concretely, we

analyse whether Hd,n and Hd,n,k are birational onto its image. From a computational
approach, given a generic variety X in the image of Hd,n (Hd,n,k, respectively), our goal
is to recover, when possible, the polynomials whose Hessian variety is X. That is, to
determine F 2 P(SdV ) such that Hd,n(F ) = X.

We observe that the cases d = 1 and d = 2 have a direct answer. For d = 1, the problem
is trivial since the Hessian is the zero matrix. Let now d = 2. For F 2 P(S2V ), the
Hessian matrix HF is a symmetric matrix with constant entries. Therefore, for F 2
P(S2V ), the Hessian map is a constant map sending V(F ) to the point HF 2 P(S2V ).
We get that p2,n(t) = 1 and Hilbp2,n(t)(P(S2V )) = P(S2V ). Therefore, the Hessian
correspondence for quadrics is the map H2,n : P(S2V ) ! P(S2V ) that sends F to
HF . Applying Euler formula twice, we get that 2F = (x0, . . . , xn)HF (x0, . . . , xn)t. In
particular, we get that H2,n is the isomorphism between degree two polynomials and
symmetric matrices.

2.3 Hessian correspondence and Waring rank

Let us start this section with a motivating example. Let n = 3 and d = 3, and consider
the polynomials F = x3

0 + x3
1 + x3

2 and G = x3
0 + x3

1 � x3
2. Both F and G have Waring

rank 3 and their Hessian matrices are the diagonal matrices

0

@
6x0 0 0
0 6x1 0
0 0 6x2

1

A and

0

@
6x0 0 0
0 6x1 0
0 0 �6x2

1

A

respectively. In particular, the corresponding Hessian maps hF and hG factors through
the closed embedding of V(z01, z02, z12) in P(S2V ). Moreover, one can check that the
Hessian varieties of F and G are both equal to

V(z01, z02, z12, z300 + z311 + z322) ⇢ P(S2V ) ' P5.

Similarly, the Hessian varieties of x3
0 � x3

1 + x3
2 and �x3

0 + x3
1 + x3

2 equal H3,2(F ) too.
In particular, we deduce that there exists a locus in P(S3V ) where H3,2 is not injective
but has degree at least 4. In this section we study how the Hessian correspondence
acts on the locus of these type of polynomials.
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In (2.7), we defined the Hessian correspondence as a rational map from P(SdV ) to
certain Hilbert scheme. Similarly, in (2.8), we defined Hd,n,k as the Hessian correspon-
dence for polynomials in �k(V d,n). In this section we analyse the Hessian correspon-
dence Hd,n,k for polynomials with Waring rank k  n + 1. In this case, under this
assumption, the secant variety �k(V d,n) has a dense PGL(n+1)–orbit. We analyse the
interaction of the action of PGL(n + 1) on P(SdV ) and the Hessian map. This study
allows us to conclude Section 2.3.1 with the computation of the degree of Hd,n,k for
k  n+1. In Section 2.3.2, we provide a numerical algorithm for computing the fibers
of Hd,n,k.

2.3.1 Degree of Hd,n,k for k  n+ 1

For any d we consider the group action of PGL(n+1) on P(SdV ) given by g ·F = F �gt
for g 2 PGL(n+ 1) and F 2 P(SdV ). This defines a representation ⇢ : PGL(n+ 1)!
PGL(SdV ). Since the target space of the Hessian map is P(S2V ), the representation ⇢
for d = 2 will play a fundamental role.

Example 2.3.1. Fix n = 1 and d = 1. Consider the basis of S2V given by the
monomials x2

0, x0x1, x2
1. Then,

g · x2
0 = a2x2

0 + 2acx0x1 + c2x2
1

g · x0x1 = abx2
0 + (ad+ bc)x0x1 + cdx2

1

g · x2
1 = b2x2

0 + 2bdx0x1 + d2x2
1

, for g =

✓
a b
c d

◆
2 PGL(2).

Therefore, the representation ⇢ is the map

✓
a b
c d

◆
7�!

0

@
a2 ab b2

2ac ad+ bc 2bd
c2 cd d2

1

A .

The next lemma analyzes how this action interacts with the Hessian map.

Lemma 2.3.2. Let n � 1 and d � 3. Then, for F 2 P(SdV ) and g 2 PGL(n+ 1), we
have that hg·F = ⇢(gt)t � hF � gt. In other words, the following diagram commutes:

V(F ) P(S2V )

V(g · F ) P(S2V )

hF

⇢(gt)t

hg·F

g
t .

In particular, we have that Hd,n(g · F ) = ⇢(gt)t(Hd,n(F )).
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Proof. By the Leibniz Rule, for i, j 2 [n] we have that

@2g · F
@xi@xj

=
X

k,l

gt
k,i
gt
l,j

@2F

@xk@xl

� gt.

Hence, the coordinate zi,j of the composition hgt·F � (gt)�1 is

X

k,l

gi,kgj,l
@2F

@xk@xl

=
X

k<l

(gi,kgj,l + gi,lgj,k)
@2F

@xk@xl

+
X

k

gi,kgj,k
@2F

@x2
k

. (2.9)

On the other hand, the coordinate zi,j of ⇢(gt)t is

X

k<l

(gi,kgj,l + gi,lgj,k)zk,l +
X

k

gi,kgj,kzk,k.

By (2.9), the coordinate zi,j of ⇢(gt)t �hF is equal to the coordinate zi,j of hg·F � (gt)�1.
The equality Hd,n(g ·F ) = ⇢(gt)t(Hd,n(F )) follows from the first part of the lemma and
the fact that V(g · F ) = (gt)�1(V(F )).

As a consequence of Lemma 2.3.2, we derive the following result.

Proposition 2.3.3. Let F 2 P(SdV ) and g 2 PGL(n+ 1). Then, g ·H�1
d,n

(Hd,n(F )) =

H�1
d,n

(Hd,n(g · F )). In particular the fibers of Hd,n(F ) and Hd,n(g · F ) via Hd,n are
isomorphic.

Proof. Let F̃ 2 P(SdV ) with same Hessian variety as F . By Lemma 2.3.2, we get that

Hd,n(g · F̃ ) = ⇢(gt)t(Hd,n(F̃ )) = ⇢(gt)t(Hd,n(F )) = Hd,n(g · F ).

In particular, g·F̃ has same Hessian variety as g·F . Hence, g·H�1
d,n

(Hd,n(F )) is contained

in H�1
d,n

(Hd,n(g ·F )). Similarly, since g�1 ·g ·F = F , we deduce that g�1 ·H�1
d,n

(Hd,n(g ·F ))

is contained in H�1
d,n

(Hd,n(F )). Now, the proof follows applying g to the previous
inclusion.

Note that Lemma 2.3.2 and Proposition 2.3.3 also hold if Hd,n is replaced by Hd,n,k, for
any k. Now, assume that k  n+1 and let Uk ✓ �k(V d,n) be the subset of polynomials
of the form ld1 + · · ·+ ld

k
such that l1, . . . , lk 2 S1V are linearly independent. Note that

Uk contains a nonempty dense open subset of �k(V d,n). Moreover, since k  n+1, it is
the PGL(n+1)–orbit of the polynomial Fk := xd

0+· · ·+xd

k�1. Therefore, by Proposition
2.3.3, in order to understand the fibers of Hd,n,k restricted to Uk, it is enough to study
the fiber of the Hessian variety of the polynomial Fk := xd

0 + · · ·+ xd

k�1.
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Note that up to scalar multiplication, the Hessian matrix of Fk is the diagonal matrix
0

BBBBBBB@

xd�2
0

. . .
xd�2
k�1

0
. . .

0

1

CCCCCCCA

.

In particular, the Hessian variety of Fk is a hypersurface in the (k� 1)–th dimensional
linear subspace

P(U) := V(zi,j : (i, j) 62 {(0, 0), . . . , (k � 1, k � 1)}) ⇢ P(S2V ). (2.10)

Note that P(U) equals hFk
(Pn). Now, let G 2 P(SdV ) with the same Hessian variety as

Fk. This implies that @
2
G

@xixj
= 0 for (i, j) 62 {(0, 0), . . . , (k� 1, k� 1)}. From the Euler’s

formula we deduce that the first order derivatives of G, with respect to xk, . . . , xn,
vanish. Hence, G is a polynomial in the variables x0, . . . , xk�1. Therefore, in order to
study Hd,n,k, we assume that k = n+ 1.

Lemma 2.3.4. Let G 2 P(SdV ) with the same Hessian variety as Fn+1. Then, G =
�0xd

0 + · · ·+ �nxd

n
for �0, . . . ,�n 6= 0.

Proof. Let aw be the coe�cient of xw := xw0
0 · · · xwn

n
for w = (w0, . . . , wn) and |w| :=

w0 + · · · + wn = d. Now, fix w such that |w| = d and w 6= d ei for some i. Here,
ei is the i–th standard vector (0, . . . , 0, 1, 0, . . . , 0). In particular, there exists i 6= j
with wi, wj � 1. We deduce that aw is the coe�cient of the monomial xw�ei�ej of
@
2
G

@xixj
. Since G and Fn+1 have the same Hessian variety, from equation (2.10) we get

that @
2
G

@xixj
= 0. Therefore, aw = 0 for w 62 {d e0, . . . , d en}, and G = �0xd

0 + · · · + �nxd

n

for �i 2 K. Now assume that �n = 0. Then, the Hessian variety of G would be a
hypersurface in a projective space of dimension n� 1. This is a contradiction since the
Hessian variety of Fn+1 has dimension n� 1. We conclude that �i 6= 0 for every i.

Let � be the linear subspace spanned by xd

0, . . . , x
d

n
in SdV . We identify a point

� := [�0, . . . ,�n] 2 P(�) with the polynomial F� := �0xd

0 + · · · + �nxd

n
. Using this

notation Fn+1 equals F , where := [1, . . . , 1]. We denote the n–dimensional torus of
P(�) by T. From Lemma 2.3.4, we deduce that if G has the same Hessian variety as
F , then G must lie in the torus T. Given F� 2 P(�), we consider the rational map

h� : Pn 99K P(U)

[x0, . . . , xn] 7�! [�0x
d�2
0 , . . . ,�nxd�2

n
]
,

Note that for F� 2 T, h� is well-defined everywhere and it has degree (d � 2)n. The
image of V(F�) is a hypersurface defined by a homogeneous polynomial F̃�. We denote
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the degree of F̃� by d̃. Note that the Hessian variety of F� is the intersection of the
hypersurface defined by F̃� and P(U).

Lemma 2.3.5. For F� 2 T, the degree d̃ of the polynomial F̃� equals d(d� 2)n�1 if d
is odd, and d(d� 2)n�1/2n if d is even.

Proof. Since h� is finite,the product of the degree of F̃� and the degree of the restriction
of h� to V(F�) equals d(d�2)n�1. By Lemma 2.3.2, it is enough to prove the statement
for F̃ . Hence, it is su�cient to check that

deg h |V(F ) =

⇢
1 if d is odd,

2n if d is even.

Let p be a generic point in V(F ) and let q 2 V(F ) be such that h (p) = h (q). Then,
there exist µ 6= 0 and ⇠0, . . . , ⇠n (d� 2)–roots of the unit, such that qi = µ⇠ipi for every
i 2 {0, . . . , n}. Since

P
qd
i
= 0, we deduce that

⇠20p
d

0 + · · ·+ ⇠2
n
pd
n
= pd0 + · · ·+ pd

n
= 0.

In particular, we have that (⇠20 � 1)pd0 + · · · + (⇠2
n
� 1)pd

n
= 0. Assume that n � 2.

Since this equality holds for p 2 V(F ) generic and dimV(F ) � 1, we get that ⇠2
i
= 1

for every i. Since ⇠d�2
i

= 1, we deduce that ⇠i = ±1 if d is even or ⇠i = 1 if d is odd.
For n = 1, we have that pd0 = �pd1, p0, p1 6= 0 and ⇠20p

d

0 = �⇠21pd1. This implies that
⇠20 = ⇠21 . Since we can assume that ⇠0 = 1, we deduce that ⇠20 = ⇠21 = 1. Hence, we
conclude that the fiber h�1(h (p)) is the point p if d is odd or the 2n points of the form
[±p0, . . . ,±pn] if d is even.

A first consequence of Lemma 2.3.5 is the computation of the Hilbert polynomial
pd,n,k(t) for k  n+1. By Lemma 2.3.2, pd,n,k(t) is the Hilbert polynomial of Hd,n,k(F ).
The Hessian variety of F is the intersection of P(U) ' Pk�1 and a hypersurface of
degree d̃. From Lemma 2.3.5 we conclude that

pd,n,k =

8
>>><

>>>:

✓
t+ n

n

◆
�
✓
t+ n� d(d� 2)n�1/2n

n

◆
for d even

✓
t+ n

n

◆
�
✓
t+ n� d(d� 2)n�1

n

◆
for d odd

for k  n+ 1.

Lemma 2.3.5 allows us to consider the rational map

H̃d,n : P(�) 99K P(S d̃U)

sending F� to F̃�. Note that H̃d,n is well defined in the torus T. In general, using Lemma
2.3.2, and the fact that the PGL(n+ 1)–orbit of Fk is dense in �k(V d,n) for k  n+ 1,
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we get that the Hessian variety of a generic element in �k(V d,n) is a hypersurface of
degree d̃ in a k–dimensional subspace of P(S2V ). In particular, the target space of
Hd,n,k is the projectivization of the d̃–th symmetric power of the universal bundle of
Gr(k + 1, S2V ) and H̃d,k is the restriction of Hd,n,k to P(�). Hence, to study the fibers
of the map Hd,n,k it is enough to focus on H̃d,n.

Proposition 2.3.6. For d � 3, the restriction of H̃d,n to the torus T is finite and
unramified. For d odd it has degree 2n and for d even it is an isomorphism.

Proof. We first compute the set theoretical fiber of H̃d,n(F ). Let F� 2 P(�) such that
F̃� = F̃ . Consider a point p = [p0, p1, 0, . . . , 0], with p0p1 6= 0, in the hypersurface
defined by F�. In other words, �0pd0 + �1pd1 = 0. Since F̃ = F̃�, there exists q =
[q0, . . . , qn] 2 V(F ) such that h�(p) = h (q). In other words, there exists a solution to
the system of equations

�0pd0 + �1pd1 = 0,

qd0 + qd1 = 0,

�0p
d�2
0 qd�2

1 � �1pd�2
1 qd�2

0 = 0,

qd�2
i

= 0 for i = 2, . . . , n.

(2.11)

Since �i, pi, qi 6= 0, for i = 0, 1, we have that

�1

✓
p1q0
p0q1

◆d�2

= �0 = ��1
✓
p1
p0

◆d

.

Multiplying by (q0/q1)2 the previous equation we get that

p20q
2
1 = p21q

2
0. (2.12)

Assume first that d is even, i.e., d = 2a for a 2 N. Using equations (2.11) and (2.12)
we get that

�0(p0q1)
d�2 = (p1q0)

d�2�1 = (p21q
2
0)

a�1�1 = (p20q
2
1)

a�1�1 = (p0q1)
d�2�1.

In particular, we deduce that �0 = �1. Applying this argument to points in V(F�)
of the form [p0, 0, . . . , 0, pi, 0, . . . , 0], we deduce that �0 = �i, and we conclude that
F� = Fn.
Assume now that d is odd. Applying the same reasoning as in the even case to the
equation

(�0p
d�2
0 qd�2

1 )2 = (�1p
d�2
1 qd�2

0 )2,

we deduce that �20 = �21 = · · · = �2
n
. Now assume that �20 = �21 = · · · = �2

n
, i.e.

F� =
P

±xd

i
. Thus, h� is the map sending [x0, . . . , xn] to [±xd�2

0 , . . . ,±xd�2
n

]. Let p be
a point in V(F̃ ). Then, there exists q 2 V(F ) such that h (q) = [qd�2

0 , . . . , qd�2
n

] = p.
Consider the point q0 = [±q0, . . . ,±qn]. Then, we have that

F�(q
0) =

X
±(±qi)

d =
X

(±)2qd
i
= F (q) = 0,
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and we derive that q0 2 V(F�). Now, we get that

h�(q
0) = [±(±q0)

d�2, . . . ,±(±qn)
d�2] = [(±)2qd�2

0 , . . . , (±)2qd�2
n

] = h (q) = p.

We conclude that h�(V(F�)) = h (V(F )), and hence, F̃� and F̃ are equal. In par-
ticular, we deduce that the reduced structure of the fiber H̃�1

d,n
(F̃ ) is the point F if

d is even or the 2n points of the form
P

±xd

i
if d is odd. By the Generic Smoothness

Theorem (see [67] Corollary 10.7), we get that a generic fiber of H̃d,n is reduced. By
Proposition 2.3.3, all the fibers of the restriction of H̃d,n to T are isomorphic via the
torus action and we conclude that the schematic structure of the fibers is reduced.
Moreover, since the fibers of H̃d,n|T are all reduced of the same degree, we deduce that
H̃d,n|T is étale. In particular, for d even it is an isomorphism.

Recall that for k  n + 1, Uk ✓ �k(V d,n) is the nonempty open subset of polynomials
of the form ld1 + · · · + ld

k
such that l1, . . . , lk 2 S1V are linearly independent. As a

consequence of Proposition 2.3.6, we derive the following theorem.

Theorem 2.3.7. For d � 3 and k  n + 1, Hd,n,k is generically finite. Furthermore,
for d odd, it has degree 2k�1 and, for d even, Hd,n,k is birational onto its image.

Proof. By Proposition 2.3.3, the fibers of the restriction of Hd,n,k to Uk are all isomor-
phic to the fiber of Hd,n,k(Fk) via the action of PGL(n+ 1). In particular, by Lemma
2.3.4, these fibers are isomorphic to the fibers of the restriction of H̃d,k to the torus T.
Then, the proof follows from Proposition 2.3.6.

A first consequence of Theorem 2.3.7 is the case of the Hessian correspondence for n = 1
and d = 3. In this setting, a generic polynomial in P(S3C2) has rank 2 (see Theorem
2.1.9), and hence, H3,1,2 and H3,1 coincide. In particular, we derive the following result.

Corollary 2.3.8. The restriction of H3,1 to the open subset of cubic binary forms with
distinct roots is étale of degree 2.

2.3.2 Recovery algorithm

Now we present an algorithm for computing the fibers of Hd,n,k for k  n + 1. In
other words, given a generic variety X in the image of Hd,n,k, we aim to compute the
polynomials F such that the Hessian variety of F is X. By Theorem 2.3.7 we know
that, for d even, such polynomial is unique whereas, for d odd, the fiber of X consists in
2k�1 polynomials. As before, the main idea is to exploit Lemma 2.3.2. We recall that
in P(S2V ), the Veronese variety V 2,n coincides with the variety of rank one symmetric
matrices.

Lemma 2.3.9. Let F 2 Uk and let H be the smallest linear subspace containing the
Hessian variety of F . Then, H intersects V 2,n in k points.
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Proof. By Lemma 2.3.2, we can assume that F = xd

0 + · · · + xd

k�1. Under this as-
sumption, the equations of H are zij = 0 for i 6= j and zii = 0 for i � k. One can
check that the only rank one matrices in H are the diagonal matrices whose diagonal
is the standard vector ei for i  k� 1. Moreover, the multiplicity in the intersection is
one.

Now, assume that we are given X in Hd,n,k(Uk), and let H be the smallest linear
subspace containing X. We know that H has dimension k � 1 and, by Lemma 2.3.9,
we has that H intersects V 2,n in k points, which correspond to the squares of certain
linear forms l1, . . . , lk. Then, by Lemma 2.3.2, any F 2 H�1

d,n,k
(X) can be written as

F = �1ld1 + · · · + �kldk. In general, determining l1, . . . , lk requires solving a system of
quadratic equations, which in some cases needs to be solved by numerical methods as
HomotopyContinuation.jl [17].

Once we have determined l1, . . . , lk from X, we construct the linear change of coordi-
nates g 2 PGL(n + 1) such that g · (ld1 + · · · + ld

k
) = xd

0 + · · · + xd

k�1. By Proposition
2.3.3, we reduce the computation of the fibers of Hd,n,k to the computation of the fibers
of H̃d,k.

Lemma 2.3.10. Let F� be an element of the torus T ⇢ P(�) and let µ = (µ0, . . . , µn)
be such that µd

i
= �i for i = 0, . . . , n. Then,

F̃� = F̃

✓
1

µ2
0

z0, . . . ,
1

µ2
n

zn

◆
.

Proof. Let � 2 T and µ = (µ0, . . . , µn) such that µd

i
= �i for i = 0, . . . , n. We consider

the diagonal matrix gµ 2 PGL(n+1) whose diagonal is (µ0, . . . , µn). Similarly, consider
the linear automorphisms gµ2 of Pn given by the diagonal matrix whose diagonal is
(µ2

0, . . . , µ
2
n
). Analogously to Lemma 2.3.2, the composition gµ2 � h equals h� � g�1

µ

Since gµ · F equals F�, we deduce that gµ2(V(F̃ )) = V(F̃�). This implies that F̃� =

F̃
⇣

1
µ
2
0
z0, . . . ,

1
µ2
n
zn
⌘
.

Now, let X be an element in the image of H̃d,n. Recall X is a hypersurface of P(U) of
degree d̃ as in Lemma 2.3.5. Let F̃ be the polynomial defining X. By Lemma 2.3.10,
we get that F̃ = F̃ ( 1

µ
2
0
z0, . . . ,

1
µ2
n
zn) for some µ 2 T. This identity defines a system of

polynomial equations in the coordinates of µ. A solution µ of this system of equations
gives a polynomial Fµd such that H̃d,h(Fµd) = F̃ , where µd = (µd

0, . . . , µ
d

n
). Moreover,

this system of equations can be solved by radicals.

In Algorithm 8 we summarize the steps of the recovery algorithm for reconstructing a
generic hypersurface of rank k  n+ 1 from its Hessian variety.
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Algorithm 8

Input: the ideal I defining a variety X in the image of Hd,n,k for k  n+ 1.

Output: The polynomials in the fiber of X via Hd,n,k.

1. Compute the smallest linear subspace H containing X by taking the linear gen-
erators of the saturation of I.

2. Determine (numerically) the k points in the intersection H \ V 2,n. Let l1, . . . , lk
the linear forms obtained by pulling back these k points thought the Veronese
embedding of V 2,n.

3. Compute g 2 PGL(n+ 1) such that g · (ld1 + · · ·+ ld
k
) = xd

1 + · · ·+ xd

k
.

4. Determine X̃ := ⇢(gt)t(X), which is a hypersurface in P(U). Let F̃ be the
defining polynomial of X̃.

5. Determine a solution µ = (µ1, . . . , µk) 2 (K⇤)k to the system of equations given

by F̃ = F̃
⇣

1
µ
2
1
z0, . . . ,

1
µ
2
k
zk�1

⌘
.

6. If d is even return
(µ1l1)

d + · · ·+ (µklk)
d

else return the 2k�1 polynomials

±(µ1l1)
d ± · · · ± (µklk)

d.

Example 2.3.11. Consider the variety X 2 ImH5,1,2 given by the ideal

hz0,0 � z1,1, 3z
5
0,1 + 25z40,1z1,1 + 30z30,1z

2
1,1 + 50z20,1z

3
1,1 + 15z0,1z

4
1,1 + 5z51,1i.

We apply Algorithm 8 to compute the two polynomials F1, F2 2 P(S5V ) whose Hessian
variety is X. The smallest linear subspace H containing X is defined by the equation
z0,0 = z1,1. The equation of the Veronese variety V 2,1 ⇢ P2 is defined by the polynomial
z20,1 � 4z0,0z1,1. Then, the intersection H \ V 2,1 consists of the points [1, 2, 1] and
[1,�2, 1]. The pullback of these points through the Veronese embedding are the linear
forms l1 = x0 + x1 and l2 = x0 � x1. We consider the matrix

g =

✓
1 1
1 �1

◆
.

Then, g · (l51 + l52) = x5
0 + x5

1. Now, using Example 2.3.1 we get that

⇢(gt)t =

0

@
1 2 1
1 0 �1
1 �2 1

1

A .
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One can check that ⇢(gt)t(X) is defined by the ideal hz0,1, 4z50,0 + z51,1i. On the other
hand, the Hessian variety of F = x5

0 + x5
1 is defined by the ideal hz0,1, z50,0 + z51,1i. In

particular, F̃ = z50,0 + z51,1. Let (µ0, µ1) 2 (K⇤)2 be such that

4z50,0 + z51,1 and
1

µ10
0

z50,0 +
1

µ10
1

z51,1

are equal up to scalar. This implies that µ10
1 = 4µ10

0 , and hence, µ5
1 = ±2µ5

0. Then, the
polynomials F1 and F2 are of the form µ5

0l0+µ5
1l

5
1. We conclude that F1 = (x0+x1)5+

2(x0 � x1)5 and F1 = (x0 + x1)5 � 2(x0 � x1)5. One can check that the Hessian variety
of these two polynomials is indeed X.

2.4 Hessian correspondence of degree 3 hypersur-
faces

In this section we carry out the study of the Hessian correspondence for cubic hyper-
surfaces. For F 2 P(S3V ), its second derivatives are linear forms and the Hessian map
is a linear map. In [87, Theorem 3.1], it is shown that for F 2 P(S3V ), hF is not a
linear embedding if and only if F is a cone. Therefore, for generic F 2 P(S3V ), the
Hessian map hF is a linear embedding. Moreover, we deduce that, for F,G 2 P(S3V )
generic such that H3,n(F ) = H3,n(G), it holds that V(F ) and V(G) are isomorphic as
varieties. The next proposition analyzes the relation between two generic hypersurfaces
of degree three with same Hessian variety.

Proposition 2.4.1. Let F 2 P(S3V ) be generic and G 2 P(S3V ) be such that
H3,n(F ) = H3,n(G). Then, there exists g 2 PGL(n+ 1) such that F � g = G.

Proof. H3,n(F ) is contained in hF (Pn) \ hG(Pn). Assume that hF (Pn) 6= hG(Pn).
Since F is generic, the Hessian map of F is a linear embedding and dimH3,n(F ) =
dimhF (Pn) \ hG(Pn) = n � 1. Then, V(F ) is contained in h�1

F
(hG(Pn)), which is a

hyperplane. This implies that the linear form defining this hyperplane is contained in
the ideal defined by F . We reach a contradiction since F has degree 3, and we get that
hF (Pn) = hG(Pn). Let g = h�1

F
� hG. Now, the proof follows from the fact that g is an

automorphism of Pn that maps V(G) to V(F ).

Remark 2.4.2. As a consequence of the proof of Proposition 2.4.1 we deduce that, for
generic F 2 P(S3V ), hF (Pn) is the unique n dimensional linear subspace containing
the Hessian variety. In particular, hF (Pn) is the smallest linear subspace containing
h3,n(F ).

We are interested in giving a better description of the fibers of H3,n. For instance,
we saw in Corollary 2.3.8 that for d = 3 and n = 1 the Hessian correspondence has
generically degree 2. However, to derive this result we used that a generic cubic binary
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form can be expressed as a sum of two cubes. In general, it is not true that a cubic
form in n + 1 variables has Waring rank n + 1. As a consequence we distinguish two
cases in our study, n = 1 and n � 2.

2.4.1 Case n = 1

In this section we set d = 3 and n = 1. In Corollary 2.3.8 we showed that the restriction
of H3,1 to the open subset of polynomials with distinct roots is a degree 2 étale map.
The aim of this section is to find the involution preserving the fibers of H3,1, to provide
a recovery algorithm for H3,1 and to compute the image of H3,1.

For F 2 P(S3V ), V(F ) consists of three points and hF is a linear map. The locus
where hF is not a linear embedding coincides with the twisted cubic V 3,1 in P(S3V )
of cubes of linear forms. Indeed, let F 2 V 3,1. After a change of coordinates we may
assume F = x3

0 for which hF is not a linear embedding. Now, assume that F is not
in V 3,1. We can assume that F is x2

0x1 or x0x1(x0 + x1). One can check that hF is a
linear embedding in both cases. Hence, for F 62 V 3,1, hF is an embedding and H3,1(F )
consists of 3 points in P2 counted with multiplicity. This implies that the Hilbert
polynomial p3,1(t) is constantly 3. For our computational purposes, we will replace
the Hilbert scheme Hilb3P2 by the third symmetric power of P2, denoted by Sym3P2.
Based on this, we consider H3,1 as the rational map H3,1 : P(S3V ) 99K Sym3P2 sending
F to its Hessian variety. In Corollary 2.3.8 we showed that the restriction of H3,1 to the
open subset of polynomials with distinct roots is a degree 2 étale map. Moreover, in
Section 2.3.1 we saw that x3

0+x3
1 and x3

0�x3
1 have the same Hessian variety. However,

for our purposes, it will be useful to focus on a di↵erent example.

Example 2.4.3. Consider the polynomials F = x0x1(x0�x1) and G = (x0�2x1)(2x0�
x1)(x0+x1). Then, one can check that the Hessian varieties of F and G are both equal to
{[1,�1, 0], [0,�1, 1], [1, 0,�1]}. In particular, there is no other polynomial in P(S3V )
with the same Hessian variety as F and G.

Let F,G 2 P(S3V ) with distinct roots. Then, since PGL(2) is 3–transitive in P1, the
set of elements g 2 PGL(2) such that g ·F = G consists of 6 elements corresponding to
the permutation of the roots of F . If F and G have 2 distinct roots, then the above set
is isomorphic to 6 copies of P1. In this situation, for F 2 P(S3V ) \ V 3,1, we introduce
the subgroup

⌃F := {g 2 PGL(2) : ⇢(gt)t(H3,1(F )) = H3,1(F )}.
As a consequence of Lemma 2.3.2 we deduce the following proposition.

Proposition 2.4.4. Let F 2 P(S3V ) \ C . Then, there is a surjection

⌃F ! H�1
3,1 (H3,1(F ))

g 7! g · F. (2.13)

Moreover, the preimage of a polynomial G consists of the elements of PGL(2) that map
the three roots of G to the three roots of F .
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Proof. Let g 2 PGL(2) be such that ⇢(gt)t preserves H3,1(F ) and let G = g · F . By
Lemma 2.3.2, we deduce that H3,1(G) = ⇢(gt)t(H3,1(F )) = H3,1(F ), and we conclude
that F and G have the same Hessian variety. Hence, the map (2.13) is well defined.
Now, let G 2 P(S3V ) with same Hessian variety as F . Since the action of PGL(2) on
P1 is 3–transitive, there exists g 2 PGL(2) such that g · F = G and by Lemma 2.3.2,
⇢(gt)t(H3,1(F )) = H3,1(G) = H3,1(F ). Hence, we conclude that g lies in ⌃F and the
map (2.13) is surjective.

Example 2.4.5. Let F and G be the polynomials in Example 2.4.3. Then, ⌃F consists
in the matrices

✓
1 0
0 1

◆
,

✓
0 1
1 0

◆
,

✓
1 0
�1 �1

◆
,

✓
1 1
0 �1

◆
,

✓
0 �1
1 1

◆
,

✓
1 1
�1 0

◆
,

✓
1 2
�2 �1

◆
,

✓
�2 �1
1 2

◆
,

✓
1 2
1 �1

◆
,

✓
�1 1
2 1

◆
,

✓
2 1
�1 1

◆
,

✓
�1 1
�1 �2

◆
.

The first six matrices are the automorphisms of P1 that preserve V(F ). The last six
matrices are the automorphisms g of P1 such that g·F = G. In particular, the surjection
in (2.13) sends the first six matrices to F and the last six matrices to G.

In Corollary 2.3.8, we restrict the study of H3,1 to the open subset of polynomials
with Waring rank 2, which coincide with the polynomials with distinct roots. Now, we
focus on the case where the polynomial has a double root. For F = x2

0x1, H3,1(F ) =
{2[1, 0, 0], [0, 1, 0]} where 2[1, 0, 0] denotes the point [1, 0, 0] with multiplicity 2. Then,
⌃F consists of g 2 PGL(2) such that ⇢(gt)t([1, 0, 0]) = [1, 0, 0] and ⇢(gt)t([0, 1, 0]) =
[0, 1, 0]. One can check that

⌃F =

⇢✓
a0 0
0 a1

◆
: [a0, a1] 2 P1

�
' P1.

Since for every g 2 ⌃F , g · F = F , we get that H�1
3,1 (H3,1(F )) = {F}. By a similar

argument as in the proof of Proposition 2.3.8, we get that for F 2 P(S3V ), with two
distinct roots, H�1

3,1 (H3,1(F )) = {F} set-theoretically.

Remark 2.4.6. (Recovery of the fibers of H3,1) The above study provides an e↵ective
method for computing preimages through H3,1. Assume that we are given {p1, p2, p3}
in the image of H3,1 where p1, p2, p3 are distinct. Consider the ideal I defined by the
2⇥ 2 minors of the matrices

✓
a(a� 2b) ac� ad� bc c(c� 2d)

p1,0 p1,1 p1,2

◆
,

✓
b(b� 2a) bd� ad� bc d(d� 2c)

p2,0 p2,1 p2,2

◆
,

and

✓
a2 � b2 ac� bd c2 � d2

p3,0 p3,1 p3,2

◆
,
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where pi = [pi,0, pi,1, pi,2]. Then, V(I) is the subvariety of PGL(2) consisting of the

elements g =

✓
a b
c d

◆
2 PGL(2) such that

⇢(gt)t([1,�1, 0]) = p1, ⇢(g
t)t([0,�1, 1]) = p2, and ⇢(gt)t([1, 0,�1]) = p3.

Then, V(I) consists of two involutions g1 and g2. In particular, these two involutions
can be explicitly computed, since the polynomials

p2,0(p1,1p3,0 � p1,0p3,1)a2 + 2p3,0(p1,0p2,1 � p1,1p2,0)ab+ p1,0(p2,0p3,1 � p2,1p3,0)b2,

p2,2(p1,2p3,1 � p1,1p3,2)c2 + 2p3,2(p1,1p2,2 � p1,2p2,1)cd+ p1,2(p2,1p3,2 � p2,2p3,1)d2

(2.14)
lie in I. For instance, the first polynomial in Equation 2.14 is given by the sum

p2,0p3,0

����
a(a� 2b) ac� ad� bc

p1,0 p1,1

����� p1,0p3,0

����
b(b� 2a) bd� ad� bc

p2,0 p2,1

����

�p1,0p2,0
����
a2 � b2 ac� bd
p3,0 p3,1

���� .

Solving these equations lead to 4 possible solutions. Discarding the two solutions that
do not vanish at I, we get g1 and g2. Then, the two polynomials in H�1

3,1 ({p1, p2, p3})
are g1 · x0x1(x0 � x1) and g2 · x0x1(x0 � x1).

Example 2.4.7. Consider the variety X in P2 consising on the points [0, 0, 0],
[3,�1,�1] and [3, 1,�1]. Following the algorithm presented in Remark 2.4.6, we con-
sider the polynomials in Equation (2.14) which, in this case, are

f1 = �a(a� 2b) and f2 = c(c� 2d) .

One can check that the solutions of {f1 = f2 = 0} of the form a = c = 0 or a � 2b =
c� 2d = 0 together with the 2⇥ 2 minors of the matrices in Remark 2.4.6 lead to the
solution a = b = c = d = 0, which is discarded. From the solutions of {f1 = f2 = 0} of
the form a = c� 2d = 0 and c = a� 2b = 0 lead to the matrices

g1 =

✓
0 3
2 1

◆
and g2 =

✓
2 1
0 �1

◆
.

We obtain the polynomials

F1 = g1 · x0x1(x0 � x1) = 2x1(3x0 + x1)(�3x0 + x1),

F2 = g2 · x0x1(x0 � x1) = x0(x0 + x1)(x0 � x1).

One can check that the Hessian varieties of F1 and F2 consist of the three initial points
[0, 0, 0], [3,�1,�1] and [3, 1,�1].
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As a consequence of Corollary 2.3.8, there exists a rational involution in ' in P(S3V )
that preserves the fibers of H3,1. Let F,G 2 P(S3V ) with distinct roots such that
H3,1(F ) = H3,1(G). Let h1 2 PGL(2) be such that h1 ·F = x0x1(x0� x1) and consider
the automorphism

h2 =

✓
1 2
�2 �1

◆

appearing in Example 2.4.5. Then, for g = h�1
1 h2h1 we get that g ·F = G. This defines

a rational map  : P(S3V ) 99K P(Mat(2, 2)) sending F to h�1
1 h2h1 given by

[a0, a1, a2, a3] 7!
✓
9a3a0 � a1a2 2a21 � 6a2a0
6a3a1 � 2a22 a2a1 � 9a3a0

◆
, (2.15)

where a0, . . . , a3 are the coordinates of P(S3V ). Note that the determinant of the
matrix in (2.15) is the equation defining the secant variety of V 3,1. Then, the desired
rational involution ◆ : P(S3V ) 99K P(S3V ) sends F to  (F ) · F . In coordinates, ◆ is
given by four homogeneous polynomial of degree 7. One can check that the determinant
of the matrix in (2.15) divides these four polynomials. We conclude that ◆ is given by
three polynomials of degree four. A computation using the software Macaulay2 [60]
shows that the four polynomials defining the involution ◆ are

�2a31 + 9a0a1a2 � 27a20a3, 3(�a21a2 + 6a0a22 � 9a0a1a3), 3(a1a22 � 6a21a3 + 9a0a2a3)

2a32 � 9a1a2a3 + 27a0a23.

Moreover, the radical of the ideal generated by these polynomials is the ideal of the
twisted cubic C.

We finish this section with the computation of the image of H3,1. To do so, we embed
Sym3P2 in P9 through the global sections of O(P2)3(1, 1, 1)S3 .

Proposition 2.4.8. The image of H3,1 is a subvariety of P9 of dimension 3, degree 10
and its ideal is generated by 3 linear forms and 10 cubic forms.

Proof. The result is obtained by a direct computation using the software Macaulay2
[60].

2.4.2 Case n � 2

In Section 2.4.1 we gave a precise description of the fibers H3,1, proving that H3,1 is
generically finite of degree 2. For n � 2 we prove that H3,n is birational onto its image.

To achieve this goal, first we introduce the required algebraic objects for studying the
map H3,n for n � 2. For F 2 P(S3V ), we consider the image of the catalecticant map
F1,2 (see Equation (2.4)). This is the linear subspace hr1F i of S2V generated by the
first order derivatives of F . The strategy for studying the map H3,n for n � 2 is to
look at hF (Pn) instead of H3,n(F ). The following result connects hr1F i and hF (Pn).
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Lemma 2.4.9. For F 2 P(S3V ), P(hr1F i) = hF (Pn).

Proof. By the Euler formula, the (a, b)-th entry of 2 @F

@xi
, as a symmetric matrix in

P(S2V ), is the third derivative @
3
F

@xi@xa@xb
. On the other hand, let {e0, . . . , en} be the

canonical basis of Pn. Then, hF (Pn) is the span of {hF (e0), . . . , hF (en)}. The (j, k)-th
entry of hF (ei) is the coe�cient of xi in

@
2
F

@xi@xj
, which is @

3
F

@xi@xj@xk
. Hence, the symmetric

matrices 2 @F

@xi
and hF (ei) coincide, and P(hr1F i) = hF (Pn).

Inspired by Lemma 2.4.9 and Remark 2.4.2, we consider the gradient map, which is
defined as the rational map

↵n : P(SdV ) 99K Gr(n+ 1, Sd�1V )
F 7�! hr1F i . (2.16)

The birationality of the gradient map onto its image was studied by Bertini in [6, 7],
where it is shown that for cubic forms, ↵n is birational for d � 3 and (d, n) 6= (3, 1).
Moreover, in [90] the locus where ↵n is not injective is described. We refer to [46,
Theorem 3.2] for a modern version of these results. A further reference on this topic is
[20]. Our strategy is to use by Lemma 2.4.9 and Remark 2.4.2 to derive the birationality
of H3,n from the birationality of ↵n.

Example 2.4.10. For n = 1, the Grassmannian Gr(2, S2V ) is isomorphism to
P(S2V )⇤ ' P2. Then, ↵1 is a rational map from P3 to P2. Let [a0, a1, a2, a3] be a
point in P3 corresponding to the polynomial F = a0x3

0 + a1x2
0x1 + a2x0x2

1 + a3x3
1. Then,

↵1(F ) is the line in P2 generated by the points [6a0, 2a1, a2] and [a1, 2a2, 6a3]. Using the
expression of this line as a point in the dual projective plane, we get that in coordinates
↵1 corresponds to the map

[a0, a1, a2, a3] 7�! [12a1a3 � 2a22, a1a2 � 36a0a3, 12a0a2 � 2a21].

Note that in these coordinates, the base locus of ↵1 coincide with the twisted cubic V 3,1.
Moreover, one can check that ↵1 is dominant and the generic fiber is one dimensional.

We now present a proof for the birationality of the gradient map distinct from the ones
appearing in the literature. As we will see in Section 2.4.3, one advantage of our proof
is that it can be used to reconstruct a cubic hypersurface from its Hessian variety.
Another advantage of our method is that, as we will see in Section 2.6, it can be used
to compute the irreducible components of the catalecticant enveloping variety.

For 0  k  n, let Subk be the variety of polynomials F 2 P(S3V ) such that rankF1,2 
k+1. In other words, Subk consists of all polynomials such that the dimension of hr1F i
is at most k + 1. Therefore, the ideal of Subk is described by the (k + 2) ⇥ (k + 2)
minors of the corresponding catalecticant matrix (see [77]). We denote the open subset
of Subk consisting of the polynomials F with rankF1,2 = k + 1 by Sub�

k
.
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Example 2.4.11. For k = 0, Sub0 is the variety defined by the 2 ⇥ 2 minors of the
Catalecticant matrix Cat(2, 1). In [74, Remark 1.24] it is shown that these minors
coincide with the equations of the Veronese variety V 3,n, and Sub0 equals V 3,n.

Our interest on the varieties Subk lies in the fact that Subn�1 is the base locus of ↵n.
In [74, Lemma 1.22], the following description of Subk is given:

Subk = {F 2 P(S3V ) : 9U 2 Gr(k + 1, V ) s.t. F 2 P(S3U)}, (2.17)

i.e. Subk consists of all the polynomials that, after a change of coordinates, can be
written by means of at most k + 1 variables. Moreover, by [74, Proposition 1.23], we
get that Subk is an irreducible variety of dimension

(k + 1)(n� k) +

✓
3 + k

3

◆
� 1. (2.18)

Example 2.4.12. For k = 1, the dimension of Sub1 is 2n + 1. Note that �2(V 3,n) is
contained in Sub1. Indeed, a generic element F of �2(V 3,n) is of the form l31 + l32 for
l1, l2 linear forms. Up to a change of coordinates, we can assume that F = x3

0 + x3
1.

Then, hr1F i is generated by x2
0 and x2

1, and F lies in Sub1. Therefore, we conclude
that �2(V 3,n) is contained in Sub1. By Theorem 2.1.9, we get that dim �2(V 3,n) =
dimSub1 = 2n+1. Since Sub1 is irreducible, we conclude that the reduced structure of
Sub1 is the second secant variety of V 3,n. This statement is improved in [77, Theorem
3.3], where the author shows that the scheme structure of Sub1 and V 3,n is the same.

Similarly to the definition of ↵n, for 0  k  n+ 1, we consider the rational map

↵k : Subk 99K Gr(k + 1, S2V )
F 7�! hr1F i . (2.19)

The domain of definition of ↵k is Sub�
k
and its base locus is Subk�1. For instance, ↵n�1

is the analogous to the gradient map (2.16) but for the base locus of ↵n. We denote
the image of ↵k and its closure by Z�

k
and Zk, respectively.

Example 2.4.13. For k = 0, the target space of ↵0 is P(S2V ). On the other hand,
by Example 2.4.11, the domain of ↵0 is the Veronese variety V 3,n. In particular, any
F 2 Sub0 can be written as F = l3 for l 2 P(S1V ), and hr1F i is the line of S2V
generated by l2. We deduce that ↵0 sends l3 to l2. Hence, ↵0 is the composition of the
inverse of the Veronese embedding of V 3,n and the Veronese embedding of V 2,n. We
conclude that Z0 = V 2,n.

Example 2.4.14. For k = 1, we saw in Example 2.4.12 that Sub1 = �2(V 3,n). Let
F 2 Sub1 \ Sub0. Then, either F = l31 + l32 or F = l21l2 for distinct l1, l2 2 S1V . In the
first case, hr1F i = hl21, l22i. Therefore, ↵1(F ) is the secant line of V 2,n passing through
l21 and l22. In the second case, hr1F i = hl21, l1l2i, and hence, ↵1(F ) is a tangent line of
V 2,n at l21. We deduce that Z1 is the variety of secant and tangent lines to V 2,n.
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From the irreducibility of Subk we deduce that Zk is irreducible for every k. A chal-
lenging question concerning the variety Zk is the study of the boundary

@Zk := Zk \ Z�
k
.

With the purpose of investigated this boundary, in Section 2.6 we will introduce the
catalecticant enveloping variety. Once we have introduced the map ↵k, we are interested
in its birationality. Using the birationality of th gradient map (see [46, Theorem 3.2])
and (2.17), one can check that ↵k is birational onto its image for k 6= 1. The case k = 1
is exhibit in the following example.

Example 2.4.15. We fix k = 1 and let F 2 Sub1. Up to linear change of coordinates
we can assume that F is a polynomial in the variables x0 and x1. In other words,
F 2 P(S3U) where U is the linear subspace of V generated by the first two coordinates.
Let G 2 Sub1 such that ↵1(F ) = ↵1(G). Then, G is also contained in P(S3U). Indeed,
assume on the contrary that for instance the variables x2 appears in G. Then, there
exists a derivative of G where x2 appears. This is a contradiction since hr1Gi =
hr1F i is included in S2U . Therefore the fiber ↵�1

1 (hr1F i) is included in P(S3U).
The restriction of ↵1 to P(S3U) is exactly the map presented in Example 2.4.10. We
conclude that the generic fiber of ↵1 is one dimensional.

Now we provide a di↵erent proof for the birationality of ↵k motivated by our com-
putational approach to the recovery problem. Consider the vector space (S2V )�n+1

with coordinates yl
i,j
, where yl

i,j
corresponds to the monomial 2xixj if i 6= j or to the

monomial x2
i
if i = j in the l–th direct summand. Let W be the image of the linear

map
◆ : P(S3V ) ! P ((S2V )�n+1)

F 7!
✓
@F

@x0
, . . . ,

@F

@xn

◆
.

(2.20)

By the Euler’s formula, ◆ is a linear embedding andW ' P(S3V ). The following lemma
exhibit the connection between ↵k and the projective subspace W .

Lemma 2.4.16. Let � 2 Im↵k. Then F 2 Sub�
k
is in the fiber ↵�1

k
(�) if and only if

◆(F ) 2 P(��n+1). In particular, the closure of the fibers of ↵�1
k
(�) is the linear subspace

◆�1(W \ P(��n+1)).

Proof. Let � 2 Im↵k and consider F 2 Sub�
k
such that ↵k(F ) = �. This implies that

hr1F i = � and all the first partial derivatives of F lie in �. Therefore, ◆(F ) 2 P(��n+1).
Conversely, assume that ◆(F ) 2 P(��n+1), then all the first partial derivatives lie in �.
Hence, hr1F i is contained in �. Since F 2 Sub�

k
, we get that dimhr1F i = dim� and

we conclude that � = ↵k(F ).
From the above, we deduce that ↵�1

k
(�) is equal to the intersection of Sub0

k
and ◆�1(W\

P(��n+1)). Now, the proof follows by taking closures.
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Note that Lemma 2.4.16 provides a method for computing the fibers of ↵k by means of
linear algebra. Let � 2 Im↵k. Then, the closure of ↵�1

k
(�) equals ◆�1(W \ P(��n+1)).

Since ◆ is an embedding, the computation is reduced to determine the intersection
W \ P(��n+1). In order to carry out explicit computations, we first compute the
equations of the linear subspace W .

Lemma 2.4.17. The equations of W are

8
><

>:

yi
i,j

= yj
i,i

for i < j,

yi
j,i

= yj
i,i

for j < i,

yl
i,j

= yj
i,l
= yi

j,l
for i < j < l.

(2.21)

Proof. We write G 2 P(S3V ) as

G =
nX

i=0

aix
3
i
+

nX

i 6=j

bi,jx
2
i
xj +

nX

i<j<l

2ci,j,lxixjxl for ai, bi,j, ci,j,k 2 K. (2.22)

Then, its first order derivatives are:

@G

@xi

= 3aix
2
i
+

nX

j 6=i

(2bi,jxixj + bj,ix
2
j
) +

nX

j<l:j,l 6=i

2ci,j,lxjxl.

Now, the proof follows from the following equalities

yl
i,j

=

8
>>>><

>>>>:

3al if i = j = l,
bl,j if i = l and j 6= i,
bl,i if j = l and j 6= i,
bj,l if i = j 6= l,
ci,j,l if i, j, l are distinct.

By Lemma 2.4.16, the strategy to study the birationality of ↵k is to find an F 2 Sub�
k

such that W \P(hr1F i�n+1) has dimension zero. In the following example we analyse
the case k = 2.

Example 2.4.18. Let k = 2 and consider the polynomial F = x0x1x2. Then hr1F i is
generated by the monomials x1x2, x0x2 and x0x1. Now, the equations of P(hr1F i�n+1)
are

y000 = y011 = y022 = y100 = y111 = y122 = y200 = y211 = y222 = 0.

On the other hand, the equations of W are

y001 � y100 = y002 � y200 = y112 � y211 = y101 � y011 = y202 � y022 = y212 � y122 = 0

y201 � y102 = y201 � y012 = 0
.
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From these equations, we deduce that the intersection W \ P(hr1F i�n+1) is the point
[x1x2, x0x2, x0x1]. By Lemma 2.4.16, we conclude that

↵�1
1,3(�) = ◆�1

1 ([x1x2, x0x2, x0x1]) = [x1x2x0 + x0x2x1 + x0x1x2] = F,

and hence, ↵2 is birational onto its image.

The next result generalizes this example for k � 3.

Lemma 2.4.19. Let k � 3 and let F =
P

k�1
i=0 x

2
i
xi+1 + x2

k
x0. Then, P(W ) \

P(hr1F i�n+1) has dimension zero.

Proof. From the first order derivatives of F one can check that the equations of � :=
P(W ) \ P(hr1F i�n+1) are

8
>>><

>>>:

yl
i,i
= yl

i+1,i+2 for i  k � 2,

yl
k�1,k�1 = yl0,k ,

yl
k,k

= yl0,1 ,

yl
i,j

= 0 for (i, j) 62 {(0, 0), . . . , (k, k), (0, 1), . . . , (k � 1, k), (0, k)}.

(2.23)

together with the equations (2.21). We claim that the non vanishing coordinates of �
are y10,0, . . . , y

k

k�1,k�1, y
0
k,k

and y00,1, y
1
1,2, . . . y

k�1
k�1,k, y

k

0,k. First of all, note that for i, j, l 
n, yl

i,j
= 0 is an equation of � if i, j or l is greater than k. Indeed, it holds for i or

j greater than k. Assume that i, j  k and j > k. By equation (2.23), if i 6= j we
get yl

i,j
= yj

i,l
= 0. If i = j, yl

i,i
= yi

i,l
= 0. Similarly, we claim that for i < j < l,

yl
i,j

= yj
i,l

= yl
i,j

= 0. The first three equalities appear in (2.21). Since i + 1 < l we

get that, by equation (2.23) yj
i,l
= 0 for (i, l) 6= (0, k). Assume that (i, l) = (0, k). For

j > 1, yk0,j = 0. So we assume that j = 1. Then, since k � 3, y01,k = 0. Using that for
i < j < l, yl

i,j
= 0, one can check that yi

i,i
= 0 for i  n. For example, for i  k� 2, we

get that by equation (2.21), yi
i,i

= yi
i+1,i+2 = 0. Now, for i 6= k and l 6= i + 1, yl

i,i
= 0.

Indeed, it is enough to check this for i, l  k and l 6= i. Assume first that l > i + 1.
Then, yl

i,i
= yl

i,l
, which, by equation (2.21) equals to zero for (i, l) 6= (0, k). In this case,

yk0,0 = yk0,1 = 0. A similar argument shows that yk
i,i
= 0 for l < i� 1. For l = i� 1, i the

claim follows from equation (2.21) and the fact that for i < j < l, yl
i,j

= 0. Similarly,
one can check that yl

k,k
= 0 for l 6= k.

Finally, the proof follows from the fact that the coordinates y10,0, . . . , y
k

k�1,k�1, y
0
k,k

and

y00,1, y
1
1,2, . . . y

k�1
k�1,k, y

k

0,k are all equal by equations (2.21) and (2.23).

Remark 2.4.20. Euler’s formula allows us to write an homogeneous polynomial by
means of its first order derivatives. In this sense, Lemma 2.4.19 is a generalization
of Euler’s formula for generic polynomials since it allows us to recover a homogeneous
polynomial F of degree 3 from hr1F i.
As consequence of Lemma 2.4.19 we derive the birationality of ↵k.
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Proposition 2.4.21. For 2  k  n, ↵k is birational onto its image and dimZk =
dimSubk.

Proof. Let F be as in Lemma 2.4.19, and G 2 P(S3V ) such that ↵k(F ) = ↵k(G).
Then, ◆(F ) and ◆(G) lie in W \ P(hr1F i�n+1). By Lemma 2.4.19, ◆(F ) = ◆(G).
Since ◆ is injective, we deduce that F = G. So, since F 2 Subk, we deduce that
{F} = ↵�1

k
(↵k(F )). In particular, we conclude that ↵k is birational onto its image and

that dimSubk = dimZk.

Now, using Proposition 2.4.21 we can prove the main result of this section.

Theorem 2.4.22. For n � 2, H3,n is birational onto its image.

Proof. Let F be a generic polynomial in P(S3V ). As mentioned in Remark 2.4.2,
hF (Pn) is the unique n–dimensional projective subspace containing H3,n(F ). We con-
sider the rational map �n : ImH3,n 99K Gr(n + 1, S2V ) that sends X to the smallest
projective subspace containing X. By Lemma 2.4.9, we get that ↵n = �n �H3,n. The
proof follows now from Proposition 2.4.21.

2.4.3 Recovery algorithm

The goal of this section is to present a recovery algorithm for the Hessian correspon-
dence for d = 3 and n � 2. In other words, given X in the image of H3,n, we give an
e↵ective method for computing the unique polynomial F (up to scalar) whose Hessian
variety is X. We exploit the relation between ↵n and H3,n exhibited in Section 2.4.2.

We fix n � 2. Assume that we are given the ideal I of a generic variety X in the image
of H3,n. By Theorem 2.4.22, we deduce that there exists a unique F 2 P(S3V ) such
that H3,n(F ) = X. Let P(�) be the smallest linear subspace containing X. Then, by
Lemma 2.4.9, we have that P(�) = hF (Pn) = ↵n(F ), In particular, F is the unique
element in the fiber ↵�1

n
(�). Therefore, we can determine F by computing ↵�1

n
(�) as

shown in Lemma 2.4.16. In Algorithm , we outline the main steps for this purpose.

Let us illustrate the algorithm in the following examples.

Example 2.4.23. For n = 2 the Hessian variety of a polynomial in P(S3V ) lies in
P5. Consider the variety X = V(z0,0, z1,1, z2,2, z0,1z0,2z1,2) ⇢ P5. The smallest plane
containing X is V(z0,0, z1,1, z2,2). In Example 2.4.18 we computed the intersection of W
with V(z0,0, z1,1, z2,2)�n+1, which consists in the point [x1x2, x0x2, x0x1]. Using Euler’s
formula we get that F = x0x1x2 + x1x0x2 + x2x0x1 = 3x0x1x2 is the unique polynomial
such that H3,2(F ) = V(z0,0, z1,1, z2,2, z0,1z0,2z1,2).

Example 2.4.24. For n = 3, the Hessian variety of a polynomial in P(S3V ) lies in
P9. Consider the variety

X = V(z0,2, z1,3, z0,0�z1,2, z1,1�z2,3, z2,2�z0,3, z3,3�z0,1, z21,2z2,3+z2,2z
2
2,3+z22,2z3,3+z1,2z

2
3,3)
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Algorithm 9

Input: the ideal I of X 2 ImH3,n.

Output: the unique polynomial F 2 P(S3V ) such that H3,n(F ) = V(I).

1. Compute the smallest projective subspace P(�) containing V(I) by taking the
degree one part of the saturation of I.

2. Determine W \ P(��n+1) ✓ P ((S2V )�n+1). By Lemma 2.4.19, this intersection
is a point [F0, · · · , Fn] 2 P ((S2V )�n+1).

3. Compute F via Euler’s formula: F =
P

xiFi.

in P9. The smallest linear subspace containing X is

P(E) = V(z0,2, z1,3, z0,0 � z1,2, z1,1 � z2,3, z2,2 � z0,3, z3,3 � z0,1).

One can check that the equations of P(E4) are exactly the ones described in (2.23). In
particular, the intersection P(E4)\W was computed in Lemma 2.4.19. We deduce that
the unique form in P(S3V ) whose Hessian variety is X is

F = x2
0x1 + x2

1x2 + x2
2x3 + x2

3x0.

Remark 2.4.25. In [90, 46], the locus where ↵n is not injective is described as the
Zariski closure of the set of forms F in P(SdV ) that, after a change of coordinates F
can be written as the sum

F (x0, . . . , xn) = F1(x0, . . . , xa) + F2(xa+1, . . . , xn),

for 0  a  n� 1 and F1, F2 6= 0. This is exactly the locus where Algorithm 9 fails.

We conclude this section with some comments on how to apply Algorithm 9 to the
restriction of H3,n to Subk. The proof of Theorem 2.4.22 uses the birationality of ↵n

onto its image. As a consequence, the input of Algorithm 9 must be the Hessian variety
of a polynomial in Subn. Nevertheless, in Proposition 2.4.21 we prove the birationality
of ↵k for k � 2. Therefore, for k � 2, the restriction of H3,n to Subk is birational onto
its image and Algorithm 9 provides a method for recovering its fibers.

2.5 Hessian correspondence of degree 4 hypersur-
faces

In this section we study the Hessian correspondence for d = 4. In Section 2.4, the
crucial idea was to, focus on hF (Pn) instead of on the Hessian variety of F . For cubic
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hypersurfaces we saw that hF is linear and hF (Pn) is the smallest linear subspace
containing the Hessian variety. In the case of d = 4, the Hessian map is not linear, but
it is defined by degree 2 polynomials. We will see that for d = 4, the Hessian map of a
generic quartic hypersurface is a Veronese embedding of order two. Along this section
we analyze the Hessian correspondence H4,n through the Veronese variety hF (Pn).

Let U ⇢ P(S4V ) be the open subset of polynomials F whose second order derivatives
are linearly independent as elements in S2V . In particular, for F 2 U , its second
derivatives form a basis of S2V .

Example 2.5.1. Let F =
P

i 6=j
x2
i
x2
j
2 S4V . Its second order derivatives are

@2F

@xi@xj

=

8
<

:
2
X

k 6=i

x2
k

if i = j

4xixj if i 6= j
.

One can check that the set of all second order derivatives form a basis of S2V if and
only if the (n+ 1)⇥ (n+ 1)–matrix

0

BBBBB@

0 1 · · · 1 1
1 0 · · · 1 1
...

...
. . .

...
...

1 1 · · · 0 1
1 1 · · · 1 0

1

CCCCCA
(2.24)

has maximal rank. Now, the determinant of the matrix (2.24) is (�1)nn, and we
conclude that the set of second order derivatives of F is a basis of S2V .

Example 2.5.1 shows that the open subset U is nonempty. Therefore we get that, for
F 2 U , hF is a Veronese embedding and hF (Pn) is a Veronese variety. In particular,
we deduce that the Hessian variety of F 2 U is the intersection of the Veronese variety
hF (Pn) and a quadric hypersurface. This is because a quartic hypersurface in Pn

corresponds to a quartic under the Veronese embedding.

Example 2.5.2. Fix n = 2 and consider the polynomial F = x2
0x

2
1 + x2

0x
2
2 + x2

1x
2
2 as in

Example 2.5.1. Then, the Hessian map hF extends to a Veronese embedding of Pn to
P(S2V ):

hF : Pn �! P(S2V ) ' P5

[x0, x1, x2] 7�! [x2
1 + x2

2, 2x0x1, 2x0x2, , x2
0 + x2

2, 2x1x2, x2
0 + x2

1]
.

The image of hF is a Veronese variety defined by the ideal

hz20,2 + z21,2 � 2z0,0z2,2 � 2z1,1z2,2 + 2z22,2, z0,1z0,2 + z0,0z1, 2� z1,1z1,2 � z1,2z2,2,
z0,0z0,2 � z0,2z1,1 � z0,1z1,2 + z0,2z2,2, z20,1 � 2z0,0z1,1 + 2z21,1 + z21,2 � 2z1,1z2,2,

z0,0z0,1 + z0,1z1,1 � z0,2z1,2 � z0,1z2,2, z20,0 � z21,1 � z21,2 + 2z1,1z2,2 � z22,2i
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Moreover, one can check that the pullback of the polynomial G = �z20,0 + 2z0,0z1,1 �
z21,1 +2z0,0z2,2 +2z1,1z2,2� z22,2 via hF is F . We conclude that the Hessian variety of F
is the intersection of hF (Pn) and the quadric hypersurface defined by G.

A first consequence of hF being a Veronese embedding is the computation of the Hilbert
polynomial p4,n.

Proposition 2.5.3. The Hilbert polynomial p4,n(t) is

p4,n(t) =

✓
2t+ n

n

◆
�
✓
2t� 4 + n

n

◆
.

Proof. Let F 2 P(S4V ) be generic and denote its Hessian variety by X. Then, hF is a
Veronese embedding and X is the intersection of a Veronese variety V and a quadric
hypersurface. A method for computing Hilbert polynomials is to use the equality
p4,n(t) = �(OX(t)) (see [67, Section 3 Exercise 5.2]). Using the short exact sequence

0! OV(�2)! OV ! OX ! 0

we get that �(OX(t)) = �(OV(t))��(OV(t� 2)). The proof follows from the fact that
OV(t) = OPn(2t).

Another consequence of hF being an embedding is that, for generic F,G 2 U with same
Hessian variety, one has that V(F ) and V(G) are isomorphic. However, a priori this
isomorphism might not extend to an automorphism of Pn. We improve this statement
in two steps. First we show that if H4,n(F ) = H4,n(G), then there exists g 2 PGL(n+1)
such that g · F = G. In Theorem 2.5.10 we prove that the only possible g such that
g · F = G is the identity. Moreover, for n even we provide an e↵ective algorithm for
computing F from its Hessian variety.

For proving the main results of the section, we show that for n � 2 hF (Pn) is the
unique Veronese variety containing the Hessian variety of F . Note that this is not true
for n = 1. Indeed, for n = 1, the Hessian variety of a binary quartic consists of 4 points
in the plane that are the intersection of 2 smooth conics. In particular, the Hessian
variety is contained in a pencil of Veronese varieties. Therefore, we need to carry out
separately the case n = 1.

2.5.1 Case n = 1

In this case, for F 2 P(S4V ) ' P4 generic, H4,1(F ) consists of 4 points in P2. These
four points define a pencil of quadrics denoted by QF . We consider H4,1 as the map
H4,1 : P4 99K Gr(2, H0(P2,OP2(2))) sending F to QF . In the next proposition we
analyze the birationality of H4,1.

Proposition 2.5.4. For a generic F 2 P(S4V ), H4,1 is birational onto its image.
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Proof. Let a0, . . . , a4 be the coordinates of P4 and let F =
P

aix
4�i

0 xi

1. Let b0, . . . , b5
be the coordinates of P5 ' P(H0(P2,OP2(2))) corresponding to the monomials
z20,0, z0,0z0,1, z

2
0,1, z0,0z1,1, z0,1z1,1, z

2
1,1. Using the software Macaulay2 [60], one can

check that the ideal of hF (V(F )) is generated by the quadrics

Q1 := 3a4z20,0 � 3a3z0,0z0,1 + 2a2z20,1 + a2z0,0z1,1 � 3a1z0,1z1,1 + 3a0z21,1
Q2 := 9a23z

2
0,0 + (�36a2a3 + 72a1a4)z0,0z0,1 + (20a22 � 144a0a4)z20,1+

(16a22 � 18a1a3)z0,0z1,1 + (�36a1a2 + 72a0a3)z0,1z1,1 + 9a21z
2
1,1.

(2.25)

In particular, we see that for generic F , the pencil of quadrics H4,1(F ) is not contained
in the hyperplane {b2 � 2b3 = 0}. Hence, we deduce that H4,1(F ) and this hyperplane
intersect in the quadric Q1. Since F is uniquely determined by Q1 and viceversa, we
conclude that H4,1 is generically injective.

In Remark 2.4.6, we showed how to determine the fiber of H3,1. The proof of Proposi-
tion 2.5.4 provides a method for computing the fibers of H4,1.

Remark 2.5.5. (Recovery of the fiber of H4,1) Let X 2 ImH4,1, and let Q be the
unique quadric in the intersection of X with the hyperplane defined by the equation
b2 � 2b3 = 0, where b0, . . . , b5 are the coordinates of P5; as in the proof of Proposition
2.5.4. Then, using equation (2.25) we can compute the unique element in H�1

4,1 (X).

Example 2.5.6. Consider the variety X 2 ImH4,1 whose ideal I is generated by the
quadrics

z20,1 � z0,0z1,1 and z20,0 + 2z0,0z1,1 + z21,1.

Therefore, the degree 2 component I2 of I is a line of P(H0(P2,O2
P(2))). The intersec-

tion of this line with the hyperplane given by the equation b2 � 3b3 = 0 is the quadric

3z20,0 + 4z20,1 + 2z0,0z1,1 + 3z21,1.

Using the method exhibited in Remark 2.5.5, we get a quartic binary form

F = x4
0 + 2x2

0x
2
1 + x4

1.

One can check that the Hessian variety of F is X.

We finish this section with the computation of the image of H4,1. Using the Plücker
coordinates, we compute this image in P14.

Proposition 2.5.7. The image of H4,1 in P14 has dimension 4, degree 29, and is
generated by 3 linear forms, the quadrics generating the ideal of Gr(2, 6) and 7 cubic
forms.

Proof. This result is obtained by a direct computation using the software Macaulay2
[60].
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2.5.2 Case n � 2

As mentioned at the beginning of this section, the idea for studying H4,n is to look at
the Veronese variety hF (Pn). For n � 2 we will prove that for F 2 U , hF (Pn) is the
unique Veronese variety containing the Hessian variety. In the rest of the subsection
we fix n � 2. The strategy to study the Veronese varieties containing the Hessian
variety is to look at its first order syzygies. Let R be the homogeneous coordinate ring
of P(S2V ) and let M be a finitely generated graded R–module. Let

M  � F0
�1 � F1

�2 � F2  � · · ·

be the minimal free resolution of M where Fi = �jR(�j)�i,j . The integers �i,j are
called the graded Betti numbers and the image of �1 is called the module of first order
syzygies of M . We say that the first order syzygies are linear if the image of �1 is
generated by elements of degree 1, or equivalently, the entries of the map �1 are linear
forms (see [43] for further details).

Lemma 2.5.8. Let X1 and X2 be two projective subvarieties of PN of codimension
greater than 1, with ideals generated by the same numbers of quadrics and with linear
first order syzygies. Moreover, assume that X1 is irreducible, nondegenerate and X1 \
X2 = X1 \Q where Q is a quadric hypersurface. Then, X1 = X2.

Proof. Let I1 and I2 be the ideals of X1 and X2 respectively, and let q be the quadratic
form defining Q. Then, I1 + I2 = h↵1, . . . ,↵m, qi, where ↵1, . . . ,↵m are the quadrics
generating I1. We can assume that I2 is generated by q,↵2, . . . ,↵m. Since the first
order syzygies of X1 and X2 are linear, there exist l1 and l2 linear forms such that
D(l1) \ X1 = V(↵2, . . . ,↵m) and D(l2) \ X2 = V(↵2, . . . ,↵m). Since X1 is generated
by quadrics, it is nondegenerate. Therefore, D(l1)\X1 and D(l2)\X1 are non-empty.
Since the ideal of X1 is irreducible, D(l1) \D(l2) \X1 6= ;. Similarly, D(l2) \X2 6= ;.
Hence, D(l1) \ D(l2) \ X1 ✓ D(l2) \ X2 6= ;. Since X1 is irreducible, we get that
X1 ✓ X2, and therefore, I2 ✓ I1. Since I1 and I2 are generated by the same number of
linearly independent quadrics, we conclude that X1 = X2.

Using this lemma, we derive the following proposition.

Proposition 2.5.9. For F 2 U , hF (Pn) is the unique Veronese variety containing
H4,n(F ).

Proof. Assume that the Hessian variety is contained in two Veronese varieties V1 =
hF (Pn) and V2. Then, there exists a quadratic form q in the ideal of V2 such that
H4,n(F ) ✓ V(q) \ V1 ( V1. Since both V(F ) and h�1

F
(V(q)) have degree 4, we deduce

that H4,n(F ) = V(q) \ V1 and we get that V1 \ V2 = V(q) \ V1. By Lemma 2.5.8 we
conclude that V1 = V2.
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Let F and G be two polynomials in U with the same Hessian variety. By the previous
proposition, H4,n(F ) is contained in a unique Veronese variety. Hence, we deduce that
hF (Pn) = hG(Pn). Therefore, h�1

G
� hF is an automorphism of Pn that maps V(F ) to

V(G). Thus, we deduce that a generic fiber of H4,n is contained in an orbit of the
action PGL(n+ 1) on P(S4V ). The following result provides a better description of a
generic fiber of H4,n, namely as a point.

Theorem 2.5.10. For n � 2, H4,n is birational onto its image.

Proof. To prove that H4,n is birational it is enough to check that on U it is injective.
Let F,G 2 U such that H4,n(F ) = H4,n(G). By Proposition 2.5.9, hF (Pn) = hG(Pn).
Fixing g = h�1

F
�hG we get that g(V(G)) = V(F ). Therefore, gt ·F = G and hG = hF �g.

As in the proof of Lemma 2.3.2, we get that

@2G

@xi@xj

=
X

k

gk,igk,j
@2F

@x2
k

� g +
X

k<l

(gk,igl,j + gl,igk,j)
@2F

@xk@xl

� g.

Let M be the automorphism of P(S2V ) given by the linear forms

li,j =
X

k

gk,igk,jzk,k +
X

k<l

(gk,igl,j + gl,igk,j)zk,l.

Then, hG = M � hF � g. Since g = h�1
F
� hG, we deduce that M restricted to hF (Pn) is

the identity. Using that hF (Pn) is nondegenerate, we get that M = Id. Therefore, for
every i, j we get that li,j = �zi,j for � 2 K⇤. For li,i = �zi,i we deduce that gk,i = 0 and
gi,i = gk,k for i 6= k. We conclude that g = Idn and F = G.

2.5.3 Recovery algorithm

Once we have proven that H4,n is birational, our next goal is to find an e↵ective
algorithm for recovering F from H4,n(F ). We present an algorithm for the case where
n is even.

First step: computation of the Veronese variety VX

Given X, a generic element in the image of H4,n, the first step of the algorithm is to
compute the unique Veronese variety VX containing X. Let m + 1 be the number of
quadratic forms generating the ideal of X. Since n � 2, we have that m � 2. Among
these quadrics, m of them generate the ideal of VX containing X.

Lemma 2.5.11. Let X 2 H4,n(U) and let I2(X) be the vector space of quadrics con-
taining X. Let W be a vector subspace of I2(X) of codimension 1. Then, V(W ) is a
Veronese variety if and only if V(W ) has linear syzygies.
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Proof. By [61, Theorem 2.2], the Veronese variety has linear syzygies. Conversely,
let W = h↵1, . . . ,↵mi ✓ I2(X) be a subspace of codimension 1 with linear syzygies.
By Proposition 2.5.9 there exists a unique Veronese variety VX containing X. Let
W 0 ⇢ I2(X) be the subspace generated by the quadrics containing VX , which has
codimension 1 in I2(X). Assume that W 6= W 0. Then, there exists q 2 W such that
q +W 0 = I2(X). Therefore, VX \ V(W ) = VX \ V(q). By Lemma 2.5.8, we conclude
that VX = V(W ).

From the above result, we deduce that, in order to find VX , it is enough to find
W ⇢ I2(X) as in Lemma 2.5.11. Let J be the ideal of VX . Then, the minimal free
resolution of J looks like

0 �� J  �� R(�2)a  �� R(�3)b  �� · · · ,

where R is the coordinate ring of P(S2V ).

Lemma 2.5.12. Let X 2 H2,n(U) and let I be its ideal. Then �0,j = 0 for j 6= 2,
�0,2 = a+ 1, and �1,3 = b, where �i,j are the graded Betti numbers of I.

Proof. Since X has codimension 1 in VX , and it is the image through the Hessian
map of a degree 4 hypersurface, we deduce that I is generated by a + 1 quadrics and
hence, �0,j = 0 for j 6= 2 and �0,2 = a + 1. Let q0, . . . , qa be generators of I such that
q1, . . . , qa generate the ideal of VX . Now, since X is contained in VX , we have that
�1,3 � b. Assume that �1,3 > b. This implies that there exists a linear syzygy of the
form

P
a

i=0 liqi, where li are linear forms and l0 is non-zero. In particular, we get that

X \D(l0) = V(q1, . . . , qa) \D(l0) = VX \D(l0).

Since VX is nondegenerate, this intersection is non empty and we get that X = VX .
Since X has lower dimension that VX we conclude that �1,3 = b.

Let I be the ideal of X. From the previous lemma we deduce that I has a minimal
free resolution of the form

0 �� I
⇡1

 �� R(�2)a+1
M

 �� R(�3)b � F  �� · · · , (2.26)

where F is a free module, and M is a block matrix of the form

M =

✓
M1

0
M2

◆
. (2.27)

Here M1 is an a⇥b matrix whose entries are linear forms. By Lemma 2.5.11, the vector
subspace W of I2(X) generated by the first a coordinates of ⇡1 generates the ideal J .
In order to find generators of J , it is enough to find a free resolution of the form (2.26).
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We present a method for obtaining such a resolution using linear algebra. Assume we
are given a minimal free resolution of I

0 �� I
⇡2

 �� R(�2)a+1
N

 �� R(�3)b � F  �� · · · .

We obtain the following isomorphisms of sequences

0 I R(�2)a+1 R(�3)b � F

0 I R(�2)a+1 R(�3)b � F

0 I R(�2)a+1 R(�3)b � F

⇡2

g

N

h1�h2

⇡1 M

h
�1
1 �h

�1
2

⇡1 M�(h1�h2)

where the first isomorphisms g and h1 � h2 exist by the uniqueness of minimal free
resolutions and M is as in (2.27). In particular, M � (h1 � h2) is a matrix of the same
form as (2.27). Hence, there exists a g 2 GL(a+ 1) such that

0 I R(�2)a+1 R(�3)b � F

0 I R(�2)a+1 R(�3)b � F

⇡2

g

N

⇡ M
0

is an isomorphism to a complex of the form (2.26). In particular, the first a entries of
the map ⇡2 �g�1 generate the ideal of VX . The computation of g is achieved by solving
the linear system in the entries of g given by requiring the first b entries of the last row
of g �N to vanish.

Let us illustrate the previous procedure by an example.

Example 2.5.13. Consider the hypersurface in P2 given by the polynomial

F = x3
0x1 + x3

1x2 + x3
2x0 + 3x2

0x1x2.

The ideal of X := H4,2(F ) ⇢ P5 is

I = hz20 � z0z3 + z2z3 + 4z0z4 � 4z2z4 � 4z3z4 + 4z1z5 +
1
2z2z5 � 4z4z5 � 3z25 ,

z0z1 +z2z4 � 3
2z0z5 +

1
2z2z5 + z3z5, z0z2 + 4z0z4 �4z2z4 �4z3z4 + 2z1z5 �2z4z5 �z25 ,

z21 +
1
4z0z3 �

1
4z2z3 � z1z4 � 2z1z5 � 1

8z2z5 + z4z5 + z25 , z1z2 � 1
2z0z5 �

1
2z2z5,

z22 + 4z0z4 � 4z2z4 � 4z3z4 + z25 , z1z3 + z2z4 � 1
4z

2
5i.

(2.28)
The first part of the free resolution of I is

0 � R
A0 � R(�2)7 A1 � R(�3)8 �R(�4)6,
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where R = K[z0, z1, z2, z3, z4, z5]. The submatrix N of A1 with linear entries is

0

BBBBBB@

�z2 � 4z4
1
2 z5 0 �4z4 0 z1 � 3

2 z5 � 1
4 z3 0

�2z5 4z4
1
2 z5 0 �4z4 �z0 � 4z4 �z1 + z4 + 1

2 z5 �z2 � 4z4

0 2z5 �z2 0 0 �4z5 z0 � z3 �2z5

z0 � z3 + 8z4 �z1 + 1
2 z5

1
4 z3 �z2 + 8z4 � 1

2 z5
1
2 z5

1
4 z3 + 1

8 z5 z1 � 3
2 z5

4z5 z0 � 4z4 z1 � z4 � 3
2 z5 2z5 �z2 + 4z4 �z3 + 4z4 � 1

2 z5
1
2 z5 �z3 + 4z4

z3 � 4z4 + 1
2 z5 0 � 1

4 z3 � 1
8 z5 z0 � 4z4 z1 � 1

2 z5 0 0 1
2 z5

2z5 �4z4 � 1
2 z5 0 4z4 z0 + 4z4 z1 � z4 � 1

2 z5 z2 + 4z4

1

CCCCCCA

Choosing

g =

0

BBBBBBBB@

1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 1 0 0 0 0 1

1

CCCCCCCCA

,

we get that the last row of g ·N is zero. Therefore, the six generators of the Veronese
variety correspond to the first six entries of the matrix A0 � g�1. We conclude that the
ideal of the unique Veronese variety containing X is the zero locus of the ideal J given
by

J = hz20 � z0z3 + z2z3 + 4z0z4 � 4z2z4 � 4z3z4 + 4z1z5 +
1
2z2z5 � 4z4z5 � 3z25 ,

z0z1 � z1z3 � 3
2z0z5 +

1
2z2z5 + z3z5 +

1
4z

2
5 ,

z21 +
1
4z0z3 �

1
4z2z3 � z1z4 � 2z1z5 � 1

8z2z5 + z4z5 + z25 ,

z0z2 + 4z0z4 � 4z2z4 � 4z3z4 + 2z1z5 � 2z4z5 � z25 ,

z1z2 � 1
2z0z5 �

1
2z2z5,

z22 + 4z0z4 � 4z2z4 � 4z3z4 + z25i.
(2.29)

Second step: computation of an isomorphism ' : VX ! Pn.

The next step of our algorithm is to find an isomorphism ' : VX ! Pn, which is the
inverse of a Veronese embedding v2 : Pn ! VX . We set L ' '⇤OPn(1).

Lemma 2.5.14. For n even, L ' !VX ⌦OP(S2V )(k + 1)|VX where 2k = n.

Proof. Since ' is the inverse of a Veronese embedding, we get that L⌦2 = OP(S2V )(1)|VX .
Since ' is an isomorphism, we have that '⇤!Pn = !VX and hence, L⌦�n�1 ' !VX . Let
k 2 N such that n = 2k. Then,

L = L⌦n+2 ⌦ L⌦�n�1 = OP(S2V )(1)|⌦k+1
VX

⌦ !VX .



104 CHAPTER 2. HESSIAN CORRESPONDENCE

In particular, ' is given by a basis of the space of global sections of

!VX ⌦OP(S2V )(k + 1)|VX .

Let ◆ be the inclusion of VX in PN = P(S2V ). Let R = K[z0, . . . , zN ] be the homoge-
neous coordinate ring of PN and let J be the ideal of VX . In [76], the Betti numbers
of the Veronese embbeding given by |OPn(2)| are computed. In particular, we deduce
that the minimal free resolution of R/J is of the form

0 �� R
A1

 �� P1

A2

 �� · · ·
Ar

 �� R(k �N)n+1  �� 0. (2.30)

where r is the codimension of VX in PN .

Proposition 2.5.15. For n = 2k, the line bundle L is the sheafification of the graded
R/J–module

(R/J)n+1/ImAt

r
(2.31)

Proof. By [67, Corollary 7.12], we have that !VX ' ◆⇤ExtrPN (◆⇤OVX ,!PN ). Using [59,
Proposition 7.7], we get that

!VX ⌦OP(S2V )(k + 1)|VX ' ◆⇤ExtrPN (◆⇤OVX ,!PN (k + 1)) ' ◆⇤Extr(◆⇤OVX ,OPN (k �N)).

Applying Hom(�, R[k �N ]) to (2.30) we get the complex

0 � Rn+1 A
t
r � · · · A

t
2 � R[k �N ] � 0.

We deduce that Extr(◆⇤OVX ,OPN (k�N)) is the sheafification of the r–th cohomology
group of this complex which is Rn+1/ImAt

r
. The proposition follows by tensoring this

module by R/J .

Let M denote the graded R/J–module in equation (2.31). From Proposition 2.5.15
we deduce that the space of global sections of L is the zero graded piece of M , i.e.
M0 = Kn+1. Let e0, . . . , en be a basis of M0 and let U = D(z0) \ VX . We get an
inclusion

M0 = H0(VX ,!VX (k + 1)) ,! H0(U,!VX (k + 1)) = (Mz0)0,

where Mz0 denotes the localization of M by z0. On the other hand, since L is trivial
on U , we get an isomorphism � : (Mz0)0 ! ((R/J)z0)0. This allows us to define the
map

' : U �! Pn

z 7�! [�(e0)(z), · · · ,�(en)(z)].

We illustrate the previous reasoning by an example.
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Example 2.5.16. Consider the Veronese surface V in P5 given by the ideal J of Equa-
tion (2.29). The free resolution of R/J is

0! R! R(�2)6 ! R(�3)8 A! R(�4)3 ! 0,

where

A =

0

BBBBBBBBBBBBB@

z2 + 4z4 �1
2z5 4z4

2z5 z2 0

�z1 + 3
2z5 �1

4z3
1
2z5

z0 + 4z4 �z1 + z4 +
1
2z5 4z4

z3 � 4z4 �z1 + z4 +
3
2z5 z2 � 4z4

4z5 z0 � z3 2z5
�1

2z5
1
4z3 +

1
8z5 �z1 + 1

2z5
z3 � 4z4 +

1
2z5

1
2z5 z0 � 4z4

1

CCCCCCCCCCCCCA

.

By Proposition 2.5.15, L ' !V ⌦OP5(2)|V is the sheafification of the graded module

M := (R/J)3/hrows of Ai.

The space of global sections of L is isomorphic to the zero graded piece of M , which is
K3. Let {e0, e1, e2} be the usual basis of this space. Now consider the principal a�ne
open subset D(z1). Then,

H0(D(z1), L) = ((M)z1)0 = ((R/J)z1)
�3
0 /hrows of Az1i

�

' ((R/J)z1)0,

where Az1 =
1

z1
A. One can check that in hrows of Az1i we have the elements

e0 +
1

2

✓
z0
z1

+
z2
z1

◆
e1 and � e2 +

1

8

✓
�2z0

z1
+ 6

z2
z1

+ 4
z3
z1

+
z5
z1

◆
e1.

Therefore, we get that

�(e0) = �
1

2

✓
z0
z1

+
z2
z1

◆
�(e1) and �(e2) =

1

8

✓
�2z0

z1
+ 6

z2
z1

+ 4
z3
z1

+
z5
z1

◆
�(e1).

Thus, we get an isomorphism

D(z1) \ V '�! P2


z0
z1
, · · · , z5

z1

�
7�!


�4

✓
z0
z1

+
z2
z1

◆
, 8,�2z0

z1
+ 6

z2
z1

+ 4
z3
z1

+
z5
z1

�
.

Note that once we have the map ', we can compute a parametrization of V. This
parametrization is the inverse of ' and is given by a basis {F0, . . . , F5} of S2K3. In
particular, we get that for generic [x, y, z] 2 P2 we must have that

[�4(F0 + F2), 8F1,�2F0 + 6F2 + 4F3 + F5] = [x, y, z].
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This defines some linear equations in the coe�cients of F0, . . . , F5. A generic solution
of such linear system of equations will give a parametrization of V . In our example,
one can check that the polynomials

x2
0, x

2
1,�x2

0 � 2x0x1, x
2
2, x0x2, 8x

2
0 + 12x0x1 + 8x1x2 � 4x2

2

provide a parametrization of the Veronese variety.

Remark 2.5.17. The computation of the isomorphism ' : VX ! Pn is the only step
of the algorithm where we use that n is even. For n odd, the canonical bundle of Pn

has even degree. As a consequence, we can not write L by means of !VX and On

P(2).
One needs to find a OPN–module whose restriction to VX is a line bundle of odd degree.

Third step: computation of '(X)

Once we have computed an isomorphism ' : VX ! Pn, we compute the image of X
through '. This image is a hypersurface defined by a degree 4 polynomial G. Let
F 2 P(S4V ) be such that H4,n(F ) = X. In other words, F is the polynomial we want
to compute. Then, the composition '�hF is an automorphisms of Pn that sends V(F )
to V(G). In particular, we get that there exists g 2 PGL(n + 1) such that G = g · F .
Moreover, by Lemma 2.3.2 we get the following commutative diagram

Pn VX

Pn hG(Pn)

hF

(gt)�1
⇢(gt)t

'

hG

.

Therefore, we get that ⇢(gt)t = hG � '. Note that the representation ⇢ is injective and
the preimages through ⇢ can be computed by a solving linear system of equations. In
particular, we can recover g from the composition hG �'. Finally, the polynomial F is
computed by applying g�1 to G.

The algorithm

Summarizing the previous reasoning, we outline the algorithm
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Algorithm 10

Input: the ideal I defining a variety inside the image of H4,n for n = 2k

Output: the unique F 2 P(S4V ) such that H4,n(F ) = V(I).

1. Compute the unique Veronese variety V containing V(I).

2. Determine an isomorphism ' : V ! Pn.

3. Compute the quartic form G defining '(V(I)).

4. Determine gt = ⇢�1((hG � ')t).

5. Return, F = g�1 ·G.

Example 2.5.18. Consider the variety X given by the ideal I in Equation (2.28). By
Example 2.5.13, the ideal J of the unique Veronese variety VX is given by (2.29). By
Example 2.5.16, we have an isomorphism ' : VX ! P2 sending [z0, · · · , z5] to

[�4(z0 + z2), 8z1,�2z0 + 6z2 + 4z3 + z5].

The image of X through this map is given by the polynomial

G = 2x4
0 � 8x3

0x1 + 6x2
0x

2
1 + x0x

3
1 + 4x3

0x2 � 48x2
0x1x2 + 12x0x

2
1x2 � 96x0x1x

2
2 � 64x1x

3
2.

One can check that, modulo J , the composition hG � ' is given by the matrix

0

BBBBBB@

0 0 1 0 �4 4
0 �1 0 2 0 0
1 0 0 0 0 0
0 0 0 0 �4 8
0 0 0 4 0 0
0 0 0 0 0 16

1

CCCCCCA
. (2.32)

In this case, the representation ⇢ is given by

0

@
a0 a1 a2
b0 b1 b2
c0 c1 c2

1

A 7�!

0

BBBBBBBB@

a20 a0b0 b20 a0c0 b0c0 c20
2a0a1 a1b0 + a0b1 2b0b1 a1c0 + a0c1 b1c0 + b0c1 2c0c1
a21 a1b1 b21 a1c1 b1c1 c21

2a0a2 a2b0 + a0b2 2b0b2 a2c0 + a0c2 b2c0 + b0c2 2c0c2
2a1a2 a2b1 + a1b2 2b1b2 a2c1 + a1c2 b2c1 + b1c2 2c1c2
a22 a2b2 b22 a2c2 b2c2 c22

1

CCCCCCCCA

.
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One can check that the unique g 2 PGL(3) such that ⇢(gt)t equals the matrix (2.32) is

g =

0

@
0 1 �2
�1 0 0
0 0 �4

1

A .

We conclude that H�1
4,2 (X) is the polynomial

g�1 ·G = �256x3
0x1 � 768x2

0x1x2 � 256x3
1x2 � 256x0x

3
2.

Note that this polynomial, up to multiplication by constants, coincides with the polyno-
mial we started with in Example 2.5.13.

2.6 Catalecticant enveloping variety

In the study of the Hessian correspondence for cubic hypersurface the rational map ↵n,
associating to a polynomial F the linear subspace hr1F i, played a crucial role. Moti-
vated by this rational map, in Section 2.4.2 we introduced the variety Zn. This variety
is strongly related to Comon’s question (see [98, Problem 15]) through the notion of
e–th gradient rank (see [56]). The goal of this section is to generalize these objects
from cubic forms to forms of arbitrary degree. To investigate these generalizations, we
introduce and study the catalecticant enveloping variety.

Fix d, n 2 N. We recall that V = Kn+1 and that SdV is the space of homogeneous
polynomials of degree d in x0, . . . , xn. For 0 < e < d and 0  k we consider the closed
subvariety of P(SdV )

Sube,k :=
�
F 2 P(SdV ) | rankFe,d�e  k + 1

 
.

In other words, Sube,k consists of all F 2 P(SdV ) such that dim hrkF i  k + 1. Let
Sub�

e,k
be the open subset of Sube,k consisting of the polynomials F 2 P(SdV ) such

that rankFe,d�e = k + 1. By [74, Lemma 3.5], Sub�
e,k

is a dense open subset of Sube,k.
Following this notation, Sub1,k corresponds to the variety Subk introduced in Section
2.4.2. Recall that T is the polynomial ring K[y0, . . . , yn] acting on S•V = K[x0, . . . , xn]
by the apolarity action introduced in Section 2.1.2. Note that for any F 2 P(SdV ),

rankFe,d�e  min{dimTe, dimSd�eV }.

Therefore, we can assume that k < min
��

e+n

n

�
,
�
d�e+n

n

� 
. Note that for e  d/2 this

minimum is
�
n+e

n

�
.

Example 2.6.1.

• In Example 2.4.12 we showed that, for d = 3, Sub1,0 is the Veronese variety V 3,n.
For d � 3, Sub1,0 is also the Veronese variety V d,n (See [74, Remark 1.24]). More
generally, [106, Corollary 5.5] states that Sube,0 is the Veronese variety V d,n for
all 0 < e < d.
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• For k = min
��

e+n

n

�
,
�
d�e+n

n

� 
� 1, we have that Sube,k = P(SdV ).

In Sections 2.4.2, we used that Sub1,k is irreducible for d = 3. However, Sube,k might
not be irreducible for e � 2. For instance, in [37] it is proved that, for d = 3, Sub4,4

has two components of dimension 12 (see also [74, Example 3.6]). In [74, Chapter
7.2] the irreducibility of Sube,k is studied in more detail. For instance, [74, Corollary
7.10] gives su�cient conditions for Sube,k to be reducible. Nevertheless, even if Sube,k

might be reducible, it is always connected (see [74, Theorem 7.6]). Moreover, Sub1,k

is irreducible for d � 3. This can be deduced from the following description of Sub1,k

(see [74, Proposition 1.23])

Sub1,k = {F 2 P(SdV ) : 9U 2 Gr(k + 1, V ) s.t. F 2 P(SdU)}. (2.33)

In other words, Sub1,k consists of all polynomials such that, after a change of coordi-
nates, they can be written by means of k + 1 variables. Using this description, in [74,
Proposition 1.23], the dimension of Sub1,k is determined:

dimSub1,k = (k + 1)(n� k) +

✓
d+ k

d

◆
� 1. (2.34)

In Section 2.4.2, we introduced the rational map ↵1,k ⇢ P(S3V ) sending a cubic form
F to hr1F i. Now we introduce the generalization of this map to any d and e. On the
variety Sube,k we define the rational map

↵e,k : Sube,k 99K Gr(k + 1, Sd�eV )
F 7! hreF i . (2.35)

Note that the domain of definition of ↵e,k is Sub�
e,k
. Using this notation, the rational

map ↵k defined in (2.19) coincides with ↵1,k for d = 3, and for d � 3 the map ↵1,k is
the generalization of ↵k to higher degrees. We denote the image of ↵e,k and its closure
by Z�

e,k
and Ze,k respectively.

Example 2.6.2. Fix k = 0. In Example 2.6.1 we saw that Sub1,0 equals the Veronese
variety V d,n. Moreover, the target space of ↵d,0 is P(Sd�eV ), and one can check that
for a linear form l 2 S1V , ↵d,0(ld) equals ld�e. Therefore, ↵d,0 is the composition of
the inverse of the Veronese embedding of V d,n with the Veronese embedding of V d�e,n.
In particular, ↵d,0 is an isomorphism onto its image and Zd,0 = V d�e,n.

Example 2.6.3. Assume that d = 3 and n = k = 2. By Proposition 2.4.21, we
have that ↵1,2 is a birational morphism between P(S3V ) = P9 and Gr(3, S2V ), which
is also 9–dimensional. We get that ↵1,2 is dominant and Z1,2 = Gr(3, S2V ). More
generally, assume that d = 3 and k = 2  n. As above, for U 2 Gr(3, V ) we have that
↵1,2(P(S3U)) equals Gr(3, S2U) ⇢ Gr(3, S2V ). In particular, we get that

Z1,2 =
[

U2Gr(3,V )

Gr(3, S2U).
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Example 2.6.4. Let d = 2 and e = 1. Then, for F 2 Sub1,k, hr1F i equals the support
of F . Recall that the support of F 2 P(SdV ) is the smallest linear subspace U of V
such that F 2 P(SdU). In particular, we deduce that, given P(U) 2 Im↵1,k, the closure
of the fiber ↵�1

1,k(P(U)) is P(S2U). Moreover, for d = 2 and k � 0, ↵1,k is dominant

and the dimension of a generic fiber of ↵1,k is
�
d+k

k

�
� 1.

For e = 1 and k = n, ↵1,n coincides with the gradient map, which is birational onto
its image for d � 3 and (d, n) 6= (3, 1) (see [46, Theorem 3.2]). Similarly, Example
2.6.2 shows that ↵d,0 is an isomorphism onto its image for every d. On the contrary,
Example 2.6.4 shows that for d = 2, the generic fiber of ↵1,k has positive dimension.
With the aim of computing the dimension of Ze,k, we post the following question: For
which values of d, n, e, k, is the map ↵e,k birational onto its image?

To approach this question, we introduce the dual version of the map ↵e,k. We define
the rational map �e,k assigning to a form the kernel of its catalecticant map

�e,k : Sube,k 99K Gr(
�
n+e

n

�
� k, Te)

F 7! KerFe,d�e

. (2.36)

Recall that Fe,d�e is the catalecticant map of F from Te to Sd�eV . Since KerFe,d�e

is the degree e component of the apolar ideal of F , �e,k associates to F 2 Sub�
e,k

the
vector space F?

e
⇢ F?. The apolarity action gives an isomorphism between the dual

space SeV ⇤ and Te. In particular, Gr(k+1, SeV ) and Gr(
�
n+e

n

�
� k, Te) are isomorphic

and we get the following commutative diagram relating ↵d�e,k and �e,k

Subd�e,k Gr(k, SeV )

Sube,k Gr(
�
n+e

n

�
� k, Te)

↵d�e,k

⇠=(�)?

�e,k

. (2.37)

The commutativity of Diagram (2.37) implies that any property satisfied by ↵d�e,k is
satisfied by �e,k and vice-versa. The relation between �e,k and apolar ideals allows us
to use apolarity theory to approach the birationality of ↵e,k. Note that by Theorem
2.1.15, the apolar ideals is deeply related to Artinian Gorenstein rings.

In the setting of apolar ideals, the birationality of �e,k is equivalent to ask whether we
can recover a polynomial F 2 Sube,k from the e–th graded components of its apolar
ideal. This question was partially answered in the setting of Artinian Gorenstein rings
in [11] for k = k̃, where

k̃ = min

⇢✓
e+ n

n

◆
,

✓
d� e+ n

n

◆�
� 1.

This is the case where Fe,k has maximal rank and Sube,k = P(SdV ). Let F be a form
in SdV and let I be its apolar ideal. Since the Hilbert function of the apolar Artinian
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Gorenstein ring T/I is symmetric, we get that the degree d component Id of I is a
hyperplane of Td. In particular, Id can be seen as a point in the dual vector space T ⇤

d
.

Through the isomorphism between the T ⇤
d
and SdV given by the apolarity action, Id

corresponds to the polynomial F . Therefore, we have an e↵ective method for recovering
F from the degree d part of its apolar ideal. Now, assume that all the generators of
F? have degree at most d̃. Then, we can recover (F?)d from (F?)e for d̃  e  d. The
even case of the following theorem can be found in [73, Example 4.7], whereas the odd
case corresponds to [11, Theorem B].

Theorem 2.6.5. [11, Theorem A] Let d � 3 and n � 3, let F 2 P(SdV ) be a generic,
and let m(F ) be the maximum degree of the minimal homogeneous generators of F?.
Then,

1. For d = 2t� 2, m(F )  t.

2. For d = 2t� 1 m(F )  t.

From Theorem 2.6.5, we deduce the following result.

Corollary 2.6.6. For d � 3 and n � 3, we have that

1. for d = 2t� 2 and e  t� 2, ↵
e,k̃

is birational onto its image.

2. for d = 2t� 1 and e  t� 1, ↵
e,k̃

is birational onto its image.

In particular, in the above cases Z
e,k̃

is rational and dimZ
e,k̃

=
�
d+n

n

�
� 1.

Proof. Assume that d = 2t�2 and e  t�2. By Diagram 2.37, ↵
e,k̃

is birational if and
only if �

d�e,k̃
is birational. Let F 2 Sub

e,k̃
= P(SdV ) be generic and let G 2 P(SdV )

be such that �
d�e,k̃

(F ) = �
d�e,k̃

(G). In other words, (F?)d�e = (G?)d�e. By Theorem
2.6.5, the minimal generators of F? have degree at most t  d�e. In particular, we get
that (F?)d = (G?)d, and hence, F = G. The same reasoning shows that for d = 2t� 1
and e  t� 1, ↵

e,k̃
is birational onto its image.

Due to the complicated structure of the variety Sube,k, the study of the birationality
of ↵e,k for k < k̃ is much complicated. In particular, the study Ze,k becomes more
challenging. A natural, but di�cult, question we can consider is the description of the
boundary

@Ze,k = Ze,k \ Z�
e,k

of Ze,k. We introduce the catalecticant enveloping variety as a first approach to this
question.

Definition 2.6.7. For e  d and l <
�
d�e+n

n

�
, we define the catalecticant enveloping

variety of degree d as

�e

k
:=

�
� 2 Gr(k + 1, Sd�eV ) : hreF i ✓ � for some F 2 Sube,k

 
.
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In Section 2.6.2, we will show that �e

k
is a projective variety. Since Z�

e,k
is contained

in �e

k
, we deduce that @Zd,n is contained in �e

k
. We aim to study this boundary from

the irreducible components of �e

k
.

Example 2.6.8. For k = 0, we have that �d

0 = Zd,0. In particular, by Example 2.6.2,
we conclude that �d

0 = V d�e,n.

2.6.1 Birationality of ↵1,k

As commented above, the map ↵1,n coincides with the gradient map, which is birational
onto its image for d � 3 and (d, n) 6= (3, 1) (see [46, Theorem 3.2]). In this section
we present a new proof of this fact, that in Section 2.6.2 will help us to compute the
irreducible components of the catalecticant enveloping variety �1

k
. Moreover, the new

reasoning presented in this section will provide in Section 2.6.3 a method for recovering
a degree d hypersurface from its (d� 1)–th polar variety.

Before restricting to the case e = 1, we first study the geometry of the fibers of ↵e,k.
To do so, we consider the linear embedding

◆e : P(SdV ) �! P
�
HomK

�
Te, Sd�eV

��

F 7�! Fe,d�e

.

Note that ◆e is a linear embedding by Euler’s formula. For instance, for e = 1, the
columns of F1,d�1 are the first order derivatives of F . Therefore, the map ◆1 sends a
degree d polynomial to its gradient. For d = 3, ◆1 coincides with the map (2.20). In
general, the map ◆e sends a polynomial to the tensor of its e–th partial derivatives. We
denote the image of ◆e by We.

Proposition 2.6.9. Given � 2 ImZe,k, the closure of ↵�1
e,k
(�) consists of all the degree

d polynomials F such that hreF i is contained in �. In particular, the closure of a fiber
of ↵e,k is a linear subspace.

Proof. Consider the variety

⌃ = {(�,') 2 Gr(k + 1, Sd�eV )⇥We : Im' ✓ �}

together with the projection ⇡ : ⌃ ! Gr(k + 1, Sd�eV ). Note that the image of this
projection is Ze,k. Given � 2 Z�

e,k
, the fiber ⌃� := ⇡�1(�) is the linear subspace of

maps ' 2 We whose image is contained in �. We now consider the map

↵e,k ⇥ ◆e : Sub�
e,k
�! ⌃

F 7�! (↵e,k(F ), ◆e(F ))
.

This map is well-defined since the image of ◆e(F ) equals hreF i = ↵e,k(F ) for
F 2 Sub�

e,k
. Moreover, ↵e,k ⇥ ◆e is an isomorphism onto its image since ◆e is a lin-

ear embedding. The inverse map is given by the composition of the projection to We
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and ◆�1
e
. Now, the composition ⇡ � (↵e,k ⇥ ◆e) equals ↵e,k. Thus, for � 2 Z�

e,k
, we get

that
↵�1
e,k
(�) = (↵e,k ⇥ ◆e)�1(⌃�) = ◆�1

e
(⌃�).

The proof follows from the fact that ◆e is a linear map and that ⌃� is a linear subspace
of We.

Remark 2.6.10. Note that Proposition 2.6.9 provides an e↵ective method for com-
puting the closure of the fibers of ↵e,k using linear algebra. Recall that We is a linear
subspace. Given � 2 Im↵e,k, we can compute its fiber by computing the intersection of
We with the linear subspace of maps whose images are contained in �.

For the rest of this section we fix d = 1. In order to derive the birationality of ↵1,k, we
follow the same strategy used in Section 2.4.2: find a polynomial F 2 Sub�

1,k such that
the intersection of W1 and the linear subspace of maps whose images are contained in
ImF1,d�1 has dimension zero. For this purpose, we first compute the equations of W1.

As mentioned above, we identify the target space of ◆1 with P((Sd�1V )�n+1). Through
this identification, we can rewrite the map ↵1,k as the rational map sending a polynomial
F to its gradient rF . For 0  i  n and w = (w0, . . . , wn) such that |w| := w0 +
· · · + wn = d � 1, let yi

w
be the coordinate of P((Sd�1V )�n+1) representing the term

(wi + 1)xw in the i–th direct summand.

Lemma 2.6.11. The equations of W1 in the coordinates yi
w
are

yi1
w�ei1

� yi2
w�ei2

= 0, (2.38)

for every w 2 Nn+1 with |w| = d and 0  i1 < i2  n such that wi1 , wi2 � 1.

Proof. Let zw be the coordinate of P(SdV ) representing the monomial xw. In other
words, a point in P(SdV ) is a degree d homogeneous polynomial of the form

G =
X

|w|=d

zwx
w.

In particular, the first order derivatives of G are

@G

@xi

=
X

|w|=d,wi�1

(wi + 1)awx
w�ei .

We deduce that for |v| = d�1, the coordinate ◆1(G)i
v
of ◆1(G) equals zv+ei . In particular,

◆e is a monomial map and the equations of We are linear binomials. The proof follows
from the fact that the only linear binomial relations among the coordinates of the map
◆1 are of the form

◆1(G)i1
w�ei1

= ◆1(G)i2
w�ei2

for |w| = d and wi1 , wi2 � 1.



114 CHAPTER 2. HESSIAN CORRESPONDENCE

Using Lemma 2.6.11, we address the birationality of ↵1,k.

Theorem 2.6.12. The rational map ↵1,k is birational onto its image except in the
following cases:

1. If d = 2 and 1  k  n, then the fibers are ↵�1
1,k(U) = P(S2U) ✓ P(S2V ).

2. If d = 3 and k = 1, the fibers are one-dimensional.

Proof. The case d = 2 was presented in Example 2.6.4. The case d = 3 and k = 1
was explored in Section 2.4.2. So we can assume that d � 3 and (d, k) 6= (3, 1). In
Proposition 2.4.21 the result was proved for d = 3. Assume now that d � 4. To prove
that ↵1,k is birational it is enough to find F 2 Sub�

1,k such that ↵�1
1,k(↵1,k(F )) is the

point F . By Proposition 2.6.9, we get that a fiber of ↵1,k is a point if and only if it is
zero dimensional. Moreover, given F 2 Sub�

1,k, the closure of the fiber ↵�1
1,k(hr1F i) is

isomorphic to W1 \ P((hr1F i)�n+1) via ◆1. Therefore, it is enough to prove that there
exists F 2 Sub�

1,k such that the dimension of W1 \ P((hr1F i)�n+1) is zero.

Assume that k = n. As in the proof of Proposition 2.4.21, we consider the polynomial

F =
X

i2Zn+1

xd�1
i

xi+1,

where Zn+1 = Z/(n + 1)Z. Note that using this notation xn+1 = x0. For every
0  i  n, the i–th first order derivative of F is

@F

@xi

= (d� 1)xd�2
i

xi+1 + xd�1
i�1 .

Note that the two monomials appearing in a first order derivative do not appear in
the other first order derivatives. Therefore, the first order derivatives of F are linearly
independent as elements in Sd�1V and F 2 Sub�

1,n.
Now, we compute the equations of the image of F1,d�1 in P(Sd�1V ). Let zw be the
coordinate of P(Sd�1V ) corresponding to the monomial xw for |w| = d�1. For i 2 Zn+1,
we consider the vectors

ai = (d� 2)ei + ei+1 and bi = (d� 1)ei�1, where ei = (0, . . . , 0, 1
(i)
, 0, . . . , 0).

Note that an = e0 + (d � 2)en and b0 = (d � 1)en. Using this notation, we get that
@F

@xi
= (d� 1)xai + xbi . Then, the equations of hr1F i are

zw = 0 for |w| = d� 1, w 6= ai, bi 8i 2 Zn+1,
zai � (d� 1)zbi = 0 for i 2 Zn+1.

(2.39)
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In particular, the equations of P(hr1F i�n+1) in the coordinates yi
w
used in Lemma

2.6.11 are
yi
w
= 0 for w 6= aj, bj 8j 2 Zn+1,

yi
aj
� d� 1

d
yi
bj
= 0 for j = i� 1,

yi
aj
� yi

bj
= 0 for j = i,

yi
aj
� d� 1

2
yi
bj
= 0 for j = i+ 1,

yi
aj
� (d� 1)yi

bj
= 0 otherwise.

(2.40)

Let WF be the intersection of P((hr1F i)�n+1) and W1. We claim that WF is zero
dimensional. The equations of WF are given by the Equations (2.38) together with the
Equations in (2.40). Let i1, i2 2 Zn+1 with i1 6= i2. By Equation (2.38) we get that
yi1
ai2

= yi2ai2+ei1�ei2
. Since d � 4, ai2 + ei1 � ei2 6= aj, bj for every j 2 Zn+1. Therefore, by

Equation (2.40) we deduce that for i1 6= i2, yi1ai2 = 0 is among the equations defining

WF . Moreover, using Equation (2.40) we get that yi1
bi2

= 0 for i1 6= i2 are also equations

of WF . Now, by Equations (2.40) and (2.38) we get that for every i

yi
ai
= yi

bi
= yi�1

bi+ei�ei�1
= yi�1

ai�1
.

Hence, we deduce that the equations of WF are

yi
w
= 0 for (i, w) 6= (i,↵i), (i, �i),

y0
a0

= y0
b0
= y1

a1
= y1

b1
= · · · = yn

an
= yn

bn
.

From this system of equations we derive that WF is zero dimensional. In particular,
↵�1
1,n(hr1F i) is equal to the reduced point {F}, and ↵1,n is birational onto its image

for d � 4.

It remains to check the case k  n � 1. Let F be a generic element in Sub1,k. By
Equation (2.33), there exists U 2 Gr(k+1, S1V ) such that F 2 P(SdU). Without loss
of generality, we can assume that U is generated by the linear forms x0, . . . , xk. Now
let G 2 Sube,k be such that ↵e,k(G) = ↵e,k(F ). Then, the partial derivatives of G with
respect to xk+1, . . . , xn vanish. This implies that G 2 P(SdU) and ↵�1

e,k
(hr1F i) equal

(↵e,k|P(SdU))
�1(hr1F i). The birationality of ↵e,k|P(SdU) follows from the case n = k.

Therefore, we conclude that ↵�1
e,k
(hr1F i) = {F} and ↵1,k is birational for d � 4.

Corollary 2.6.13. For d � 3 and (d, k) 6= (3, 1), the dimension of Z1,k is

dimZ1,k = (k + 1)(n� k) +

✓
d+ k

d

◆
� 1.

Proof. Follows from Theorem 2.6.12 and Equation (2.34).
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A direct consequence of Theorem 2.6.12 is that �e�1,k is also birational onto its image
for d 6= 2 and (d, k) 6= (3, 1). In particular, this means that in these cases we can
recover a generic polynomial F 2 Sub1,k from the degree d� 1 component of its apolar
ideal.

2.6.2 Irreducible components of catalecticant enveloping va-
riety for d = 1

In this section we study the catalecticant enveloping variety �e

k
, which is defined as

�e

k
:=

�
� 2 Gr(k + 1, Sd�eV ) : hreF i ✓ � for some F 2 Sube,k

 

Our goal is to analyse Ze,k and @Ze,k through the investigation of �e

k
. We start this

study by checking that it is a projective algebraic variety.

Proposition 2.6.14. The catalecticant enveloping variety �e

k
is a projective subvariety

of Gr(k + 1, Sd�eV ).

Proof. Consider the incidence variety

⌃ := {(�,') 2 Gr(k + 1, Sd�eV )⇥We : Im' ✓ �}

together with the projection ⇡ : ⌃ ! Gr(k + 1, Sd�eV ). We claim that ⇡(⌃) = �e

k
.

Indeed, � 2 Gr(k + 1, Sd�eV ) is contained in ⇡(⌃) if and only if ImFe,d�e ✓ �. Since
ImFe,d�e = hreF i, this is equivalent to � being contained in �e

k
. The proof follows

from the fact that ⌃ is projective.

Example 2.6.15. Fix d = 3 and k = 1, and let � 2 �1
1. Then, there exists F 2 Sub1

such that hr1F i ✓ �. If F is contained in Sub�
1, we get that � 2 Z1. By Example

2.4.14, � is a tangent or secant line to V 2,n. If F 2 Sub0, then the only requirement
imposed to � is that P(�) and V 2,n have nonempty intersection. We conclude that �1

1

is the variety of projective lines in P(S2V ) intersecting the Veronese variety V 2,n.

For 0  l  k, we consider the variety

�e

l,k
:= {� 2 Gr(k + 1, Sd�eV ) : ⇤ ✓ � for some ⇤ 2 Ze,l}.

Using this notation, �e

k,k
= Ze,k. Since Ze,l is closed, �e

l,k
is also closed because it is

the image of a bundle of Grassmannians. Moreover, �e

l,k
is contained in �e

k
. Indeed,

for a generic element � in �e

l,k
there exists ⇤ 2 Z�

e,k
such that ⇤ ✓ �. In particular,

there exists F 2 Sub�
e,k

such that ⇤ = hreF i ✓ �. Therefore, � is contained in �e

k
. By

Proposition 2.6.14, we deduce that �e

l,k
is contained in �e

k
, and we obtain that

�e

k
=

[

0lk

�e

l,k
. (2.41)



2.6. CATALECTICANT ENVELOPING VARIETY 117

Example 2.6.16. By Example 2.6.8, we have that �1
0 = Z1,0 = V d�1,n. Then,

�1
0,k = {� 2 Gr(k + 1, Sd�1V ) : P(�) \ V d�1,n 6= ;}.

In other words, �1
0,k is the variety of k–planes in P(Sd�1V ) that intersect the Veronese

variety V d�1,n. Now, we consider the incidence variety

⌃ := {(p,�) 2 V d�1,n ⇥Gr(k + 1, Sd�1V ) : p 2 P(�)}

together with the projections ⇡1 : ⌃ ! V d�1,n and ⇡2 : ⌃ ! Gr(k + 1, Sd�1V ). Note
that ⇡2 is generically finite onto its image, which is �1

0,k. Thus, dim�1
0,k = dim⌃. On

the other hand, the fibers of ⇡2 are all Grassmannians of the form Gr(k,
�
d�1+n

n

�
� 1).

We conclude that �1
0,k is irreducible and its dimension is

n+ k

✓✓
n+ d� 1

n

◆
� k � 1

◆
. (2.42)

In Example 2.6.16 we showed the irreducibility og �1
0,k. Here we used that Z1,k is

irreducible. In general, Ze,l might not be irreducible and, hence, �e

l,k
might be reducible.

This obstacle arises from the fact that Sube,k is possibly reducible for e � 2. This is the
main reason why we focus on the case e = 1. For the rest of this section, we set e = 1.
By abuse of notation, during this section we simplify the notation and we denote �1

k

and �1
l,k

by �k and �l,k respectively. Similarly, we denote ↵1,k and Z1,k by ↵k and Zk.

Proposition 2.6.17. For l  k  n, �l,k is irreducible. Moreover, the irreducible
components of �k are of the form �l,k for some l  k.

Proof. Consider the incidence variety

⌃ := {(E,�) 2 Zl ⇥Gr(k + 1, Sd�1V ) : E ✓ �}

together with the projection ⇡1 : ⌃ ! Zl and ⇡2 : ⌃ ! Gr(k + 1, Sd�1V ). All the
fibers of ⇡1 are irreducible and of the same dimension. Since Zl is irreducible, by [66,
Theorem 11.14] we deduce that ⌃ is irreducible too. Since the image of ⇡2 is �l,k, we
conclude that �l,k is irreducible. Hence, from (2.41), we conclude that the irreducible
components of �k are of the form �l,k for some l  k.

From Proposition 2.6.17, the following question arises: for which values of l and k,
is �l,k an irreducible component of �k? For instance, Example 2.6.15 shows that for
d = 3, �1 = �0,1 and �1,1 = Z1 is contained in �0,1. In particular, we get that
�1,k ⇢ �0,k for d = 3.

Example 2.6.18. Fix d = 3. For k = 2, �2 is the union of �0,2, �1,2 and �2,2 = Z2.
Since Z1 is contained in �0,1 we deduce that �1,2 is contained in �0,2. For n = 2,
we showed in Example 2.6.3 that �2 = �2,2 = Gr(3, S2V ). Assume now that n � 3.
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Then, the catalecticant enveloping variety �2 is the union of �0,2 and Z2. Now, by
Proposition 2.4.21, the dimension of Z2 is equal to 3n + 3. On the other hand, using
Equation (2.42), and that n � 3, we deduce that dim�0,2 > dimZ2. Hence, �0,2 is an
irreducible component of �2. Now we show that Z2 is also an irreducible component of
�2. As in Example 2.4.18, we consider the polynomial F = x0x1x2 2 Sub�

2. We claim
that hr1F i 2 Z2 does not lie in �0,2. On the contrary, assume that hr1F i 2 �0,2.
Then, there exists G 2 Sub0 such that hr1Gi ✓ hr1F i. In particular, ◆(G) lies in
W \ P(hr1F i�n+1). By Example 2.4.18, we derive that ◆(G) = ◆(F ), and hence,
F = G. This is a contradiction since F 62 Sub0. Therefore, we conclude that Z2 is not
contained in �0,2 and that the irreducible components of �2 are Z2 and �0,2.

In Example 2.6.18, the two main ingredients for computing the irreducible components
of �2 were the dimension of �l,2, for l = 0, 2, and Example 2.4.18. This example is
generalized in the proof of Theorem 2.6.12. In order to extend these arguments to any d
and k, we start by generalizing the computation performed in Example 2.4.18 as follows.
Consider the polynomial F = x0x1x2 2 P(S3V ). Then, hr1F i = hx1x2, x0x2, x0x1i.
Now, we consider the vector space �2,k = hr1F i+ hx0x3, x0x4, . . . x0xki. One can check
that W \ P(��n+1

2,k ) has dimension zero. This implies that, for every G 2 P(S3V ) such
that hr1Gi ✓ �2,k, one has G = F . We now generalize this example to any d and k.

Fix 1  l  k  n. As in the proof of Theorem 2.6.12, we consider the polynomial

F =
X

i2Zl+1

xd�1
i

xi+1, (2.43)

where Zl+1 = Z/(l+ 1)Z is identified with the set {0, 1, . . . , l}. Following the notation
of Theorem 2.6.12, let zu be the coordinate of Sd�1V corresponding to the monomial
xu. For i 2 Zl+1, we consider the vectors

ai = (d� 2)ei + ei+1 and bi = (d� 1)ei�1.

Here, al = e0+(d�2)el and b0 = (d�1)el. Similarly to Equation (2.39), the equations
of hr1F i in Sd�1V are

zw = 0 for |w| = d� 1, w 6= ai, bi8i 2 Zl+1,
zai � (d� 1)zbi = 0 for i 2 Zl+1.

Note that dimhr1F i = l + 1, and hence, F 2 Sub�
1,l. We now consider a slightly

di↵erent linear subspace of Sd�1V . Let � be the linear subspace

� := hr1F i+ hxd�2
0 xl+1, . . . , x

d�2
0 xki. (2.44)

For l = k, we have that � = hr1F i. Moreover, dim� = l + 1 + (k � l) = k + 1,
and hence, � is contained in �l,k. For l + 1  i  k we consider the integer vector
ci = (d� 2)e0 + ei, i.e. xci = xd�2

0 xi. The equations of � in P(Sd�1V ) are obtained by
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removing the equations zcl+1
= · · · = zck = 0 from the equations of hr1F i. In other

words, the equations of � are

zw = 0 for w 6= ai, bi for i 2 Zl+1 and w 6= ci for l + 1  i  k,
zai � (d� 1)zbi = 0 for i 2 Zl+1.

As in Section 2.6.1, we identify the space P(HomK(T1, Sd�1V )) with P((Sd�1V )�n+1).
We use the coordinates yi

w
of P((Sd�1V )�n+1) introduced in Lemma 2.6.11.

Lemma 2.6.19. For 1  l  k and d � 3 and (l, d) 6= (1, 3), (2, 3), the intersection of
W1 and P(��n+1) is zero dimensional. In particular, F is the unique polynomial such
that hr1F i ✓ �.

Proof. For l = k, � = hr1F i and the proof follows from the proof of Theorem 2.6.12.
Assume that l < k. As in Theorem 2.6.12, the equations of P(��n+1) are

yi
w
= 0 for w 6= aj, bj8j 2 Zl+1 and w 6= ci for l + 1  i  k,

yi
aj
� d� 1

d
yi
bj
= 0 for j = i� 1,

yi
aj
� yi

bj
= 0 for j = i,

yi
aj
� d� 1

2
yi
bj
= 0 for j = i+ 1,

yi
aj
� (d� 1)yi

bj
= 0 otherwise.

(2.45)

In the proof of Theorem 2.6.12, W1 \ P(hr1F i�n+1) is zero dimensional. Therefore, it
is enough to check that

W1 \ P(hr1F i�n+1) = W1 \ P(��n+1).

To derive this equality, we show that yi
cj

vanishes at W1 \ P(��n+1) for i = 0, . . . , n
and l + 1  j  k. Assume that i 6= 0. By Equation (2.38) we obtain that

yi
cj
= y0(d�3)e0+ei+ej

.

Since j � l+1 and i 6= 0, we get that (d� 3)e0 + ei + ej is distinct from am, bm, cm0 for
every 0  m  l and l + 1  m0  k. Therefore, by Equation (2.45), we deduce that
yi
cj
= 0 for i 6= 0.

Assume now that i = 0. Since 1  l and l + 1  j, we deduce that j � 2. From the
equations of W1, we get that

y0
cj
= yj

b1
.

By Equation (2.45), yj
b1

vanishes if and only if yj
a1

vanishes. Now, from the equations
of W1 we have that yj

a1
= y2(d�2)e1+ej

. Since j > l, we deduce that (d � 2)e1 + ej is

distinct from am, bm, cm0 for every 0  m  l and l + 1  m0  k. Therefore, yj
a1

= 0.

By Equation (2.45) we deduce that y0
cj

= yj
b1

= y0
cj

= 0. We conclude that for every

i = 0, . . . n and l + 1  j  k, yi
cj

vanishes at W1 \ P(��n+1).
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In the next proposition, we use Lemma 2.6.19 to compute the dimension of �l,k.

Proposition 2.6.20. For d � 3, the dimension of �l,k is

dim�l,k = (l + 1)(n� l) +

✓
d+ l

d

◆
� 1 + (k � l)

✓✓
d� 1 + n

n

◆
� k � 1

◆
. (2.46)

Proof. Note that for l = 0, Equations (2.42) and (2.46) agree. A similar computation
as in Example 2.6.16 shows that Equation (2.46) holds for (d, l) = (3, 1). Assume now
that (d, l) 6= (3, 1) and l � 1. Consider the variety

⌃ := {(⇤,�) 2 Zl ⇥ �k : ⇤ ✓ �}

together with the projections ⇡1 : ⌃! Zl and ⇡2 : ⌃! �k. For ⇤ 2 Zl, we have that

⇡�1
1 (⇤) ' Gr(k � l, Sd�1V/⇤).

Therefore, the fibers of ⇡1 are irreducible and they all have dimension

(k � l)

✓✓
d� 1 + n

n

◆
� (l + 1)� (k � l)

◆
= (k � l)

✓✓
d� 1 + n

n

◆
� k � 1

◆
.

Since Zl is irreducible, by [66, Theorem 11.14] we deduce that ⌃ is irreducible too. By
[67, Proposition 9.5], we obtain that

dim⌃ = dimZ1,l + (k � l)

✓✓
d� 1 + n

n

◆
� k � 1

◆
.

Now, note that the image of ⇡2 is �l,k. We claim that ⇡2 is birational onto its image.
Indeed, take � as in (2.44), and let (⇤,�) such that ⇤ ✓ �. In other words, (⇤,�) 2
⇡�1
2 (�). Since ⇤ 2 Zl, there exists G 2 Sub1,l such that hr1Gi ✓ ⇤. In particular,
hr1Gi ✓ �, and by Lemma 2.6.19 we deduce that G = F , where F is as in (2.43).
In particular, ⇤ = hr1F i and the fiber ⇡�1

2 (�) is a point. We conclude that for
(l, d) 6= (1, 3) and l � 1, �l,k and ⌃ are birational, and hence,

dim�l,k = dimZ1,l + (k � l)

✓✓
d� 1 + n

n

◆
� k � 1

◆
.

Now, the proof follows from Corollary 2.6.13.

We use the formula for the dimension of �l,k, provided in Proposition 2.6.20, to analyze
the irreducible components of �k. For this purpose, we study the relation between the
dimensions of �l,k and �l0,k for distinct l and l0.

Lemma 2.6.21. For d � 3, and 0  l  k � 1 we have that

1. dim�l,k > dim�l+1,k for (l, k) 6= (n� 1, n).
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2. dim�n�1,n = dim�n,n � 1.

3. dim�n�2,n > dim�n,n for d � 4. For d = 3, dim�n�2,n = dim�n,n + n� 3.

Proof. Using Proposition 2.6.20, we have that

dim�l,k � dim�l+1,k = 2l + 1� n� k +

✓
d+ n� 1

d� 1

◆
�
✓
d+ l

d� 1

◆
. (2.47)

In particular, for k = n and l = n� 1, we get that

dim�n�1,n � dim�n,n = 2(n� 1) + 1� n� n = �1.

Therefore, dim�n�1,n = dim�n,n � 1. Similarly, for n � 2 we have that

dim�n�2,n � dim�n,n = 2(n� 1)� 2� 2n+

✓
d+ n� 1

d� 1

◆
�
✓
d+ n� 2

d� 1

◆

=

✓
d+ n� 1

d� 1

◆
�
✓
d+ n� 2

d� 1

◆
� 4

=

✓
d+ n� 2

d� 2

◆
� 4.

For n � 2 and d � 4,
�
d+n�2
d�2

�
�

�
4
2

�
> 4. Hence, we conclude that dim�n�2,n >

dim�n,n for d � 4. For d = 3, we get that

dim�n�2,n � dim�n,n =

✓
n+ 1

1

◆
� 4 = n� 3.

Assume now (l, k) 6= (n � 1, n). In order to check that dim�l,k > dim�l+1,k, it is
enough to prove that dim�l,l+1 > dim�l+1,l+1. Using Equation (2.47), we get

dim�l,l+1 � dim�l+1,l+1 = l � n+

✓
d+ n� 1

d� 1

◆
�
✓
d+ l

d� 1

◆
.

Since l  n� 2, we obtain that

dim�l,l+1�dim�l+1,l+1 � l�n+

✓
d+ n� 1

d� 1

◆
�
✓
d+ n� 2

d� 1

◆
= l�n+

✓
d+ n� 2

n

◆
.

For d � 3, ✓
d+ n� 2

n

◆
�
✓
n+ 1

n

◆
> n.

Therefore, dim�l,l+1 > dim�l+1,l+1 � for l  n � 2. We conclude that dim�l,k >
dim�l+1,k for (l, k) 6= (n� 1, n).
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Lemma 2.6.21 together with Lemma 2.6.19 allow us to compute the irreducible com-
ponents of �l,k.

Theorem 2.6.22. The only values of 0  l  k such that �l,k is not an irreducible
component of �k are

1. l = 1 for k  n� 1 and d = 3.

2. l = 1, n� 1 for k = n and d = 3.

3. l = n� 1 for k = n and d � 4.

For k  n � 1 and d � 4, �l,k is an irreducible component of �k for any 0  l  k.
Moreover, �n�1,n is a divisor of �n,n.

Proof. First, we fix k  n � 1 and d � 4. Assume that �l,k is not an irreducible
component of �k for 0  l  k. Then, there exists m 6= l such that �l,k ✓ �m,k. By
Lemma 2.6.21, if l < m, then dim�l,k > dim�m,k. Hence, m < l and l � 1. Let F and
� be as in (2.43) and (2.44) respectively. Then, F 2 Sub�

1,l and � lies in �l,k. Since
�l,k ⇢ �m,k, � 2 �m,k and, hence, there exists G 2 Sub1,m such that ImG1,D�1 ⇢ �.
By Lemma 2.6.19, G = F . This is a contradiction since G 62 Sub�

1,l as m < l. We
conclude that �l,k is an irreducible component of �k for 0  l  k  n� 1.
Now assume that k  n � 1 and d = 3. We recall that in this case �1,k is contained
in �0,k. The same argument as above shows that, for l 6= 1, �l,k is an irreducible
component of �k

Assume now that k = n. The same argument used above shows that �l,n is an ir-
reducible component of �n for l 6= n � 1 and d � 4, and for l 6= 1 and d = 3. It
remains to check that �n�1,n is included in �n,n. Let � 2 �n�1,n be generic. There
exists F 2 Sub�

1,n�1 such that hr1F i ⇢ �. We can assume that F is a polynomial in
the variables x0, . . . , xn�1. Therefore,

@F

@x0
, . . . , @F

@xn�1
are linearly independent and they

generate hr1F i. In particular, there exists g 2 Sd�1V such that � is generated by
@F

@x0
, . . . , @F

@xn�1
and g. We write g as

g =
d�1X

i=0

gi(x0, . . . , xn�1)x
i

n
,

where gi is a degree d � i � 1 homogeneous polynomial in the variables x0, . . . , xn�1.
For µ 2 K we consider the polynomial

Gµ = F + µ

 
d�1X

i=0

1

i+ 1
gi · xi+1

n

!
.
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The first order derivatives of Gµ are

@Gµ

@xj

=

8
>>>>><

>>>>>:

@F

@xj

+ µ

 
d�1X

i=0

1

i+ 1

@gi
@xj

xi+1
n

!
for 0  j  n� 1

µ
d�1X

i=0

gix
i

n
= µg for j = n

.

Since @F

@x0
, . . . , @F

@xn�1
, g are linearly independent, for µ 6= 0 we have that Gµ 2 Sub�

1,n and

Im (Gµ)1,d�1 lies in �n,n. However, for µ = 0 we have that G0 = F and Im (G0)1,d�1 =
hr1F i is not a point in �n,n. We consider the map

� : K \ {0} �! �n,n

µ 7�! hr1Gµi
.

By the Curve-to-Projective Extension Theorem (see [124, Theorem 17.5.1]), we can
extend the map � to µ = 0. For i = 0, . . . , n� 1, we consider the map

�i : K �! P(Sd�1V )

µ 7�! @G⌫

@xi

.

Then, for µ 6= 0, �i(µ) is contained in �(µ). Since this is a closed condition, we
obtain that �i(0) = @F

@xi
is contained in �(0). Thus, �(0) contains hr1G0i = hr1F i.

Moreover, since g 2 Im (Gµ)1,d�1 for µ 6= 0, we deduce that g 2 �(0). This implies that
�(0) = hr1F i + hgi = �. Hence, � 2 �n,n, and we conclude that �n�1,n is contained
in �n,n. By Lemma 2.6.21, we deduce that �n�1,n is a divisor of �n,n.

Corollary 2.6.23. For d � 3, �n�1,n is an irreducible component of @Z1,n.

Proof. Recall that Zn = �n,n. By Theorem 2.6.22 we get that �n�1,n is a divisor of Zn.
By Lemma 2.6.19, the intersection of W1 and P(��n+1) is zero dimensional for a generic
� 2 �n�1,n. In particular, for a generic � 2 �n�1,n, there exists a unique polynomial
F� 2 P(SdV ) such that hr1F�i is contained in �. Moreover, F� is contained in Sub1,n�1.
Assume that �n�1,n is not contained in @Z1,n. Then, a generic � 2 �n�1,n is contained
in Z�

n
. In particular, there exists F 2 Sub�

1,n such that hr1F i is contained in �. Since
� is generic, we get that F = F�. This is a contradiction since F� is not contained in
Sub�

1,n. Therefore, �n�1,n is contained in @Zn. Since dim @Zn  dimZn�1, we deduce
that �1

n�1,n is an irreducible component of @Zn.

Example 2.6.24. For n = 1, we have that �1 = �0,1 [ Z1. By Theorem 2.6.22 and
Corollary 2.6.23, we deduce that �1 = Z1 and @Z1 = �1

0,1.
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2.6.3 k–polar correspondence

In Section 2.1.1 we introduced the k–polar maps and the k–polar varieties, and in
Section 2.2 we defined the Hessian map and the Hessian variety as the second polar
map and polar variety, respectively. Using these objects, the Hessian correspondence
was introduced. In this Section we generalize the notion of Hessian correspondence to
higher order derivatives.

Recall that, for F 2 P(SdV ) and for 1  k  d , the k–polar map is the rational map

gk
F
: V(F ) 99K P(SkV )

p 7�!
X

u0+···+un=k

@kF

@xu0
0 · · · @xun

n

(p)xu0
0 · · · xun

n
,

and the k–polar variety is the closure of the image of the k–polar map. Let zu be
the coordinate of P(SkV ) corresponding with the monomial xu = xu0

0 · · · xun
n
, where

u 2 Nn+1 such that |u| = u0 + · · · + un = k. Analogously to the definition of the
Hessian correspondence, we aim to define the k–polar correspondence as the map that
associate to a degree d homogeneous polynomial its k–polar variety. Let pk

d,n
(t) be

the Hilbert polynomial of the k–polar variety of a generic polynomial in P(SdV ). For
instance, as presented in Section 2.1.1, p1

d,n
is the Hilbert polynomial of a hypersurface

of degree d(d� 1)n�1 in (Pn)⇤.

Example 2.6.25. For d even, we fix k to be d/2. In this setting, the catalecticant
matrix of Fk,k of a polynomial F 2 P(S2kV ) is a square matrix of dimension

�
k+n

n

�
.

Since the determinant of the square catalecticant matrix Cat(k, k) is nonzero, we deduce
that for generic F , hrkF i has dimension

�
k+n

n

�
. In particular, for F generic the

set of all k–th derivatives of F form a basis of SkV . We conclude that for generic
F 2 P(S2kV ), gk

F
is a Veronese embedding. In this case, the pullback of a quadric

hypersurface through gk
F

is a hypersurface of degree 2k. This implies that for F 2
P(S2kV ) generic, the k–polar variety of F is the intersection of a Veronese variety and
a quadric hypersurface. The same argument as in Proposition 2.5.3 shows that

pk2k,n =

✓
kt+ n

n

◆
�
✓
k(t� 2) + n

n

◆
.

Definition 2.6.26. We define the k–polar correspondence as the rational map

Gk

d,n
P(SdV ) 99K Hilbp

k
d,n(t)(P(SkV ))

F 7�! gk
F
(V(F ))

. (2.48)

As with the Hessian correspondence, we aim to understand the generic fibers of the
k–th polar correspondence. We can extend the questions we proposed for Hd,n to
Gk

d,n
: for which value of k, d, n is Gk

d,n
birational onto its image? And for which values
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is generically finite? If so, what is its degree? When has the generic fiber positive
dimension? Moreover, we are interested in finding e↵ective methods for recovering a
hypersurface from its k–polar variety.

For k = 1, G1
d,n

is the rational map (2.2), which is birational onto its image by the
Biduality Theorem. For k = 2, G2

d,n
coincides with the Hessian correspondence. In

particular, in Sections 2.4 and 2.5 we answered the above questions for k = 2 and
d = 3, 4. In this section we show that Gd�1

d,n
is birational onto its image for (d, n) 6= (3, 1).

Moreover, we provide an algorithm to recover a degree d hypersurface from its (d�1)–
polar variety. The strategy we follow is the same used in Section 2.4.2. We use the
birationality of the map ↵1,n, proved in Theorem 2.6.12, to derive the birationality of
Gd�1
d,n

.

Let F 2 P(SdV ) and k = d� 1. The (d� 1)–partial derivatives of F are linear forms.
Therefore, the (d�1)–polar map of F is a linear map from Pn to P(Sd�1V ). Moreover,
for F 2 P(SdV ), the (d� 1)–polar map gd�1

F
is not a linear embedding if and only if F

is a cone (see [87, Theorem 3.1]). We deduce that for a generic F 2 P(SdV ), gd�1
F

is a
linear embedding.

Example 2.6.27. Let F = xd

0+ · · ·+xd

n
. The only non zero (d�1)–partial derivatives

of F are
@d�1F

@xd�1
i

= (d� 1)!xi for i = 0, . . . , n.

The (d� 1)–polar map is the linear map defined in coordinates by

zei = (d� 1)! xi for i = 0, . . . , n and zu = 0 else,

where ei = (0, . . . , 0, 1
(i)
, 0, . . . , 0). We observe that gk

F
is a linear embedding of Pn and

gd�1
F

(Pn) = V(zu : u 6= e0, . . . , en).

The (d � 1)–polar variety of F is the intersection of the hypersurface zd
e0
+ · · · + zd

en

with gd�1
F

(Pn).

Now, given F 2 P(SdV ) generic and G 2 P(SdV ) with the same (d� 1)–polar variety,
then gd�1

F
and gd�1

G
are linear embeddings. We deduce that there exists g 2 PGL(n+1)

such that
g · F = G.

This means that the generic fibers of the (d � 1)–polar correspondence are contained
in a PGL(n+1)–orbit. We aim to give a better description of these fibers. As done for
H3,n, the strategy is to investigate gd�1

F
(Pn) instead of the (d�1)–polar variety and then

use the study of ↵1,k performed in Section 2.6.1. We consider the linear automorphism
h of P(Sd�1V ) that sends the monomial xu to u!xu, where u! = (u0)! · · · (un)!



126 CHAPTER 2. HESSIAN CORRESPONDENCE

Lemma 2.6.28. For F 2 P(SdV ), it holds that

gk
F
(Pn) = h(P(hr1F i)).

Proof. We write F as F =
P

|w|=d
awxw. Then, the (d� 1)–partial derivatives of F are

of the form
@uF

@xu
=

nX

i=0

(u+ ei)!au+eixi.

Therefore,

gk
F
(ei) =

X

|u|=d�1

(u+ ei)!au+eix
u.

On the other hand, we have that

@F

@xi

=
X

|u|=d�1

(ui + ei)au+eix
u.

Now, the proof follows from the equality gk
F
(ei) = h( @F

@ei
).

Using Lemma 2.6.28, we can derive the birationality of Gd�1
d,n

from the birationality of
the gradient map ↵1,n (see [46, Theorem 3.2]).

Theorem 2.6.29. The map Gd�1
d,n

is birational onto its image for (d, n) 6= (3, 1).

Proof. We follow the same strategy as in the proof of Theorem 2.4.22. Let F 2 P(SdV )
generic and letX be its (d�1)–polar variety, then gd�1

F
(Pn) is the unique n–dimensional

linear subspace containing X. Indeed, assume that X is contained in the two distinct
n–dimensional linear subspaces H1 and H2. Since X has dimension n� 1, X must be
equal to the linear subspace H1 \H2, which is a contradiction. As a consequence, we
can define the rational map

�n : ImGd�1
d,n

99K Gr(n+ 1, Sd�1V )

sending a k–polar variety X to the smallest linear subspace containing it. By Lemma
2.6.28, we get

↵1,n = �n � Gd�1
d,n

.

Therefore, the birationality of Gd�1
d,n

follows from the birationality of ↵1,n proven in
Theorem 2.6.12 (see also [46, Theorem 3.2]).

The proof of Theorem 2.6.29, and the study of the map ↵1,n carried out in Section
2.6.1, allow us to develop a recovery algorithm for Gd�1

d,n
. In other words, we provide an

e↵ective method to, given a k–polar variety X, recover the unique polynomial F (up
to scalar) whose k–polar variety is X. Now, the steps of the algorithm are presented.
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Algorithm 11

Input: the ideal I of X 2 ImGd�1
d,n

.

Output: the unique polynomial F 2 P(SdV ) such that Gd�1
d,n

(F ) = V(I).

1. Compute the smallest projective subspace P(�) containing V(I) by taking the
degree one part of the saturation of I.

2. Determine W1\P(��n+1) ✓ P ((S2V )�n+1). By Theorem 2.6.12, this intersection
is a point [F0 : · · · : Fn] 2 P

�
(Sd�1V )�n+1

�
.

3. Compute F via the Euler’s formula: F =
P

xiFi.

Example 2.6.30. Fix d = 5 and n = 2, and consider the subvariety X of P(S4V ) ' P14

given by the ideal

hz3,1,0z3,0,1z32,1,1i+ hzv : v 2 Nn+1 s.t. |v| = 4 and v 6= (3, 1, 0), (3, 0, 1), (2, 1, 1)i.

Let � be the smallest projective subspace containing X. In other words, � is given by
the equation

zv = 0 for v 6= (3, 1, 0), (3, 0, 1), (2, 1, 1).

The intersection W \ P(��n+1) is given by Equations (2.38) and yi
u
= 0 for u 6=

(3, 1, 0), (3, 0, 1), (2, 1, 1). From the equations of W we deduce that

y03,1,0 = y14,0,0

which, by the equations of �, vanishes. Similarly, we have the following equalities

y13,1,0 = y02,2,0, y03,0,1 = y04,0,0, y23,0,1 = y02,0,2, y12,1,1 = y01,2,1, y22,1,1 = y01,1,2,

and all the variables at the right hand side of the above equalities vanish due to the
equations of �. Now, using the equations of W we deduce that

y23,1,0 = y13,0,1 = y02,1,1.

We conclude that the intersection of W with P(��n+1) is the point

[x2
0x1x2, x

3
0x2, x

3
0x1].

Using the third step of Algorithm 11, we conclude that x3
0x1x2 is the unique polynomial

in P(S5V ) whose 4–th polar variety is X.
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2.7 Open problems

We finish Chapter 2 by listing some of the open problems and future research lines
related to the Hessian correspondence. The main open question concerning the Hessian
correspondence is:

Question 2.7.1. Is the Hessian correspondence Hd,n birational onto its image for
(d, n) 6= (3, 1)?

In this chapter we have analysed this question for cubic and quartic hypersurfaces
and for hypersurfaces of Waring rank at most n + 1. Our results answer a�rmatively
Question 2.7.1 for d  4. A similar question could be asked in more generality for the
k–th polar correspondence.

Question 2.7.2. For which values d, n, k the map Gk

d,n
is birational onto its image?

For k = 1 this question is answered by the Biduality Theorem (see Theorem 2.1.4).
Furthermore, the outcome of Chapter 2 gives an a�rmative answer to this question
for k = 2 and d = 3, 4 and for k = d � 1. From a computational perspective, another
intriguing question is the development of recovery algorithms. In the case where Gk

d,n
is

birational, can we recover e↵ectively a hypersurface from its k–th polar variety?. For
instance, for the case of the Hessian correspondence for quartic hypersurfaces, H4

d,n
is

birational, but the recovery question remains open for n odd.

Concerning the catalecticant enveloping variety, lot of interesting questions arise. The
most challenging and ambitious question would be the computation of the irreducible
components of �e

k
. The di�culty of this problem arises from the complexity of the

irreducible components of Sube,k.

Question 2.7.3. What is the relation between the irreducible components of Sube,k,
Ze,k and �e

k
?

A more approachable question would be the computation of the irreducible components
of �e

k
in the cases where Sube,k is irreducible or in the cases where its irreducible com-

ponents are well understood. All these questions are deeply related to the birationality
of the map ↵e,k. Some other interesting problems would be the computation of the
Chow classes of the irreducible components of �1

k
in the Grassmannian.

The main motivation for studying the catalecticant enveloping variety is the study of
the variety Zd,n. Some of the main questions concerning this variety are:

Question 2.7.4. What are the equations of Zd,n? Can we describe the boundary @Zd,n?

In Section 2.6.2 we computed an irreducible component of @Zd,n. Does it has more
irreducible components? In an ongoing project with Leonie Kayser we are studying
these questions and their relation to tensor decomposition.

The final comment concerns the application of the analysis carried out in Chapter 2 to
the classical Hesse problem. Recall that the (d, n)–Gordan-Noether locus is the locus
of polynomials in P(SdV ) whose Hessian polynomial vanishes. The Hesse problem
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concerns the description of the (d, n)–Gordan-Noether locus. For n  3, a polynomial
lies in this locus if and only if it is a cone (see [58]). Consider the hypersurface S of
P(S2V ) consisting of all singular symmetric matrices. The relation between the Hessian
map and the (d, n)–Gordan-Noether locus relies on the fact that a polynomial F lies
in the (d, n)–Gordan-Noether if and only if hF (Pn) is contained in S. For instance, for
d = 3 and for F 2 P(S3V ) generic, hF (Pn) is an n–dimensional projective subspace.
Therefore, F lies in the (3, n)-Gordan-Noether locus if and only hF (Pn) lies in the Fano
scheme Fn(S) of n–planes contained in S. In particular, by Lemma 2.4.9, the Hesse
problem for cubics can be translated to the study of the intersection of Z1,n and Fn(S).
We expect that our study of hF (Pn) and the catalecticant enveloping variety could
enlighten new ideas for approaching the Hesse problem.
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Chapter 3

Algebraic game theory

Game theory is an area that has historically benefited greatly from external ideas. One
of the most known examples of this assertion is the application of the Kakutani fixed-
point theorem from topology to show the existence of Nash equilibria [96]. Beyond
topology, algebraic geometry has also played an important role in advancing game
theory, giving rise to the field of algebraic game theory. For instance, one can compute
Nash equilibria by studying systems of multilinear equations. This leads to finding
upper bounds for the number of totally mixed Nash equilibria of generic games which
uses mixed volumes of polytopes and the BKK theorem [92, 119].

From a game theoretic perspective, we work in the setting of normal form games. Such
a game consists on the data

(n, (d1, . . . , dn), (X
(1), . . . , X(n))),

where n is the number of players and di is the number of pure strategies the i–th player
can select. Furthermore, for i 2 [n], X(i) is a tensor of the format d1 ⇥ · · ·⇥ dn called
the payo↵ table of the i–th player. We denote by

V = Rd1···dn�1

the vector space of tensors of such a format. The entry X(i)
j1···jn represents the profit

the player i receives when player 1 chooses the pure strategy j1, the player 2 chooses
the pure strategy j2, etc.

A mixed strategy is a tensor p in the closed probability simplex � of V . The entry
pj1,...,jn is the probability that the player 1 chooses the pure strategy j1, the player 2
chooses the pure strategy j2, etc. Once the players have chosen a mixed strategy p,
the expected payo↵ of the i–th player is defined as the following scalar product:

PX(i) =
d1X

j1=1

· · ·
dnX

jn=1

X(i)
j1···jnpj1···jn .

131
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A Nash equilibrium is a rank one mixed strategy where no player can increase their
expected payo↵ by changing their mixed strategy while assuming the other players
have fixed mixed strategies. A totally mixed Nash equilibrium is a Nash equilibrium in
the open probability simplex � of V .

In [3], Aumann introduced the concept of correlated equilibria, which is a generalization
of Nash equilibria. Recently, correlated equilibria was studied via the use of oriented
matroids and convex geometry [13]. These two classical notions of equilibria model
the situation where the players behave independently and they decide individually. In
[117], Spohn introduced yet another notion of equilibria, known as dependency equilibria.
The dependency equilibria arises from the distinction among decisions made under
individual rationality and decisions made collectively. In contrast with the individual
decisions of the players treated by the classical Nash and correlated equilibria, the
dependency equilibria models the collective behaviour of the players.

This distinction between the individual and collective behavior of the players is il-
lustrated in the classical example of the prisoners’ dilemma. The prisoners’ dilemma
describes the situation where two criminal partners (the two players) are arrested and
imprisoned. Each criminal is interrogated and they have two options (two pure strate-
gies): either they testify or they remain silent. If both criminals testify, both are
sentenced to two years of jail, whereas if both remain silent, they get one year of jail
each. However, if only one testifies, that criminal goes free and the other goes to jail
for three years. In this game, the Nash and correlated equilibrium yield to the mutual
betrayal of the players, which is not an optimal mixed strategy. In [117], it is shown
that the mutual non-betrayal is a dependency equilibrium, leading to a more optimal
mixed strategy for the game. This example highlights the significance of the collective
behaviour in certain games, showing the importance of dependency equilibria in the
field of game theory.

The dependency equilibria and Nash equilibria lie in opposite extremes of the spectrum
of dependencies among the players. The collective behaviour of the players is modeled
by the dependency equilibrium, whereas the Nash equilibrium corresponds to the case
where the players behave independently. In between these two extremes, we may
encounter more complex dependencies among the players. For instance, which notion
of equilibria models the scenario where three players behave collectively while the rest
behave independently? The gap between these extremes is filled by the concept of
conditional independence (CI) equilibria. CI equilibria were introduced in [105, Section
6] as the intersection of the dependency equilibria and a statistical model given by a
collection of conditional independence (CI) statements. In this chapter we focus on the
case of undirected graphical models, where the dependencies among players are model
through the edges of a graph whose vertices represent the players.

Graphical models are widely used to build complicated dependency structures among
random variables. One of the early developers of the axioms for conditional inde-
pendence statements was Spohn [116], who, quite coincidentally (or not), introduced
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dependency equilibria. We model a (d1 ⇥ · · · ⇥ dn)-player game X in normal form
as an undirected graphical model of a graph G = ([n], E). The vertices of the graph
correspond to n discrete random variables X1, . . . ,Xn which represent the players of
the game X. Their state spaces [d1], . . . , [dn] represent the set of pure strategies of
each player. An edge between two random variables represents the dependency among
those players. The transition between edges and dependencies is done through the
global Markov properties, which give a collection of CI statements C := global(G) to be
satisfied by the players. This collection of CI statements imposes quadratic constrains
on the probability simplex �. The variety defined by these equations is the indepen-
dence variety MC and its intersection with � is the independence model. The set of
totally mixed CI equilibria is defined as the intersection of the set of totally mixed
dependency equilibria and MC. Using this language, the dependency equilibria and
the Nash equilibria fall in the two extreme graphs: the complete graph and the graph
with no edge respectively.

By construction, the set of totally mixed CI equilibria is a semialgebraic set. For the
graph with no edges, i.e. the Nash case, this semialgebraic set generically consists on
a finite number of points. The algebro-geometric study of the set of Nash equilibria
can be found in [119, Chapter 6]. For more complicated graphs, the geometry of
this semialgebraic set is no longer so simple. For instance, its expected dimension
is positive for graphs with at least one edge (see [105, Section 6]). One of the main
tools for studying sophisticated semialgebraic sets is through the algebro-geometric
properties of its algebraic closure. Such techniques have been proven to be extremely
beneficial in fields such as optimization, convex geometry, and algebraic statistics (see
e.g. [8, 14]).

In the case of the complete graph, i.e. the dependency equilibrium case, the algebro-
geometric examination of the set of dependency equilibria was carried out in [105]
through the analysis of the Spohn variety which, broadly speaking, is the algebraic
closure of this semialgebraic set. In other words, the algebraic version of the dependency
equilibria is the Spohn variety. For the CI equilibria, its corresponding associated
algebraic variety is the Spohn CI variety. In this chapter we study the geometric features
of these semialgebraic sets i.e. CI equilibria, through the algebro-geometric analysis
the Spohn CI varieties. We focus on binary games, i.e. d1 = · · · = dn = 2 and on
Spohn CI varieties arising from the global Markov property of undirected graph.

This chapter is structured as follows. In Section 3.1, we give a brief introduction to
graphical models and algebraic game theory through two subsections. The background
on graphical models required in this chapter is introduced in Section 3.1.1. In Section
3.1.2 we define the Nash and dependency equilibria, we highlight their relation with
algebraic geometry and we present the main results concerning Spohn varieties. Finally,
Spohn CI varieties and CI equilibria are also introduced in Section 3.1.2.

In the spectrum of dependencies among the players, the next case to Nash equilibria
is the CI equilibria of one edge graphs. Section 3.2 is devoted to Spohn CI varieties of
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one edge graphical models. The section is structured in three subsections. In Section
3.2.1 we show that for generic games these varieties are curves called Nash CI curves.
Section 3.2.2 investigates the genus and degree of these curves, and in Section 3.2.3
their smoothness is analysed.

The dimension of Spohn CI varieties is studied in Section 3.3. In Section 3.4 we analyse
the Spohn CI varieties of graphs whose connected components are complete. We call
these varieties Nash conditional independence (CI) varieties. The properties of these
varieties are studied in Section 3.4.1. In Section 3.5 we analyse the a�ne universality
of certain families of Nash CI varieties.

Finally, a list of open problems and new research lines is discussed in Section 3.6.

The main contributions of this chapter are:

• We show that generic Spohn CI varieties of one edge undirected graphical models
are one dimensional. We compute the degree and the genus of Nash CI curves.
We prove that generic Nash CI curves are smooth, irreducible and connected.

• We solve [105, Conjecture 24] by computing the dimension of Spohn CI varieties
of undirected graphical models.

• We compute the equations of Nash CI varieties and their degree. We show that
Nash CI varieties are connected, and that smooth Nash CI surface are of general
type.

• We analyse the possible singularities of Nash CI varieties. We prove that the
set of totally mixed CI equilibria of a generic Nash CI variety is a real smooth
manifold, which is either empty or it has the same dimension as the Nash CI
variety.

• We analyse the a�ne universality, in the sense of [34], for Nash CI varieties where
connected components of the associated graph have at most one edge. We show
that the families of these varieties satisfy the Murphy’s law.

3.1 Preliminaries on algebraic game theory

The field of algebraic statistics explores the synergies between statistics and algebraic
geometry, providing algebraic methods for addressing statistical problems. In Section
3.1.1 we present the necessary background on algebraic statistics and graphical models
and we refer to [42, 120] for further details. Analogously, the goal of algebraic game
theory is to approach game theoretic problems from an algebro-geometric perspective.
In Section 3.1.2 we give a brief introduction to game theory and its relation with
algebraic geometry. In this section, we define the main object of study of this chapter:
Spohn conditional independence varieties. For further details in algebraic game theory
we refer to [105, 119].
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3.1.1 Algebraic statistics and graphical models

A brief introduction to algebraic statistics and graphical models is presented in this
section. One of the main synergies between algebraic geometry and statistics arises
from the concept of independence variety. These varieties allow us to approach the
geometry of independence statistical models from an algebraic perspective. We will
mainly focus on independence models arising from graphs, which are called graphical
models. For further details on these topics we refer to [42, 120].

Let X = (Xi | i 2 [n]) be an n–dimensional discrete random vector and let [di] :=
{1, . . . , di} be the set of values taken by the discrete random variable Xi. Then, X
takes values in

R :=
Y

i2[n]

[di].

For A ⇢ [n], we consider the subvector XA = (Xi)i2A, which takes values in

RA :=
Y

i2A

[di].

We say that the random vector X satisfies the conditional independence (CI) statement
XA ?? XB | XC for A,B,C ⇢ [n] disjoint subset if XA is conditionally independent to XB

given XC . If C is the empty set, XA ?? XB | X; is denoted by XA ?? XB. We refer to [120,
Section 4.1] for the definition of conditional independence. We say that a CI statement
XA ?? XB | XC is saturated if A[B[C = [n]. For j1 2 [d1], . . . , jn 2 [dn], we denote the
probability P (Xi = ji : 8 i 2 [n]) by pj1···jn . Similarly, for A,B,C ⇢ [n] disjoint and for
jA 2 RA, jB 2 RB, jC 2 RC , we denote the probability P (XA = jA,XB = jB,XC = jC)
by pjAjBjC+. In other words, we can write pjAjBjC+ as

pjAjBjC+ =
X

jD2RD

pjAjBjCjD

where D = [n] \ (A [ B [ C). The probability pj1···jn can be seen as a tensor of the
format d1 ⇥ · · · ⇥ dn. Let V = Rd1···dn be the space of all tensors of this format. By
abuse of notation, we also denote the coordinates of V by pj1···jn for ji 2 [di]. We
denote the closed probability simplex of V by �. In other words,

� :=

(
p 2 V :

d1X

j1=1

· · ·
dnX

jn=1

pj1···jn = 1 and pj1···jn � 0 8j1 2 [d1], . . . , jn 2 [dn]

)
.

In this chapter we are interested in positive probabilities. That is, we focus on the
open probability simplex

� := ��
d1...dn�1 = {p 2 � : pj1,...,jn > 0 8j1 2 [d1], . . . , jn 2 [dn]}.
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The following result is one of the central foundations of algebraic statistics since it
allows to translate CI statements in the discrete setting into quadratic constrains on
the variables pj1···jn .

Proposition 3.1.1. [120, Proposition 4.1.6] The conditional independence statement
XA ?? XB | XC holds if and only if

piAiBiC+pjAjBiC+ � pjAiBiC+piAjBiC+ (3.1)

for all iA, jA 2 RA, iB, jB 2 RB, and iC 2 RC.

The quadratic polynomials in (3.1) lie in the coordinate ring of V . In other words,
they are polynomials in the ring R [pj1···jn : j1 2 [d1], . . . , jn 2 [dn]].

Definition 3.1.2. Given a CI statement XA ?? XB|XC, the conditional independence

(CI) ideal, denoted by
IXA??XB | XC

,

is the ideal generated by all the quadratic polynomials as in equation (3.1). Given a
collection C of CI statements, we define the CI ideal IC of C as the ideal

IC :=
X

(XA??XB | XC)2C

IXA??XB | XC
.

Example 3.1.3. Fix n = 2 and consider the CI statement X1 ?? X2. Here C is empty.
Then, the independence ideal of X1 ?? X2 is

IX1??X2 = hpi1i2pj1j2 � pi1j2pj1i2 : i1, j1 2 [d1] and i2, j2 2 [d2]i .

Due to our algebro-geometric approach, we work in the setting of projective geometry.
Let P(V ) be the projectivization of the vector space V with coordinates pj1···jn . In
particular, there is the quotient map

⇡ : V \ {0}! P(V ).

The image of the probability simplex is the set of points p 2 P(V ) whose entries all have
the same sign. Moreover, the restriction of ⇡ to � is an isomorphism (of semialgebraic
sets) onto its image. The inverse map sends p 2 ⇡(�) to

(· · · : pj1···jn
p+

: · · · ), where p+ :=
X

j1,...,jn

pj1···jn .

This isomorphism allows us to work in the projective setting. Similarly, ⇡(�), which
is isomorphic to �, consists of all the points p 2 P(V ) whose entries are nonzero and
they all have the same sign. By abuse of notation, we denote ⇡(�) and ⇡(�) also by
� and � respectively. Using this notation, the CI ideal IC is an homogeneous ideal in
the graded coordinate ring of the projective space P(V ).
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Definition 3.1.4. The independence variety MC of a collection of CI statements C is
the subvariety of P(V ) obtained by removing all the irreducible components of V(IC)
contained in the hyperplanes of the form {pj1···jn = 0}. Analogously, we define the
independence model M�,C as the intersection of MC with the open probability simplex
of P(V ).

From Proposition 3.1.1, the independence model M�,C is the statistical model of all
positive probabilities distributions satisfying all the CI statements of C. From an
algebraic perspective, the ideal defining the independence variety MC is obtained by
saturating the ideal IC by the ideals of the hyperplanes {pj1···jn = 0}.
Remark 3.1.5. In [120, Chapter 4] the independence variety MC is defined as the
variety of P(V ) defined by the ideal IC. Note that this definition di↵ers from Definition
3.1.4. The motivation behind this distinction comes from the game theoretic setting,
where we will mainly consider positive probabilities.

Example 3.1.6. The independence variety given by the ideal computed in Example
3.1.3 is the Segre variety Pd1�1⇥Pd2�1 in P(V ) = Pd1d2�1. More general, for n 2 N let
C the set of all CI statements of X . One can check that the independence variety MC ⇢
P(V ) equals the Segre variety (3.6). In Example 3.1.11 we will provide a geometric
argument for this equality.

In the following we focus on a special class of independence models whose collection
of CI statements C arises from undirected graphs. These models are called undirected
graphical models. LetG = ([n], E) be an undirected graph. The vertex i 2 [n] represents
the random variable Xi and each edge (i, j) 2 E denotes the dependence between the
random variables Xi and Xj. We consider Markov properties associated to the graph
G, that is certain conditional independence statements that must be satisfied by all
random vectors X consistent with the graph G.

Definition 3.1.7. A pair of vertices (a, b) 2 [n] is said to be separated by a subset
of vertices C ⇢ [n]\{a, b}, if every path from a to b contains a vertex c 2 C. Let
A,B,C ✓ [n] be disjoint subsets of [n]. We say that C separates A and B if a and
b are separated by C for all a 2 A and b 2 B. The global Markov property global(G)
associated to G consists of all conditional independence statements XA ?? XB | XC for
all disjoint sets A, B, and C such that C separates A and B in G.

Remark 3.1.8. There are also pairwise and local Markov properties where

pairwise(G) ✓ local(G) ✓ global(G).

We refer to [120, Chapter 13] for the definition of these other Markov properties. The
definition of independence variety in [120, Chapter 5] gives rise to three possibly distinct
independence varieties associated of an undirected graph:

Mpairwise(G),Mlocal(G), and Mglobal(G).
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Nevertheless, for positive probability distributions, the pairwise, local and global Markov
property are all equivalent by Pearl and Paz in [102]. In particular, using our definition
of independence variety (see Definition 3.1.4) we get that Mpairwise(G), Mlocal(G), and
Mglobal(G) are all equal.

In this thesis we focus on independence varieties MC where C is the global Markov
property of an undirected graph with n vertex. In general, graphical models refer to
independence model arising from a Markov property of a directed or undirected graphs.
During this chapter we use the notion of graphical models to refer to independence mod-
els of undirected global Markov properties. By Remark 3.1.8, the distinction among
pairwise, local and global Markov properties is not required. In the rest of this chap-
ter, unless it is specified, the collection of CI statements C denotes the global Markov
property of an undirected graph G with n vertices.

In [85], it is shown that all CI statements of global Markov properties can be derived
from the saturated global Markov property. Note that for saturated CI statements, the
quadrics in (3.1) are binomials and, hence, the independence ideal is a binomial ideal.
However, these independence ideals might not be toric in general. Recall that an ideal
is toric if it is binomial and prime. We refer to [33] for further details on toric ideals
and toric varieties.

We say that a graph is chordal or decomposable if there are no induced cycles of length
greater or equal to four. In [54, Theorem 4.4] it is shown that the independence ideal of
a graph G with respect to the global Markov property is toric if and only if G is chordal
(see also [120, Theorem 13.3.1]). Therefore, for decomposable graphs Mglobal(G) equals
V(Iglobal(G)) and the independence variety is toric. During this chapter we exploit the
monomial map of these toric varieties in our game theoretic setting. However, we would
like to use this toric structure for any graph, not only for decomposable graphs. The
saturation used in Definition 3.1.4 allows us to endow the independence variety of a
nondecomposable graph with the structure of a toric variety. A clique of an undirected
graph G is a complete subgraph of G. Let D be the set of all maximal cliques of G.
For a clique C 2 D, we consider the torus

TC := (C⇤)2
|C|

with coordinates �(C)
jC

for jC = (ji)i2[C] 2 [2]|C|, (3.2)

where [C] denotes the set of vertices of C and |C| denotes the number of vertices.

Proposition 3.1.9. [120, Proposition 13.2.5] The independence variety Mglobal(G) of
an undirected graph G is the toric variety in P(V ) defined by the monomial map

� : T :=
Y

C2D

TC �! P(V ), (3.3)

given by
pj1···jn =

Y

C2D

�(C)
jC

. (3.4)
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1 2 3 4
1 2

34

Figure 3.1: Line graph and cycle on four vertices

Remark 3.1.10. Note that Proposition 3.1.9 does not hold for the definition of in-
dependence variety used in [120, Chapter 4]. Using this definition, the toric variety
defined by (3.3) is contained in the independence variety. By Hammersley–Cli↵ord
Theorem ([120, Theorem 13.2.3]) and [120, Proposition 13.2.5], this toric variety is
the unique irreducible component of the independence variety not contained in the hy-
perplanes {pj1···jn = 0}. In our notation, this irreducible component is what we defined
as independence variety in Definition 3.1.4.

Example 3.1.11. Consider the graph G with n vertices and no edges. The set of
maximal cliques D(G) coincides with the set of vertices of G. Then, the parametrization
(3.4) can be seen as the monomial map

Pd1�1 ⇥ · · ·⇥ Pdn�1 �! MC

([�(1)
1 , . . . , �(1)

d1
], · · · , [�(n)

1 , . . . , �(n)
dn

]) 7�! [· · · , �(1)
j1

· · · �(n)
jn

(pj1···jn )

, · · · ] .

This map coincides with the Segre embedding and we conclude that MC is the Segre
variety (3.6).

The simplicial complex of cliques or clique complex of the undirected graph G is the
simplicial complex whose d–dimensional faces are the cliques of G with d vertices. A
formula for the dimension of Mglobal(G) is derived in [69, Corollary 2.7]. The following
result specifies this dimension formula for the case d1 = · · · = dn = 2.

Proposition 3.1.12. Let G = ([n], E) be an undirected graph and assume that d1 =
· · · = dn = 2. Then, dimMglobal(G) is the number of non-empty faces of the associated
simplicial complex of cliques. In other words, the dimension of Mglobal(G) equals the
number of cliques of G.

Example 3.1.13. Consider a 4-player game modeled with two di↵erent graphical mod-
els as in Figure 3.1. The parametrization of the independence variety MC for the line
graph and the cycle are

pj1j2j3j4 = �(12)
j1j2

�(23)
j2j3

�(34)
j3j4

and pj1j2j3j4 = �(12)
j1j2

�(23)
j2j3

�(34)
j3j4

�(14)
j1j4

(3.5)

respectively. For the line graph, the associated simplicial complex of cliques consists of
4 cliques of size 1 and 3 cliques of size 2. Thus, the independence variety MC of the
line graph is 7-dimensional. For the cycle graph, the associated simplicial complex of
cliques consists of 4 cliques of size 1 and 4 cliques of size 2. Therefore, the independence
variety MC is 8-dimensional.
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Example 3.1.14. Consider a 7-player game with binary choices modeled by the de-
composable graph G in Figure 3.2. The monomial map of the independence variety
MC of G is

pj1···j7 = �(123)
j1j2j3

�(2345)
j2j3j4j5

�(2356)
j2j3j5j6

�(567)
j5j6j7

.

The dimension of MC is 7 + 13 + 9 + 2 = 31 which is the number of non-empty faces
of the associated simplicial complex of cliques.

3

4

1

52

6

7

G Maximal cliques of G

Figure 3.2: The chordal decomposable graph G has 4 maximal cliques. Two of them
have 3 vertices and the other two have 4 vertices.

3.1.2 Game theory meets algebraic geometry

We work in the setting of normal form gamesX with n players, labelled by 1, . . . , n. For
i 2 [n], the i–th player can select among di pure strategies. The set of pure strategies
of the i–th player is denoted by [di]. The game is defined by fixing n payo↵ tables
X(1), . . . , X(n). Each payo↵ table X(i) is a tensor of format d1 ⇥ · · · ⇥ dn with real
entries. For j1 2 [d1], . . . , jn 2 [dn], the entry X(i)

j1...jn
represents the payo↵ that player i

receives when player 1 chooses pure strategy j1, player 2 chooses pure strategy j2, etc.
As in Section 3.1.1, V = Rd1···dn denotes the real vector space of all tensors of format
d1 ⇥ · · · ⇥ dn and let pj1...jn be the coordinates of V . The entry pj1···jn represents the
probability that the first player chooses the pure strategy j1, the second player chooses
the pure strategy j2, etc. We denote the closed and open probability simplex of V by
� and � respectively. A point p 2 � is called a mixed strategy. The expected payo↵ of
the i–th player is defined as the following scalar product:

PX(i) =
d1X

j1=1

· · ·
dnX

jn=1

X(i)
j1···jnpj1···jn .

Example 3.1.15. [105, Example 1] Two friends want to go to a concert and they
have to decide between two artists: Kaos Urbano or Gata Cattana. In the language of
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normal form games, our game X has two players, i.e. n = 2. Each player can decide
between two pure strategies: Kaos Urbano = 1 and Gata Cattana = 2, and d1 = d2 = 2.
The payo↵ tables of this game are the matrices

X(1) =

✓
3 0
0 2

◆
and X(2) =

✓
2 0
0 3

◆
.

The highest entry of X(1) is X(1)
11 = 3, which means that player 1 is very happy if both

players go to the first concert. On the contrary, she will be unhappy if both friends
attend to distinct concerts. This is reflected by the entries X(1)

12 = X(1)
21 = 0. The entry

p11 of a mixed strategy represents the probability of the both friends choosing to go to
the concert of Kaos Urbano. The two expected payo↵s are given by

PX(1) = 3p11 + 2p22 and PX(2) = 2p11 + 3p22.

The reason why we consider the positive real points is primarily rooted in the techni-
cal aspects inherent to the definition of dependency equilibrium. In particular, as we
consider the conditional expected payo↵s, it is essential to avoid the cases where the
denominator in the conditional probabilities becomes zero. An additional reason is our
investigation of universality for Spohn CI varieties in Section 3.5, similar to Datta’s
universality result for totally mixed Nash equilibria [34]. The extension of the defini-
tion of dependency equilibrium to include the boundary of the probability simplex is
explored in the ongoing work [107].

The classical frame where game theory is developed is that of vector spaces and a�ne
geometry. As in Section 3.1.1, and motivated by our algebro-geometric perspective,
we work in the setting of projective geometry. Let P(V ) be the projectivization of
the vector space V with coordinates pj1···jn . Recall that the open simplex of P(V ) is
isomorphic to � via the projection V \ {0}! P(V ). By abuse of notation, we denote
the open simplex of P(V ) also by �.

In the projective space P(V ) we consider the Segre variety

Pd1�1 ⇥ · · ·⇥ Pdn�1, (3.6)

which coincides with the space of rank one tensors. This Segre variety is embedded in
P(V ) via the Segre parametrization

pj1···jn = �(1)
j1

· · · �(n)
jn

, (3.7)

where �(i)
j

for j 2 [di] are the coordinates of Pdi�1.

Definition 3.1.16. A Nash equilibrium is a rank one mixed strategy where no player
can increase their expected payo↵ by changing their mixed strategy while assuming the
other players have fixed mixed strategies. A totally mixed Nash equilibrium is a Nash
equilibrium in the open simplex �.
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In particular, a (totally mixed) Nash equilibrium lies in the intersection of the Segre
variety of rank one tensor and � or � respectively. This intersection is the image
through the Segre parametrization of the product �1⇥ · · ·⇥�n, where �i is the open
simplex of Pdi�1.

Remark 3.1.17. The classical theory of Nash equilibria analyses the situation where
the players do not communicate between each other and they behave independently.
Geometrically, one can exhibit this fact via the Segre parametrization (3.7). Note that
the coordinates pj1···jn of a mixed strategy are indexed by j1 2 [d1], . . . , jn 2 [dn]. There-
fore, all players are jointly needed for fixing a mixed strategy. However, in the Nash
setting, mixed strategies are rank one tensors. In particular, the Segre parametrization
(3.7) splits the coordinate pj1···jn in the product of the coordinates corresponding to each
factor of the Segre variety. Each of these coordinates represents the probability of an
isolated player choosing a pure strategy. Thus, the process of choosing a mixed strategy
is split into each player choosing independently their mixed strategies.

The relation between the Nash equilibria and algebraic geometry is explained in [119,
Chapter 6], where the set of totally mixed equilibria is written as the intersection of
the open simplex �1⇥ · · ·⇥�n with an algebraic subvariety of the Segre variety (3.6).
To define this variety, we work in the a�ne setting. From Definition 3.1.16, we get
that a mixed strategy

p = (p(1), . . . , p(n)) 2 �1 ⇥ · · ·⇥�n

is a Nash equilibrium if for every player i, we have that

PX(i) �
d1X

j1=1

· · ·
dnX

jn=1

X(i)
j1···jnp

(1)
j1

· · · p(i�1)
ji�1

q(i)
ji
p(i+1)
ji+1

· · · p(n)
jn
� 0 (3.8)

for any q(i) 2 �i. Choosing q(i) to be the vertices of �i we obtain that p is a Nash
equilibrium if and only if

PX(i) �
d1X

j1=1

· · ·
[diX

ji=1

· · ·
dnX

jn=1

X(i)
j1···k···jnp

(1)
j1

· · · p(i�1)
ji�1

p(i+1)
ji+1

· · · p(n)
jn
� 0 (3.9)

for every i 2 [n] and every k 2 [di]. Now, using Equation (3.9) and that p(i)1 +· · ·+p(i)
di

=
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1, we get that for i 2 [n] and k 2 [di] the following holds

PX(i) =
diX

m=1

p(i)
m

d1X

j1=1

· · ·
[dmX

jm=1

· · ·
dnX

jn=1

X(i)
j1···m···jnp

(1)
j1

· · · p(i�1)
ji�1

p(i+1)
ji+1

· · · p(n)
jn


diX

m 6=k

p(i)
m
PX(i) + p(i)

k

d1X

j1=1

· · ·
[diX

ji=1

· · ·
dnX

jn=1

X(i)
j1···k···jnp

(1)
j1

· · · p(i�1)
ji�1

p(i+1)
ji+1

· · · p(n)
jn

=

PX(i) � p(i)
k

0

@PX(i) �
d1X

j1=1

· · ·
[diX

ji=1

· · ·
dnX

jn=1

X(i)
j1···k···jnp

(1)
j1

· · · p(i�1)
ji�1

p(i+1)
ji+1

· · · p(n)
jn

1

A .

This implies that

p(i)
k

0

@PX(i) �
d1X

j1=1

· · ·
[diX

ji=1

· · ·
dnX

jn=1

X(i)
j1···k···jnp

(1)
j1

· · · p(i�1)
ji�1

p(i+1)
ji+1

· · · p(n)
jn

1

A  0.

Since p(i)
k
� 0, by Equation (3.9) we deduce that

p(i)
k

0

@PX(i) �
d1X

j1=1

· · ·
[diX

ji=1

· · ·
dnX

jn=1

X(i)
j1···k···jnp

(1)
j1

· · · p(i�1)
ji�1

p(i+1)
ji+1

· · · p(n)
jn

1

A = 0 (3.10)

for every k. For each player i and any two pure strategies k, l 2 [di], we consider the
multihomogeneous polynomial

X

j12[d1]

· · ·[
X

ji2[di]

· · ·
X

jn2[dn]

⇣
X(i)

j1···k···jn �X(i)
j1···l···jn

⌘
�(1)
j1

· · · c�(i)
ji

· · · �(n)
jn

(3.11)

From Equation (3.10), we get that a totally mixed Nash equilibrium lies in the variety
defined by all the polynomials in (3.11). The following result shows that the converse
also holds.

Theorem 3.1.18. [119, Theorem 6.4] The set of totally mixed Nash equilibria of a
game X consists of all rank one tensors p in the intersection of �1⇥ · · ·⇥�n and the
variety defined by all the polynomials in (3.11).
Example 3.1.19. [105, Example 5] We compute the Nash equilibria of the game in Ex-
ample 3.1.15. In this case, the Segre variety (3.6) is P1⇥P1 ⇢ P3, and the polynomials
in (3.11) are

2�(2)
2 � 3�(2)

1 and 3�(1)
2 � 2�(1)

1 .

By Theorem 3.1.18, the only totally mixed Nash equilibrium is the point
✓

6

25
,
9

25
,
4

25
,
6

25

◆
.

One can check that the only pure Nash equilibria are (1, 0, 0, 0) and (0, 0, 0, 1).
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The notion of dependency equilibria arises when the Segre variety (3.6) is not consid-
ered, and it describes the situation where the players behave collectively. The con-
cept of dependency equilibrium was introduced by the philosopher Wolfgang Spohn
in [117, 118]. To incorporate causal dependencies among the players, one considers
conditional probabilities.

Definition 3.1.20. The conditional expected payo↵ of the i–th player conditionated on
her having fixed pure strategy k 2 [di] is defined as the expected payo↵ conditioned on
player i having fixed pure strategy k 2 [di], i.e. is given by the expression

d1X

j1=1

· · ·
[diX

ji=1

· · ·
dnX

jn=1

X(i)
j1···k···jn

pj1···k···jn
p+···+k+···+

,

where

p+···+k+···+ =
d1X

j1=1

· · ·
[diX

ji=1

· · ·
dnX

jn=1

pj1···k···jn .

Note that the fraction
pj1···k···jn
p+···+k+···+

is the conditional probability of players choosing the pure strategies j1, . . . , k, . . . , jn
given that the i–th player chooses the pure strategy k 2 [di].

Definition 3.1.21. We say that a tensor p in �, or in � respectively, is a (totally

mixed) dependency equilibrium if the conditional expected payo↵s of each player do not
depend on the pure strategy. In other words, p is a dependency equilibrium if for every
i 2 [n] and for every k, k0 2 [di] the following equality holds:

d1X

j1=1

· · ·
[diX

ji=1

· · ·
dnX

jn=1

X(i)
j1···k···jn

pj1···k···jn
p+···+k+···+

=
d1X

j1=1

· · ·
[diX

ji=1

· · ·
dnX

jn=1

X(i)
j1···k0···jn

pj1···k0···jn
p+···+k0+···+

. (3.12)

In [105], the authors established the algebro-geometric foundations for the theory of
dependency equilibrium by studying an algebraic variety in complex projective space
obtained by relaxing the reality and positivity constraints. The Spohn CI variety arises
from this relaxation of the game theoretic constraints.

Definition 3.1.22. The Spohn variety VX of the game X is the variety defined by the
2⇥ 2 minors of the following di ⇥ 2 matrices of linear forms M1, . . . ,Mn:

Mi = Mi(P ) :=

2

666664

...
...

p+···+k+···+

d1X

j1=1

· · ·
ddiX

ji=1

· · ·
dnX

jn=1

X(i)
j1···k···jnpj1···k···jn

...
...

3

777775
. (3.13)
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Figure 3.3: [105, Figure 1] We illustrate the Spohn variety of Example 3.1.23. The three
irreducible components of VX are illustrated in black. The open simplex is illustrated
in light yellow. The red surface corresponds to the Segre variety P1 ⇥ P1. The three
green points represent the three Nash equilibria computed in Example 3.1.19.

Note that the 2 ⇥ 2 minors of the matrices M1, . . . ,Mn provide the same expressions
as those in (3.12), after getting rid of the denominators. Thus, the set of totally mixed
dependency equilibria of the game X is the intersection VX \�.

Example 3.1.23. [105, Example 5] We continue with Examples 3.1.15 and 3.1.19.
We now compute the Spohn variety and the dependency equilibria. For the game in
Example 3.1.15, the matrices M1 and M2 are the following 2⇥ 2 matrices:

M1 =

✓
p11 + p12 3p11
p21 + p22 2p22

◆
and M2 =

✓
p11 + p21 2p11
p12 + p22 3p22

◆
.

The Spohn variety VX is the subvariety of P3 defined by the ideal generated by the
determinant of M1 and M2. A computation in Macaulay2 shows that the ideal of VX

is the intersection

hp11, p22i \ h2p12 � 3p21 � p22, p11 � p22i \ h2p12 + 3p21, 3p11p21 + p11p22 + 3p21p22i.

We observe that the Spohn variety has three irreducible components: two of them are
lines and the third one is a conic. The only component of VX that intersects the open
simplex � is the line defined by

2p12 � 3p21 � p22 = p11 � p22 = 0.

The intersection of this line with � and P1 ⇥ P1 is the unique totally mixed Nash
equilibria computed in Example 3.1.19. In Figure 3.3 we illustrate the three components
of VX and its intersection with � and P1 ⇥ P1.

The dimension and degree of the Spohn variety is computed in the following theorem.
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Theorem 3.1.24. [105, Theorem 6] For generic payo↵ tables X(1), . . . , X(n), the Spohn
variety is irreducible of codimension d1 + · · · + dn � n and degree d1 · · · dn. Moreover,
the set of totally mixed Nash equilibria is the intersection

VX \
�
Pd1�1 ⇥ · · ·⇥ Pdn�1

�
\�. (3.14)

Theorem 3.1.24 shows the relation between the dependency equilibria and the totally
mixed Nash equilibria. The intersection of the set of totally mixed dependency equilib-
ria with the Segre variety (3.6) coincides with the set of totally mixed Nash equilibria.
This was shown in Example 3.1.23.

Recall that the dependency equilibria model the situation where the n players of the
game behaves collectively. On the contrary, the Nash equilibrium deals with the case
where all the players behave independently. From a game theoretic perspective there
is a big gap between both models. For instance, what happens when the players are
divided in two independent groups and each group acts collectively? The concepts of
Spohn conditional independence variety and conditional independence equilibria were
introduced in [105, Section 6] with the aim of filling this gap between the Nash equilibria
and the dependency equilibria.

From a geometric point of view, this gap can also be perceived from the dimension
of the Spohn variety. By Theorem 3.1.24, the Spohn variety is high dimensional and
it contains the set of totally mixed equilibria. On the other hand, the variety de-
fined by the polynomials (3.11) is generically zero dimensional (see [119, Section 6.4]).
The Spohn conditional independence variety fills this dimensional gap between both
varieties.

We think of the n players of the game as n random variables whose state space is
the set of pure strategies of the players. Using this probabilistic perspective, we may
see the dependencies among the players as conditional independent statements among
the random variables. This shows the importance of the independence varieties in our
construction. Let C be a collection of CI statements and let MC be the correspond-
ing independence variety. Recall from Definition 3.1.4 that MC has no irreducible
component contained in the hyperplanes {pj1j2···jn = 0}.
Definition 3.1.25. Let C be a collection of CI statements. The Spohn conditional

independence (CI) variety VX,C of a game X is variety obtained after removing the
irreducible components of the intersection VC \MC lying in the hyperplanes

{pj1j2···jn = 0} and {p++···+ = 0},

where {p++···+ = 0} denotes the hyperplanes defined by the linear forms in the first
column of the matrices M1, . . . ,Mn in (3.13).

Geometrically, the Spohn CI variety is the Zariski closure of the points in VX satisfying
the CI statements in C and not lying in the above hyperplanes. Algebraically, the ideal
of VX,C is obtained by saturating the ideal of VX \MC by the ideals of the hyperplanes.
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Definition 3.1.26. The set of totally mixed conditional independence (CI) equilibria is
defined as the intersection of the Spohn CI variety VX,C with the open simplex �.
In other words, the set of totally mixed CI equilibria is the set of all totally mixed
dependency equilibria satisfying the CI statements in C.
The goal of this chapter is to analyse the set of totally mixed CI equilibria arising
from the global Markov property of undirected graphs. We address this study through
the algebro-geometric analysis of Spohn CI varieties of undirected graphs. By Remark
3.1.8, the Spohn CI varieties of global, local and pairwise undirected Markov properties
agree.

In the rest of this chapter, we assume that C is a collection of CI statements coming
from the global Markov property of an undirected graph with n vertices. We identify
the players of the game with the vertices of the graph. The edges of the graph represent
the dependencies among the players.

Example 3.1.27.

• Let G be the complete graphs with n vertices. The collection of CI statements
is empty and MC = P(V ). Therefore, the Spohn CI variety coincides with the
Spohn variety and the CI equilibria with the dependency equilibria.

• Let G be the graph with n vertices and no edges. In this case, C is the collection
of all CI statements and by Example 3.1.11, MC is the Segre variety (3.6). One
can check that the Spohn CI variety in MC is given by the equations (3.11).
By Theorem 3.1.24, the set of totally mixed CI equilibria, for no edge graphical
models, coincides with the set of totally mixed Nash equilibria.

The two graphs in Example 3.1.27 correspond to opposite extremes in the spectrum of
graphs with n vertices. From a game theoretic perspective, these graphs model the two
extremes cases in the spectrum of dependencies: the collective (dependency equilibria)
and the independent (Nash equilibria) behaviour of the players. More complex graphs
enable us to model complicated dependencies among the players, thereby filling the
gap between the the Nash and dependency equilibria in the scope of dependencies. For
instance, consider the situation where the players are divided into two disjoint groups
S1, S2 ✓ [n] and each group acts collectively. This scenario is modeled by the graph
that is the disjoint union of the complete graphs whose set of vertices are S1 and S2

respectively.

The dependencies among the players described by a graph can also be illustrated
geometrically through the monomial map (3.4). In the case of the graph with no edges
this was depicted in Remark 3.1.17. The following example describes this geometric
perspective for the graph in Figure 3.4.

Example 3.1.28. Consider now the undirected graph G depicted in Figure 3.4. The CI
equilibria associated to this graph models the situation where the second and the third
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players behave collectively and the first player behaves independently. The cooperation
between the second and third player is represented by the edge among the corresponding
vertices of G. This dependency among the players can also be illustrated through the
monomial map (3.4). In this setup, this map can be seen as the Segre embedding

Pd1�1 ⇥ Pd2d3�1 �! P(V )

given by
pj1j2j3 = �j1⌧j2j3 for ji 2 [di],

where �j1 and ⌧j2j3 are the coordinates of Pd1�1 and Pd2d3�1 respectively. In particular,
MC is the Segre variety Pd1�1 ⇥ Pd2d3�1. As in Remark 3.1.17, the Segre embedding of
MC splits the coordinate pj1j2j3 in the product of two factors. The factor �j1 represents
the probability of the first players choosing independently the pure strategy j1. The
factor ⌧j2j3 is the probability of the second and third player choosing the pure strategies
j2 and j3 respectively. Thus, the process of choosing a mixed strategy is split into the
first player choosing independently her mixed strategy and the second and third player
choosing collectively their mixed strategy.

In the Nash case, i.e. for graphs with no edges, the Spohn CI variety is defined by
the polynomials (3.11) and it is generically zero dimensional (see [119, Section 6.4]),
whereas the Spohn CI variety of more complicated graphs is expected to have higher
dimension (see [105, Section 6]). Therefore, the set of totally mixed CI equilibria is
expected to have positive dimension. As a consequence, the geometry of this semialge-
braic set is more complicated than in the Nash setting. Our goal is to understand this
challenging geometry through the algebro-geometric study of the Spohn CI variety. In
this chapter we approach this for binary games. In other words, in the rest of the chapter
we assume that d1 = · · · = dn = 2. Thus, the ambient space where all of our varieties
lie is P(V ) = P2n�1. For binary games, the matrices (3.13) are square matrices and
the Spohn variety VX is defined by the n determinants of these matrices. Therefore,
the codimension of the Spohn CI variety in MC is at most n. In [105, Section 6] the
following conjecture is proposed.

Conjecture 3.1.29. [105, Conjecture 24] Let G be the undirected graph with n vertices
that models a generic n-player game X with binary choices in normal form. Let C =
global(G) and MC be the discrete conditional independence variety of G. Then, the
corresponding Spohn CI variety VX,C has codimension n in MC.

In [105], Conjecture 3.1.29 is proven for n  3 using a direct computation in Macaulay2
[60].

Proposition 3.1.30. [105, Proposition 25] For generic payo↵ tables, the Spohn CI
variety of a graph with n  3 vertices is irreducible and has codimension n in MC.

In Section 3.2 we prove Conjecture 3.1.29 for one edge graphs. In Section 3.3 we
generalize this result to any undirected graphical model proving Conjecture 3.1.29.
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1 2 3

Figure 3.4: Graph with 3 vertices and one edge.

Example 3.1.31. We consider 3–player games with binary choices, i.e. n = 3 and
d1 = d2 = d3 = 2. By Theorem 3.1.24, for generic payo↵ tables, the Spohn variety for
a generic 3-player game with binary choices is a fourfold of degree 8 in P7. Moreover,
by intersecting VX with the Segre variety P1⇥P1⇥P1 we obtain the totally mixed Nash
equilibria as in [105, Example 3]. Now consider the 3 vertices graph whose only edge
connects the second and the third vertices. This graph is illustrated in Figure 3.4. One
can check that the independence variety associated to this graph is the Segre variety
P1 ⇥ P3 embedded in P7. In Proposition 3.1.30 it is shown that for generic games,
the Spohn CI variety associated to this graph is an irreducible curve. This curve is
contained in the Spohn variety and it contains the set of totally mixed Nash equilibria.

Example 3.1.32. Now, let us consider a non-generic game: ”El Farol bar” problem
for three players. Three friends would like to meet in a bar which has limited seats.
Each player has two choices:

Go=1 or Stay=2.

The people who go to the bar are rewarded when there are few of them (in our case
two) and forfeited if the bar is overcrowded, i.e. if all three go to the bar. Those who
choose to stay at home are rewarded when the bar is overcrowded and forfeited if they
are the only one who showed up. We represent this in terms of 2⇥ 2⇥ 2 payo↵ tensor
for each player.

X(1) =
X(2) =
X(3) =

0

@

111 121 112 122 211 221 212 222

�1 2 2 0 1 1 1 1
�1 1 2 1 2 1 0 1
�1 2 1 1 2 0 1 1

1

A.

A computation in Macaulay 2 shows that for this game, the Spohn variety VX is a
5-dimensional reducible variety of degree 8 in P7. The Spohn CI variety associated to
the graph in Figure 3.4 is a reducible surface of degree 8 in the Segre variety P1⇥P3. In
particular, this specific game does not satisfy Theorem 3.1.24 nor Proposition 3.1.30.

Now we introduce the notion of payo↵ region. To do so, we momentarily leave behind
the projective setting and we work on the vector space V .

Definition 3.1.33. For a game X, we define the payo↵ map as the linear map

⇡X : V �! Rn

p 7�! (PX(1), . . . , PX(n))
. (3.15)
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The image of the probability simplex � via the payo↵ map is called the cooperative

payo↵ region. The image of all rank one tensors in the probability simplex through ⇡X
is called the noncooperative payo↵ region. In [105, Section 5], the authors introduce the
concept of dependency payo↵ region, which is defined as

PX := ⇡X(� \ VX),

where, VX denotes the cone of the Spohn variety in V .

In [105, Section 5] it is shown that the dependency payo↵ region is a semialgebraic set
and the authors analyze its boundary.

Definition 3.1.34. The conditional independence (CI) payo↵ region is the image of the
set of totally mixed CI equilibria through the payo↵ map (3.15).

3.2 Nash CI curves

In the spectrum of dependencies, the next case to Nash equilibria is the situation where
two players cooperate and the rest behave independently. In terms of graphical models,
this situation is described by one edge graphs. In this section we analyse the Spohn
CI variety and the CI equilibria of one edge undirected graphical models.

As set previously, we focus on games with binary choices of pure strategies, i.e. d1 =
· · · = dn = 2. Let G be a one edge graph with n vertices, representing the n players of
the game. Up to labeling, we can assume that the n�2 isolated vertices of G correspond
to the first n� 2 players of the game, whereas the two vertices connected by the only
edge are associated to the last two players. During this section, MC and VX,C will
respectively denote the independence variety and the Spohn CI variety associated to
the one edge graph G.

Remark 3.2.1. For a one edge graph G, the monomial map in (3.4) corresponds to
the Segre embedding �

P1
�n�2 ⇥ P3 �! P2n�1

given by
pj1...jn = �(1)

j1
· · · �(n�2)

jn�2
⌧jn�1jn (3.16)

for j1, . . . , jn 2 [2]. Here �(i)
1 , �(i)

2 are the coordinates of the i–th P1 factor of the Segre
variety for i 2 [n� 2]. Analogously, ⌧11, ⌧12, ⌧21, ⌧22 are the coordinates of the P3 factor
of the Segre variety. Note that this notation di↵ers from the one used in Proposition
3.1.9. We conclude that the independence variety MC of a one edge graph G is the
Segre variety (P1)n�2 ⇥ P3 in P2n�1.

By Remark 3.2.1, we have that for one edges graphs MC has dimension n+1. Thus, in
this case, Conjecture 3.1.29 asks whether for generic payo↵ tables the Spohn CI variety
VX,C of one edge graphical models is a curve or not. The goal of this section is to give
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a positive answer to this question and study some of the geometric properties of these
curves as their degree, genus, connectedness, irreducibility and smoothness.

Example 3.2.2. For n = 2, the graph G is the complete graph with two vertices. In
this case, MC = P3 and the Spohn CI variety coincides with the Spohn variety. By [105,
Theorem 8], for generic payo↵ tables, VX,C is an elliptic curve in P3. In particular,
VX,C is a smooth irreducible curve of genus 1, and Conjecture 3.1.29 is satisfied.

Example 3.2.2 shows that Conjecture 3.1.29 holds for two players games. Moreover, it
shows that for generic payo↵ tables, the Spohn CI variety of the complete graph with
two edges is an smooth irreducible curve of genus 1. This is no longer true is we drop
the generic condition from the assumptions. For instance, Example 3.1.23 shows a 2
players game where VX,C = VX is reducible and singular. These examples lead to the
question of whether a generic Spohn CI variety of one edge graphical models is smooth
and irreducible. We answer this question in Section 3.2.3. To do so, in the next section
we first compute the equations of these varieties.

3.2.1 Equations of the Nash CI curve

The first step for understanding the geometry of the Spohn CI variety VX,C of one edge
graphical models is the description of its ideal. Our approach to determine generators
of the ideal of VX,C is to exploit the properties of graphical models presented in Section
3.1.1, mainly Proposition 3.1.9. In this section we illustrate this strategy for the case
of one edge graphical models. Through the analysis of these generators we prove
Conjecture 3.1.29 for one edge graphs.

To compute the ideal of VX,C, we evaluate the determinants of the matrices Mi in
(3.13) at the parametrization (3.16) of MC. The evaluation of the determinant of Mi,
for i  n� 2, at this parametrization is

�����������

�(i)
1

X

j1,...,bji,...,jn

�(1)
j1

· · · c�(i)
ji

· · · �(n�2)
jn�2

⌧jn�1jn �(i)
1

X

j1,...,bji,...,jn

X(i)
j1··· 1

(i)
···jn�

(1)
j1

· · · c�(i)
ji

· · · �(n�2)
jn�2

⌧jn�1jn

�(i)
2

X

j1,...,bji,...,jn

�(1)
j1

· · · c�(i)
ji

· · · �(n�2)
jn�2

⌧jn�1jn �(i)
2

X

j1,...,bji,...,jn

X(i)
j1··· 2

(i)
···jn�

(1)
j1

· · · c�(i)
ji

· · · �(n�2)
jn�2

⌧jn�1jn

�����������

.

From the first and second row we can extract the factors �(i)
1 and �(i)

2 respectively.
Analogously, from the first column we can extract the factor

X

j1,...,bji,...,jn

�(1)
j1

· · · c�(i)
ji

· · · �(n�2)
jn�2

⌧jn�1jn .

Therefore, we obtain that, for i  n � 2, the evaluation of the determinant of Mi at
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the Segre parametrization (3.16) is the product of

�(i)
1 �

(i)
2

0

@
X

j1,...,bji,...,jn

�(1)
j1

· · · c�(i)
ji

· · · �(n�2)
jn�2

⌧jn�1jn

1

A (3.17)

with the polynomial

Fi :=

�����������

1
X

j1,...,bji,...,jn

X(i)
j1··· 1

(i)
···jn�

(1)
j1

· · · c�(i)
ji

· · · �(n�2)
jn�2

⌧jn�1jn

1
X

j1,...,bji,...,jn

X(i)
j1··· 2

(i)
···jn�

(1)
j1

· · · c�(i)
ji

· · · �(n�2)
jn�2

⌧jn�1jn

�����������

=

X

j1,...,bji,...,jn

⇣
X(i)

j1···2···jn �X(i)
j1···1···jn

⌘
�(1)
j1

· · · c�(i)
ji

· · · �(n�2)
jn�2

⌧jn�1jn .

(3.18)

Similarly, evaluating the determinant of Mn�1 at the parametrization, we ob-
tain that the determinants of Mn�1 and Mn are, respectively, the product ofP

j1,...,jn�2
�(1)
j1

· · · �(n�2)
jn�2

with

Fn�1 := det

0

BBB@

⌧11 + ⌧12
X

j1,...,jn�2,jn

X(n�1)
j1···jn�21jn�

(1)
j1

· · · �(n�2)
jn�2

⌧1jn

⌧21 + ⌧22
X

j1,...jn�2,jn

X(n�1)
j1···jn�22jn�

(1)
j1

· · · �(n�2)
jn�2

⌧2jn

1

CCCA
,

Fn := det

0

BBB@

⌧11 + ⌧21
X

j1,...,jn�1

X(n)
j1···jn�11�

(1)
j1

· · · �(n�2)
jn�2

⌧jn�11

⌧12 + ⌧22
X

j1,...,jn�1

X(n)
j1···jn�12�

(1)
j1

· · · �(n�2)
jn�2

⌧jn�12

1

CCCA
.

Once we have computed the ideal of MC\VX in the coordinate ring of MC, we proceed
to saturate it by the family of hyperplanes.

Definition 3.2.3. We denote the variety defined by F1, . . . , Fn in MC by CX .

By construction, the variety CX is contained in MC\VX and CX is union of irreducible
components of MC \ VX .

Lemma 3.2.4. For any game X, the variety CX contains the Spohn CI variety VX,C.
Moreover, VX,C is the union of irreducible components of CX .
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Proof. Since CX is contained in MC \ VX , it is enough to check that CX contains all
the irreducible components of MC\VX not contained in the hyperplanes {pj1j2···jn = 0}
and {p++···+ = 0}. Recall that these hyperplanes are the ones we remove from MC\VX

for constructing VX,C in Definition 3.1.25. Note that the equations of CX are obtained
by removing the factors (3.17) from the equations of MC \ VX . Hence, it is enough to
check that these factors lead to components of MC \ VX contained in the hyperplanes
{pj1j2···jn = 0} and {p++···+ = 0}.
Assume first that �(i)

1 is zero, then pj1···jn = 0 for ji = 1. Thus, the factor �(i)
1 leads to

components of MC \ VX lying in the family of hyperplanes. Similarly, if the factor
X

j1,...,bji,...,jn

�(1)
j1

· · · c�(i)
ji

· · · �(n�2)
jn�2

⌧jn�1jn

vanishes, we obtain that

p+···+1+···+ = �(i)
1

X

j1,...,bji,...,jn

�(1)
j1

· · · c�(i)
ji

· · · �(n�2)
jn�2

⌧jn�1jn = 0.

Therefore, if the factor
X

j1,...,bji,...,jn

�(1)
j1

· · · c�(i)
ji

· · · �(n�2)
jn�2

⌧jn�1jn

gets removed in the process of saturation.

In Proposition 3.4.8 we will see in a wider setting that for generic n payo↵ tables, the
Spohn CI variety of one edge graphical models coincides with CX . This will also follow
from Theorem 3.2.23, where we will see that CX is irreducible for generic payo↵ tables.
With a small abuse of the notation, we will also refer to the variety CX as the Spohn
CI variety.

Remark 3.2.5. Note that VX,C ✓ CX for any payo↵ tables. The converse inclusion
only holds for generic payo↵ tables and we can not drop the generic condition in this
statement. For instance, one can fix the payo↵ table X(1) such that the determinant in
(3.18) is

F1 =

�����
1 0

1 �(2)
1 · · · �(n�2)

1 ⌧11

����� = �(2)
1 · · · �(n�2)

1 ⌧11.

Then, the variety CX is contained in some of the hyperplanes that we removed. There-
fore, in this case the Spohn CI variety is empty but CX is not.

This section is devoted to the study of the variety CX . By definition, CX is the
intersection of n divisors in MC with multi-degree

(0, 1, . . . , 1), . . . , (1, . . . , 1, 0
(i)
, 1, . . . , 1), . . . , (1, . . . , 1, 0, 1, 1), (1, . . . , 1, 2), (1, . . . , 1, 2).
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Lemma 3.2.6. For any game X, the variety CX is nonempty.

Proof. Let Di be the divisor of MC defined by Fi. Then, CX is the intersection of
D1, . . . , Dn in MC. Let [Di] be the class of Di in the Chow ring of MC. To prove that
CX is nonempty, it is enough to check that [D1] · · · [Dn] is nonzero in the Chow ring of
MC. In the proof of Proposition 3.2.12 we will see that this product is nonzero.

The first interesting example of such a variety is for two players games. This situation
was depicted in Example 3.2.2. Now we illustrate an example where we compute the
equations of CX for a particular 3–player game.

Example 3.2.7. We consider the 3-player game from [119, Section 6.2] with the fol-
lowing payo↵ table

X(1) =
X(2) =
X(3) =

0

@

111 121 112 122 211 221 212 222

0 6 11 1 6 4 6 8
12 7 6 8 10 12 8 1
11 11 3 3 0 14 2 7

1

A. (3.19)

Following the above formulas, the ideal of CX is generated by the polynomials

F1 = 6⌧11 � 5⌧12 � 2⌧21 + 7⌧22,

F2=(5�(1)
1 �2�

(1)
2 )⌧11⌧21�(�(1)

1 +4�(1)
2 )⌧12⌧21+(4�(1)

1 +9�(1)
2 )⌧11⌧22+(7�(1)

2 �2�
(1)
1 )⌧12⌧22,

F3=(8�
(1)
1 �2�

(1)
2 )⌧11⌧12+(8�(1)

1 +12�(1)
2 )⌧12⌧21+(8�(1)

1 �7�
(1)
2 )⌧11⌧22+(8�(1)

1 +7�(1)
2 )⌧21⌧22.

A Macaulay2 computation shows that the Spohn CI variety CX is an irreducible curve
of genus 3 and degree 8. It is contained in the Spohn variety which is four-dimensional
irreducible variety of degree 4 whose ideal is generated by the determinants of three
2 ⇥ 2 matrices Mi depicted in (3.13). Moreover, CX contains the two totally mixed
Nash equilibria of X computed in [119, Section 6.2].

One of the main invariants of an algebraic variety is the dimension. Next we use
the equations of the Spohn CI variety for one edge graphical models to determine its
dimension. Note that CX is the intersection of n equations inMC, which has dimension
n+ 1. By Lemma 3.2.6, dimCX � 1 and we expect CX to be a curve inside MC.

Definition 3.2.8. We say that CX is a Nash conditional independence (CI) curve if it
has dimension 1.

For instance, Examples 3.1.23, 3.2.2 and 3.2.7 are examples of Nash CI curves. The
following result shows that Conjecture 3.1.29 holds for the case of one edge graphs.

Theorem 3.2.9. For a generic game X, CX is a curve.

Proof. Seeing the payo↵ tables X(1), . . . , X(n) as variables in n copies of P2n�1, we
consider the variety C defined as the projective subvariety

V(F1, . . . , Fn)
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of
�
P2n�1

�n ⇥ MC. Here F1, . . . , Fn are the n polynomials defining CX introduced
above. Also, we consider the projection

⇡ : C �!
�
P2n�1

�n

(X(1), . . . , X(n), p) 7�! (X(1), . . . , X(n)).

Note that, given a point X 2
�
P2n�1

�n
, the fiber of X through ⇡ is CX . Using that

the dimension of the fibers of ⇡ is upper semicontinuous, we obtain that there exists
an open subset U ✓

�
P2n�1

�n
such that, for every X 2 U , dimCX  1. Moreover,

since for every X, CX is the zero locus of n equations, CX has codimension at most n
in MC. Hence dimCX � 1 for every X 2

�
P2n�1

�n
. Thus, we conclude that for every

X 2 U , dim(CX) = 1. In order to check that U is dense, we prove that it is non-empty.
For k  n� 2 we fix X(k) such that the following equation holds

Fk =
n�2Y

i 6=k

(k�(i)
1 � �

(i)
2 )(⌧11 + k⌧12 + k2⌧21 + k3⌧22). (3.20)

Note that this is possible because if we expand the right-hand side of the above equa-
tion, we get a polynomial of the same format as Fk. We denote the n� 1 linear forms
in (3.20) by Lk,1, . . . , Lk,n�1 respectively. In particular,

Fk = Lk,1 · · ·Lk,n�1

for k  n� 2 and Lk,i is a linear form in the i–th factor of MC. Then, the irreducible
components of V(F1, . . . , Fn�2) are of the form V(L1,i1 , . . . , Ln�2,in�2) for i1, . . . , in�2 2
[n � 1]. Note that for any i  n � 2, the linear forms L1,i, . . . , Ln�2,i define distinct
points in the i–th P1 factor of MC. On the other hand, consider the matrix M given
by the coe�cients of the linear forms L1,n�1, . . . , Ln�2,n�1. Any submatrix of any
dimension of M is a Vandermonde matrix. Therefore, all the minors of M are nonzero.
Hence, the linear subspace defined by any number of the linear forms L1,i, . . . , Ln�2,i has
the expected dimension. In particular, we deduce that V(L1,i1 , . . . , Ln�2,in�2) has the
expected dimension for any i1, . . . , in�2 2 [n � 1]. This implies that V(F1, . . . , Fn�2)
has dimension 3 and its irreducible components are isomorphic to P3, P1 ⇥ P2, or
P1⇥P1⇥P1. Following the same idea, one can fix X(n�1) and X(n) such that Fn�1 and
Fn are respectively as follows

Fn�1 =
n�2Y

i=1

((n� 1)�(i)
1 � �

(i)
2 )(An�1⌧11⌧21 +Bn�1⌧12⌧21 + Cn�1⌧11⌧22 +Dn�1⌧12⌧22),

Fn =
n�2Y

i=1

(n�(i)
1 � �

(i)
2 )(An⌧11⌧12 +Bn⌧22⌧11 + Cn⌧12⌧21 +Dn⌧21⌧22),

where
Dn�1 = Bn�1 + Cn�1 � An�1, Dn = Bn + Cn � An,
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and the coe�cients Ak, Bk, Ck depend linearly on X(k) for k � n � 1. As before, we
denote the linear factors of Fn�1 and Fn by Ln�1,1, . . . , Ln�1,n�2 and Ln,1, . . . , Ln,n�2

respectively. Similarly, we denote the quadratic factors of Fn�1 and Fn by Qn�1 and
Qn. Then, the irreducible components of CX are of the form

V(L1,i1 , . . . , Ln,in), V(L1,i1 , . . . , Ln�1,in�1 , Qn), V(L1,i1 , . . . , Ln�2,in�2 , Ln,in , Qn�1),

or

V(L1,i1 , . . . , Ln�2,in�2 , Qn�1, Qn).

As before, the components of the form V(L1,i1 , . . . , Ln,in) have the expected dimen-
sion. On the other hand, a computation in Macaulay2 [60] shows that the intersec-
tion of the quadric V(Qn) and the variety defined by any number of the linear forms
L1,n�1, . . . , Ln�2,n�1 has the expected dimension for generic An, Bn, Cn. Therefore, the
irreducible components of the form V(L1,i1 , . . . , Ln�1,in�1 , Qn) have the expected dimen-
sion. A similar argument shows the the remaining components also have the expected
dimension. Hence, the intersection of the threefold V(F1, . . . , Fn�2) with V(Fn�1, Fn)
has dimension 1, and we conclude that U is non-empty.

Remark 3.2.10. In the proof of Theorem 3.2.9, we constructed a game where CX is
one dimensional. Moreover, one can check that for this game, none of the irreducible
components of CX are contained in the hyperplanes {pj1j2···jn = 0} and {p++···+ = 0}.
This implies that the Spohn CI variety VX,C of one edge graphs equals CX for generic
games X. We will see this reasoning in detail in Proposition 3.4.8.

Note that again the generic condition in Theorem 3.2.9 can not be dropped. As shown
in Example 3.1.32, there exist payo↵ tables for which the variety CX is not a curve.
This fact will be explored in Section 3.5.

Corollary 3.2.11. For generic payo↵ tables, the Nash CI curve is a complete inter-
section of n divisors of MC.

One may show that the specific Nash CI curve constructed in the proof of Proposi-
tion 3.2.9 is connected. By the semicontinuity theorem, we then obtain that for generic
games, the Nash CI curve is connected. In Section 3.2.2, we yet use a di↵erent argument
to prove in Lemma 3.2.15 that the Nash CI curve is connected.

3.2.2 Degree and genus of Nash CI curves

In Theorem 3.2.9, we have seen that CX is a curve for generic payo↵ tables. This
section is devoted to the computation of the degree and the genus of the Nash CI
curve CX . Moreover, we prove that the Nash CI curve CX is connected. The main
strategy for analysing these properties of Nash CI curves is to use Corollary 3.2.11.
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Proposition 3.2.12. For generic payo↵ tables, the degree of CX is the coe�cient of
the monomial x1 · · · xn�2x3

n�1 in the polynomial

n�2Y

i=1

 
n�1X

k 6=i

xk

! 
2xn�1 +

n�2X

k=1

xk

!2 
n�1X

k=1

xk

!
. (3.21)

Proof. By Corollary 3.2.11, CX is the complete intersection of n divisors D1, . . . , Dn

of MC, where Di := V(Fi). We compute the degree by multiplying the classes of
these divisors with the class of H \MC in the Chow ring of MC where H is a generic
hyperplane of P2n�1. Using Künneth’s formula (see [44, Theorem 2.10]), we obtain the
Chow rings of MC as follows:

A•(MC) '
 

n�2O

i=1

A•(P1)

!
⌦ A•(P3) ' Z[x1, . . . , xn�1]/hx2

1, . . . , x
2
n�2, x

4
n�1i.

The classes [Di] in A•(MC) correspond to the first Chern classes of the line bundles

OMC(Di). Let F be a multi-homogeneous polynomial in C[�(1)
1 , . . . , ⌧22], and let D be

the divisor D = V(F ) in MC. For i  n� 2, we denote the degree of F with respect to

the variables �(i)
1 , �(i)

2 by di (resp. for dn�1 and ⌧j1j2). Then, the line bundle associated
to D is

OMC(D) = ⇡⇤
1(OP1(d1))⌦ · · ·⌦ ⇡⇤

n�2(OP1(dn�2))⌦ ⇡⇤
n�1(OP3(dn�1)),

where ⇡i is the projection from MC to the corresponding factor of the product. We
denote this line bundle by OMC(d1, . . . , dn�1). In particular, we obtain that

OMC(Di) =

8
><

>:

OMC(1, . . . , 1, 0
(i)
, 1, . . . , 1) for i  n� 2,

OMC(1, . . . , 1, 2) for i = n� 1, n.

Furthermore, since the first Chern class of OMC(d1, . . . , dn�1) is d1x1 + · · ·+ dn�1xn�1,
the following holds:

[Di] = OMC(Di) =

8
>>>><

>>>>:

n�1X

k 6=i

xk for i  n� 2,

2xn�1 +
n�2X

k=1

xk for i = n� 1, n.

See [44, Chapters 1 and 2] for more details on these computations. Therefore, we
deduce that

[D1] · · · [Dn] =
n�2Y

i=1

xk

 
n�1X

k 6=i

xk

! 
2xn�1 +

n�2X

k=1

xk

!2

.
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Finally, using that for a generic hyperplane H it holds that [H \MC] = x1+ · · ·+xn�1,
we get that [D1] · · · [Dn] [H \MC] corresponds to the class of the polynomial (3.21) in
A•(MC) and hence the statement follows.

Next, we compute the arithmetic genus of CX . For this purpose, we first determine the
Euler characteristic of OCX . By Corollary 3.2.11, we get the following exact sequence
(Koszul complex):

0! OMC

 
�

nX

k=1

Di

!
!

nM

i1<···<in�1

OMC

 
�

n�1X

k=1

Dik

!
! · · ·!

!
nM

i1<i2

OMC (�Di1 �Di2)!
nM

i

OMC (�Di)! OMC ! OCX ! 0.

(3.22)

We define �k as the Euler characteristic of the (k + 2)–th term from the right of the
previous exact sequence, i.e.

�k := �

 
nM

i1<···<ik

OMC (�Di1 � · · ·�Dik
)

!
=

nX

i1<···<ik

� (OMC (�Di1 � · · ·�Dik
)) .

(3.23)
Then, using (3.22) we obtain that

�(OCx) = �(OMC) +
nX

k=1

(�1)k�k. (3.24)

By Künneth formula, and since �(OPn) = 1, we deduce that �(OMC) = 1. Thus, it
only remains to compute �k. For the following lemma, our convention is that

�
a

b

�
= 0,

if a < b.

Lemma 3.2.13. For 3  k  n,

�k =

✓
n� 2

k

◆
�(Ok,1) + 2

✓
n� 2

k � 1

◆
�(Ok,2) +

✓
n� 2

k � 2

◆
�(Ok,3),

where

1. �(Ok,1) = (�1)n+1
�
k�1
3

�
(k � 2)k(k)n�2�k.

2. �(Ok,2) = (�1)n+1
�
k

3

�
(k � 2)k(k � 1)n�1�k.

3. �(Ok,3) = (�1)n+1
�
k+1
3

�
(k � 2)k(k � 2)n�k.

Moreover, we have that �1 = 0 and �2 = (�1)n+1.

Proof. The idea is to use Künneth formula as above. First of all, we observe that only
the following three types of line bundles can appear in the sum of equation (3.23):
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• If i1, . . . , ik  n� 2, the line bundle of the corresponding term of (3.23) is of the
form

OMC(�k, . . . ,�k + 1
(i1)

, . . . ,�k + 1
(ik)

, . . . ,�k).

Moreover, in (3.23) these terms appear
�
n�2
k

�
times.

• If i1, . . . , ik�1  n� 2 and ik > n� 2, the line bundle of the corresponding term
of (3.23) is of the form

OMC(�k, . . . ,�k + 1
(i1)

, . . . ,�k + 1
(ik�1)

, . . . ,�k � 1).

Moreover, in (3.23) these terms appear 2
�
n�2
k�1

�
times.

• If i1, . . . , ik�2  n�2 and ik�1 > n�2, the line bundle of the corresponding term
of (3.23) is of the form

OMC(�k, . . . ,�k + 1
(i1)

, . . . ,�k + 1
(ik�2)

, . . . ,�k � 2).

Moreover, in (3.23) these terms appear
�
n�2
k�2

�
times.

To deal with each of these three cases, we again use Künneth formula. In our setting,
this formula states that for d1, . . . , dn�1 2 Z,

hk (MC,OMC(d1, . . . , dn�1)) =
X

k1+···+kn�1=k

hkn�1
�
P3,OP3(dn�1)

� n�2Y

i=1

hki
�
P1,OP1(di)

�
.

In particular, using that all the first n � 2 factors of MC are isomorphic, we get that
the Euler characteristic of each of the line bundles of the above cases does not depend
on the choice of the il that is lower or equal than n� 2. Denoting the line bundles of
the three cases by Ok,1, Ok,2, and Ok,3 respectively, we get that

�k =

✓
n� 2

k

◆
�(Ok,1) + 2

✓
n� 2

k � 1

◆
�(Ok,2) +

✓
n� 2

k � 2

◆
�(Ok,3). (3.25)

To compute each of the terms of the above expression we use that for d > 0,

hk (Pn,OPn(�d)) =
⇢

0 if k 6= n or d  n,�
d�1
n

�
if k = n and d > n.

In particular, for d1, . . . , dn�1 > 0 such that either di  1 for some i  n� 2 or di  3
for i � n� 1, we obtain that

hk (MC,OMC(�d1, . . . ,�dn�1)) = 0 8k.
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On the contrary, if di > 1 for every i  n� 2 and dn�1, dn > 3, we get that

hk (MC,OMC(�d1, . . . ,�dn�1)) =

8
><

>:

0 if k 6= n+ 1,
✓
dn�1 � 1

3

◆ n�2Y

i=1

(di � 1) if k = n+ 1.
(3.26)

Now, note that for all the line bundles appearing in �1 it holds that dn�1  3. Thus, we
can conclude that �1 = 0. Analogously, the only line bundle appearing in the expression
of �2 with a non-zero cohomology group is O(�Dn�1 � Dn) = O(�2, . . . ,�2,�4).
Using equation (3.26) one deduces that the only non-zero cohomology group of this
line bundle is the (n + 1)–th cohomology group and its dimension is 1. Hence, we
conclude that �2 = (�1)n+1. A similar argument shows that, for k � 3, the only
non-zero cohomology group of Ok,1, Ok,2, and Ok,3 is the (n+1)–th cohomology group
and we deduce the following formulas:

• �(Ok,1) = (�1)n+1
�
k�1
3

�
(k � 2)kkn�2�k.

• �(Ok,2) = (�1)n+1
�
k

3

�
(k � 2)k(k � 1)n�1�k.

• �(Ok,3) = (�1)n+1
�
k+1
3

�
(k � 2)k(k � 2)n�k.

Now, the proof of the lemma follows from these expressions and equation (3.25).

Finally, as a consequence of Lemma 3.2.13 and Equation (3.24), the following corollary
can be derived:

Corollary 3.2.14. For generic payo↵ games, the Euler characteristic of CX is

�(OCX ) = 1 + (�1)n+1 +
nX

k=3

(�1)k�k

where �k is as in Lemma 3.2.13.

Now that the Euler characteristic has been computed, we deal with the arithmetic
genus. For this purpose, we first need to ensure that the Nash CI curve is connected.

Lemma 3.2.15. For generic payo↵ tables, h0(CX ,OCX ) = 1. In particular, CX is
connected.

Proof. The idea is to split the exact sequence (3.22) in short exact sequences and apply
the long exact sequence of cohomology on each of them. To do so, let Fn be the first
sheaf (starting from the left) appearing in the exact sequence (3.22). Similarly, let
Fn�1 be the second sheaf of the exact sequence, and so on. We denote the morphisms
from Fi to Fi�1 by �i. Then, (3.22) can be written as

0 �! Fn

�n�! Fn�1
�n�1�! · · · �3�! F2

�2�! F1
�1�! OMC

�0�! OCX �! 0. (3.27)
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Let Ki be the kernel of �i. Then, the above exact sequence splits in the following n
short exact sequences:

(E0) : 0 �! K0 �! OMC �! OCX �! 0,

(E1) : 0 �! K1 �! F1 �! K0 �! 0,
...

...
(Ei) : 0 �! Ki �! Fi �! Ki�1 �! 0,
...

...
(En�1) : 0 �! Kn�1 �! Fn�1 �! Kn�2 �! 0.

Now, we consider the long exact sequence in the cohomology of (E0):

0 �! H0(MC, K0) �! H0(MC,OMC) �! H0(CX ,OCX ) �! H1(MC, K0) �! · · · .

By the exactness of this sequence, if h1(MC, K0) = 0, we would get a surjection

H0(MC,OMC) �! H0(CX , K0) �! 0.

Since h0(MC,OMC) = 1, this would imply that h0(CX ,OCX ) = 1. Thus, it is enough
to check that h1(MC, K0) = 0. To do so, we focus on the long exact sequence in
cohomology arising from (E1):

· · · �! H1(MC,F1) �! H1(MC, K0) �! H2(MC, K1) �! H2(MC,F1) �! · · · .

By the computations performed in the proof of Lemma 3.2.13, we know that for j � 1
and k  n, hk(MC,Fj) = 0. Thus, from the above sequence, we conclude that

H1(MC, K0) ' H2(MC, K1).

Recursively, we get that

H i(MC, Ki�1) ' H i+1(MC, Ki)

for every i  n� 1. In particular, by the exactness of (3.27), we have that Kn�1 = Fn.
Hence, we obtain that

H1(MC, K0) ' H2(MC, K1) ' · · · ' Hn(MC, Kn�1) = Hn(MC,Fn).

Now, the proof follows from the vanishing of the cohomology group Hn(MC,Fn).

Remark 3.2.16. Lemma 3.2.15 analyses the connectedness of Nash CI curves as com-
plex algebraic varieties. This notion di↵ers from the connectedness of the set of real
points of a Nash CI curve. Recall that the connected components of the set of real
points of a real algebraic curve are called ovals. By Harnack’s Theorem (see [10, Sec-
tion 11.6]), the number of ovals of a real algebraic curve is at most g + 1, where g is
the genus of the curve. In particular, the computation of the genus of a Nash CI curve
can be used to understand the number of components of the corresponding set of totally
mixed CI equilibria.
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Using that CX is connected, we may derive the arithmetic genus of the Nash CI curve.

Corollary 3.2.17. For generic payo↵ tables, CX is a connected curve of arithmetic
genus

pa(CX) = (�1)n +
nX

k=3

(�1)k+1�k

where �k is as in Lemma 3.2.13.

Example 3.2.18. Consider the 3-player game from Example 3.2.7. By Lemma 3.2.12,
we obtain the degree of CX is 8 which is the coe�cient of the monomial x1x3

2 in the
polynomial

x2 (2x2 + x1)
2 (x1 + x2).

By Corollary 3.2.17 and Lemma 3.2.13, the genus of CX is

pa(CX) = (�1)3 + �3 = �1 + 4 = 3.

Note that this computation matches with the Macaulay2 computation in Example 3.2.7.

Using Corollary 3.2.17 in Table 3.1, we can determine e↵ectively the genus of the Nash
CI curve for di↵erent values of n.

n genus degree
3 3 8

4 23 30

5 175 146

6 1469 880

7 13491 6276

8 135859 51562

9 1494879 478670

Table 3.1: Genus and degree of the Nash CI curve CX .

Remark 3.2.19. The genus of CX can be also computed combinatorially via [79, The-
orem 1], and more generally by the motivic arithmetic genus formula in [36]. The
main idea is to determine the discrete mixed volume of Newton polytopes Newt(Fi) for
i 2 [n].
Another method for computing the genus of the Nash CI curve is using the adjunction
formula. Let i : CX ,! MC be the closed immersion of CX in MC. Applying the
adjunction formula (see [44, Section 1.4.3]) we get that

!CX' i⇤(!MC⌦OMC(D1)⌦· · ·⌦!MC(Dn)) ' i⇤(OMC(n� 3, . . . , n� 3, n� 2)) . (3.28)



3.2. NASH CI CURVES 163

Since CX is a complete intersection, it is Gorenstein and hence,

deg(!CX ) = 2pa(CX)� 2.

As a consequence of Equation (3.28), one can compute the degree of !CX using the
Chow ring of MC as in Lemma 3.2.12. Using this method we obtain that 2pa(CX)� 2
is equal to the coe�cient of the monomial x1 · · · xn�2x3

n�1 in the polynomial

n�2Y

i=1

 
n�1X

k 6=i

xk

! 
2xn�1 +

n�2X

k=1

xk

!2 
(n� 3)

n�2X

k=1

xk + (n� 2)xn�1

!
.

However, our computations in Macaulay2 show that this method is less e↵ective than
the formula in Corollary 3.2.17.

3.2.3 Smoothness of the Nash CI curve

One of the main properties of an algebraic variety is the smoothness. In this section
we prove that for generic payo↵ tables, the Nash CI curve CX is smooth. Together
with Lemma 3.2.15, we will deduce that a generic Nash CI curve is irreducible. Our
strategy is to study the linear system of the divisors defining CX in order to apply
Bertini’s Theorem (see [67, Theorem 8.18]).

As a consequence of the study of these linear systems, we give an answer to the univer-
sality of divisors for CX . The universality of divisors asks whether any divisor of the same
multidegree of the defining polynomials of CX can be obtained from a game. The study
of the universality of divisors for CX is motivated by the Nash case. We denote the n
polynomials in (3.11) by G1, . . . , Gn and let NX be the variety defined by {G1, . . . , Gn}
in the Segre variety (P1)n ⇢MC. The variety NX is the Spohn CI variety of the graph-
ical model of the graph with no edges, i.e. NX is the Spohn CI variety of the collection
of all CI statements. By Theorem 3.1.18 the intersection of NX with the open simplex
is the set of totally mixed Nash equilibria. For 1  i  n, let Ṽi be the vector space of
multi-homogeneous polynomials with multi-degree (1, . . . , 1, 0

(i)
, 1, . . . , 1), i.e.

Ṽi := H0
��
P1
�n

,O(P1)n(1, . . . , 0, . . . , 1)
�
.

Note that Ṽi has dimension 2n�1. The universality of divisors asks whether for any
i 2 [n] and for any polynomial G 2 Ṽi, there exists a payo↵ table X(i) such that
Gi = G. In other words, the universality of divisors aims to determine whether for any
i the linear map

R2n �! Ṽi

X̃(i) 7�! Gi

is surjective or not. The surjectivity of this map is equivalent to the linear map
�
R2n

�n �! Ṽ1 ⇥ · · ·⇥ Ṽn

(X(1), . . . , X(n)) 7�! (G1, . . . , Gn).
(3.29)
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In [119, Corollary 6.7] a positive answer is given to the universality of divisors for NX ,
and hence, the map (3.29) is surjective. The next layer to NX in our spectrum of
Spohn CI varieties is the Nash CI curve. We carry out a similar analysis for the case
of the Nash CI curve.

For i  n � 2, let Vi be the vector space of multi-homogeneous polynomials of multi-
degree (1, . . . , 0

(i)
, . . . , 1), i.e.

Vi := H0

✓
MC,OMC(1, . . . , 0

(i)
, . . . , 1)

◆
.

Similarly, we define the vector spaces Vn�1 and Vn as

Vn�1 = Vn = H0 (MC,OMC(1, . . . , 1, 2)) .

The dimension of Vn�1 and Vn is 10 · 2n�1. For every i, we consider the linear map

�i : R2n �! Vi

X(i) 7�! Fi.

We denote the image of �i by ⇤i. In other words, �i is the linear map sending the i–th
payo↵ table to the divisor Di and ⇤i is the linear system of divisors in Vi arising from
a game. Assembling together these maps, we consider the linear map

�
R2n

�n �! V1 ⇥ · · ·⇥ Vn

(X(1), . . . , X(n)) 7�! (F1, . . . , Fn).
(3.30)

In this case, the universality of divisors asks whether the map (3.30) is surjective or
not. In Proposition 3.2.20 we compute the image of the map (3.30).

Proposition 3.2.20. Let ⇤i be the linear system defined by the image of �i. The image
⇤1 ⇥ . . . ⇥ ⇤n of the linear map (3.30) has dimension 2n�1(n + 1). In particular, the
map (3.30) is not surjective.

Proof. First of all, we note that, as in the Nash case, �i is surjective for i  n � 2.
Thus, for i  n� 2, ⇤i = Vi and dim⇤i = 2n�1. For i = n� 1, we can rewrite Vn�1 as
the tensor product

H0(P3,OP1(2))⌦
�
H0(P1,OP1(1))

�⌦(n�2)
.

Expanding Fn�1, we obtain

Fn�1 =
X

j1,...,jn�2

�(1)
j1

· · · �(n�2)
jn�2

⇣
A(n�1)

j1···jn�2
⌧11⌧21 +B(n�1)

j1···jn�2
⌧12⌧21+

C(n�1)
j1···jn�2

⌧11⌧22 +D(n�1)
j1···jn�2

⌧12⌧22
⌘ (3.31)
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where the coe�cients are defined as

A(n�1)
j1···jn�2

= X(n�1)
j1···jn�221 �X(n�1)

j1···jn�211, C(n�1)
j1···jn�2

= X(n�1)
j1···jn�222 �X(n�1)

j1···jn�211,

B(n�1)
j1···jn�2

= X(n�1)
j1···jn�221 �X(n�1)

j1···jn�212, D
(n�1)
j1···jn�2

= B(n�1)
j1···jn�2

+ C(n�1)
j1···jn�2

� A(n�1)
j1···jn�2

.

From this expression we deduce that ⇤n�1 = Wn�1 ⌦ (H0(P1,OP1(1)))⌦(n�2), where

Wn�1 = {A⌧11⌧21 +B⌧12⌧21 + C⌧11⌧22 + (B + C � A)⌧12⌧22 : for A,B,C 2 R}.

Thus, Wn�1 is a linear subspace of dimension 3 and hence, dim⇤n�1 = 3 · 2n�2.
Analogously, for Fn we get the expression

Fn =
X

j1,...,jn�2

�(1)
j1

· · · �(n�2)
jn�2

⇣
A(n)

j1···jn�2
⌧11⌧12 +B(n)

j1···jn�2
⌧12⌧21+

C(n)
j1,...,jn

⌧11⌧22 +D(n)
j1,...,jn

⌧21⌧22
⌘ (3.32)

where the coe�cients are defined as

A(n)
j1···jn�2

= X(n)
j1···jn�212 �X(n)

j1···jn�211, C(n)
j1···jn�2

= X(n)
j1···jn�222 �X(n)

j1···jn�211,

B(n)
j1···jn�2

= X(n)
j1···jn�212 �X(n)

j1···jn�221, D
(n)
j1···jn�2

= B(n)
j1···jn�2

+ C(n)
j1···jn�2

� A(n)
j1···jn�2

.

The dimension of ⇤n follows from this expression as before. Then, the image of the
map (3.30) is ⇤1 ⇥ · · ·⇥ ⇤n and it has dimension 2n�1(n+ 1). It follows that the map
(3.30) is not surjective since the dimension of V1 ⇥ · · ·⇥ Vn is 2n�1(n+ 8).

In contrast with the Nash case, from Proposition 3.2.20, we conclude that the univer-
sality for divisors does not hold. In particular, the linear systems ⇤1, . . . ,⇤n might
have base locus. From Bertini’s theorem (see [67, Theorem 8.18]), we deduce that for
generic payo↵ tables, CX is smooth away from these base loci. Hence, in order to
study the smoothness of CX we need to compute the base locus of each of these linear
systems. Since �i is surjective for i 2 [n� 2], we get that ⇤i is complete for i 2 [n� 2]
and, hence, base point free. The next lemma computes the base locus of ⇤n�1 and ⇤n.

Lemma 3.2.21.

1. The base locus of ⇤n�1 is

�
P1
�n�2 ⇥

⇣
L(n�1)
1 [ L(n�1)

2 [ L(n�1)
3

⌘

where L(n�1)
1 , L(n�1)

2 , L(n�1)
3 are the lines of P3 defined by the equations

{⌧11 = ⌧12 = 0}, {⌧21 = ⌧22 = 0}, and {⌧11 + ⌧12 = ⌧21 + ⌧22 = 0},

respectively.
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2. The base locus of ⇤n is

�
P1
�n�2 ⇥

⇣
L(n)
1 [ L(n)

2 [ L(n)
3

⌘

where L(n)
1 , L(n)

2 , L(n)
3 are the lines of P3 defined by the equations

{⌧11 = ⌧21 = 0}, {⌧12 = ⌧22 = 0}, and {⌧11 + ⌧21 = ⌧12 + ⌧22 = 0},

respectively.

Proof. As in the proof of Proposition 3.2.20, we write ⇤n�1 as the tensor product

⇤n�1 = Wn�1 ⌦
�
H0(P1,OP1(1))

�⌦(n�2)
.

Thus, to compute the base locus of ⇤n�1 it is enough to compute the base locus of
Wn�1 in P3. The elements of this linear system are polynomials of the form

A⌧11⌧21 +B⌧12⌧21 + C⌧11⌧22 + (B + C � A)⌧12⌧22

for [A : B : C] 2 P2. So, for [A : B : C] 2 {[1 : 0 : 0], [0 : 1 : 0], [0 : 0 : 1]} we obtain the
polynomials ⌧11⌧21�⌧12⌧22, ⌧12(⌧21+⌧22), ⌧22(⌧11+⌧12), which generateWi. Then, one can

check that the base locus of these three polynomials is exactly L(n�1)
1 [L(n�1)

2 [L(n�1)
3 .

Thus, we conclude that the base locus of ⇤n�1 is (P1)n�2⇥
⇣
L(n�1)
1 [ L(n�1)

2 [ L(n�1)
3

⌘
.

A similar computation derives the statement for ⇤n.

For generic payo↵ tables, V(F1, . . . , Fn�2, Fn�1) and V(F1, . . . , Fn�2, Fn) are surfaces
and their intersection is the Nash CI curve CX . By Bertini’s theorem (see [67, Theo-
rem 8.18]), we obtain that for generic payo↵ tables V(F1, . . . , Fn�2, Fn�1) (respectively
V(F1, . . . , Fn�2, Fn)) is smooth away from the base loci ⇤n�1 (respectively ⇤n). The
next proposition states that these surfaces are indeed smooth.

Proposition 3.2.22. For generic payo↵ tables, V(F1, . . . , Fn�2, Fn�1) and
V(F1, . . . , Fn�2, Fn) are smooth surfaces.

Proof. We denote V(F1, . . . , Fn�2, Fn�1) and V(F1, . . . , Fn�2, Fn) by SX,1 and SX,2 re-
spectively. We prove the result for SX,2 (the analogous proof works for SX,1). By
Bertini’s theorem, it is enough to check smoothness at the points of the base locus of
⇤n. Let

⌦i = SX,2 \
⇣�

P1
�n�2 ⇥ L(n)

i

⌘
.

Then, ⌦1 [⌦2 [⌦3 is the intersection of SX,2 with the base locus of ⇤n. We check the
Jacobian criterion at the points of ⌦1 [ ⌦2 [ ⌦3.
We will focus on ⌦1 (similar reasoning works for ⌦2 and ⌦3). First, we prove that ⌦1 is
smooth. Let F̃i be the polynomial resulting from restricting Fi to ⌦1, i.e., substituting
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⌧11 and ⌧21 by 0 in Fi. Then, ⌦1 = V(F̃1, . . . , F̃n�2). Moreover, F̃1, . . . , F̃n�2 are generic

elements of complete linear systems of (P1)n�2 ⇥ L(n)
1 . By Bertini’s Theorem (see [67,

Theorem 8.18]), ⌦1 is smooth.

Now we check the Jacobian criterion for SX,2 at ⌦1. Let JSX,2(x) be the Jacobian
matrix of F1, . . . , Fn�2, Fn at x, written as:

JSX,2(x) :=

F1 · · · Fn�2 Fn0

BBBBBBBBBBBB@

1

CCCCCCCCCCCCA

...

A(x) B(x)

@

@�
(i)
ji
...
@

@⌧12
@

@⌧22

@

@⌧11 C(x) D(x)
@

@⌧21

.

Note that either ⌧11 or ⌧21 appear in any monomial of Fn. Therefore, for x 2 ⌦1, B(x) =

0. Now, A(x) is the Jacobian of F̃1, . . . , F̃n�2 w.r.t. �(1)
1 , �(1)

2 , . . . , �(n�2)
1 , �(n�2)

2 , ⌧12, ⌧22.
Since, ⌦1 is smooth, A(x) has maximal rank. Hence, JSX,2(x) has maximal rank if and
only if D(x) has maximal rank. Thus, a point x 2 ⌦1 is a singular point of SX,2 if and
only if it lies in V( @Fn

@⌧11
, @Fn
@⌧21

). These two derivatives are

@Fn

@⌧11
=

X

j1,...,jn�2

�(1)
j1

· · · �(n�2)
jn�2

(A(n)
j1···jn�2

⌧12 + C(n)
j1···jn�2

⌧22),

@Fn

@⌧21
=

X

j1,...,jn�2

�(1)
j1

· · · �(n�2)
jn�2

(B(n)
j1···jn�2

⌧12 +D(n)
j1···jn�2

⌧22).

As before, @Fn
@⌧11

is a generic element of a complete linear system of (P1)n�2 ⇥ L(n)
1 .

In particular, we deduce that for generic payo↵ tables, V(F̃1, . . . , F̃n�2,
@Fn
@⌧11

) is the
intersection of n� 1 divisors, and each of these divisors is generic in a complete linear
system of (P1)n�2 ⇥ L(n)

1 . By Bertini’s Theorem (see [67, Theorem 8.18]), for generic
payo↵ tables, V(F̃1, . . . , F̃n�2,

@Fn
@⌧11

) has dimension 0. Now, we write @Fn
@⌧21

as

@Fn

@⌧21
=

X

j1,...,jn�2

�(1)
j1

· · · �(n�2)
jn�2

(B(n)
j1···jn�2

(⌧12 + ⌧22) + (C(n)
j1···jn�2

� A(n)
j1···jn�2

)⌧22).

Note that for generic payo↵ tables, V( @Fn
@⌧21

) defines a smooth hypersurface in (P1)n�2⇥
L(n)
1 . By Bertini’s Theorem (see [67, Theorem 8.18]), for generic payo↵ tables

V
✓
F̃1, . . . , F̃n�2,

@Fn

@⌧11
,
@Fn

@⌧21

◆
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has the expected dimension, and hence, it is empty. We conclude that SX,2 is smooth
at ⌦1. The same argument follows for ⌦2 and ⌦3.

In particular, applying Bertini’s theorem to V(F1, . . . , Fn�2, Fn�1) and the linear sys-
tem ⇤n, we obtain that for generic payo↵ tables, the singular locus of CX lies in
V(F1, . . . , Fn�2, Fn�1) with the base locus of ⇤n. Similarly, applying the same argu-
ment to V(F1, . . . , Fn�2, Fn) and ⇤n�1, we deduce that the singular locus lies in the
intersection of V(F1, . . . , Fn�2, Fn) with the base locus of ⇤n�1. This implies that for
generic payo↵ tables, the singular locus of CX lies in the intersection of the base loci
of ⇤n�1 and ⇤n. This intersection is

�
P1
�n�2 ⇥ {q1, q2, q3, q4, q5},

where q1, . . . , q5 are [1 : 0 : 0 : 0], [0 : 1 : 0 : 0], [0 : 0 : 1 : 0], [0 : 0 : 0 : 1], [1 : �1 : �1 : 1]
respectively. In the next theorem, we deduce the smoothness from studying locally the
smoothness at the points of this intersection.

Theorem 3.2.23. For generic payo↵ tables, the Nash CI curve CX is smooth and
irreducible.

Proof. By Lemma 3.2.15, CX is connected. Therefore, it is enough to prove the smooth-
ness of CX in order to conclude the irreducibility. For i 2 [5], let Si be the intersection
of CX with (P1)n�2 ⇥ {qi}. By Bertini’s theorem, the singular locus of CX lies in the
intersection of CX with S1[ · · ·[S5. The strategy we follow is to apply locally the Ja-
cobian Criterion on the points of this intersection. The reasoning is similar to the proof
of Proposition 3.2.22. We analyze the smoothness at the points in S1 (similarly for
S2, . . . , S5). First, one can check using Bertini’s Theorem that S1 is smooth. For x 2 S1,

the Jacobian matrix of F1 . . . , Fn with respect to �(1)
1 , �(1)

2 , . . . , �(n�2)
1 , �(n�2)

2 , ⌧12, ⌧21, ⌧22
at x is of the form

JCX (x) :=

F1 · · · Fn�2 Fn�1 Fn0

BBBBBBBBB@

1

CCCCCCCCCA

...
A(x) 0@

@�
(i)
ji
...
@

@⌧12

C(x) D(x)@

@⌧21
@

@⌧22

.

Then, for x 2 S1, the matrix A(x) coincide with the Jacobian of S1 at x. Thus, we
conclude that x 2 S1 is a singular point of CX if and only if the rank of D(x) is not
maximal. A similar argument as in Proposition 3.2.22 shows that the intersection of
S1 with the variety defined by the 2⇥ 2 minors of D(x) is empty. Hence, we conclude
that CX is smooth at S1.
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Remark 3.2.24. By [105, Remark 3.3], the maximum number of totally mixed Nash
equilibria for a generic n-player game with binary choices is not zero. It is in particular
the number of derangements of the set [n] [119, Corollary 6.9]. Let X be a generic game
for which there exists a totally mixed Nash equilibrium. Since the Nash CI curve CX

is smooth and contains totally mixed Nash equilibria of X, the real points of CX are
Zariski dense (e.g. [115, Theorem 5.1]). As a consequence of Theorem 3.2.23, we
deduce that for such a game, the set of totally mixed Spohn CI equilibria of the Nash
CI is a smooth manifold of dimension 1.

3.3 Dimension of Spohn CI varieties

Theorem 3.2.9 shows that Conjecture 3.1.29 holds for one edge graphical models. In this
section, we generalize this result proving Conjecture 3.1.29 for any undirected graphical
model. In the case of one edge graphs, the independence variety is a Segre variety. The
parametrization of this Segre variety played a fundamental role in the computation of
the dimension of this Spohn CI variety. For general graphs, our strategy is to use the
monomial map (3.4).

Let G = ([n], E) be an undirected graph with n vertices, and let D be the set of the
maximal cliques of G. Recall that the monomial map (3.4)

� : T :=
Y

C2D

TC �! MC,

in Proposition 3.1.9 given by
pj1···jn =

Y

C2D

�(C)
jC

. (3.33)

The torus TC is defined in (3.2) and its coordinates are �(C)
jC

, where

jC = (ji)i2[C] 2 [2]|c|.

We want to evaluate the determinants of the matrices M1, . . . ,Mn in (3.13) by (3.33).
This is the same strategy used in Section 3.2.1 for computing the equations of the Nash
CI curve. As in the Nash CI curve case, we distinguish two cases depending on whether
the graph has isolated vertices or not. For i 2 [n], we denote the set of maximal cliques
of G containing the vertex i by Di, and we consider the set

[Di] :=

 
[

C2Di

[C]

!
\ {i}.

In other words, [Di] is the set of vertices of G distinct than i that are contained in
a clique in Di. The cardinal of [Di] is denoted by ci. Note that if i is an isolated
vertex, [Di] is empty. Now, for j = (jk)k2[Di] 2 [2]ci and a 2 [2], we consider the index
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j(a) = (jk)k2[Di][{i} 2 [2]ci+1 where ji = a. Given such index and a clique C 2 Di, we
also consider the index jC(a) = (jk)k2[C] 2 [2]|C|. Using this notation, we define the
monomial

S(i)
j,a

:=
Y

C2Di

�(C)
jC(a)

for a 2 [2] and j = (jk)k2[Di] 2 [2]ci . Then, the evaluation of the determinant of Mi at
(3.33) is the determinant of the matrix

0

BBBB@

X

j2[2]n�1

S(i)
j,1

Y

C 62Di

�(C)
jC

X

j2[2]n�1

X(i)
j1···1···jnS

(i)
j,1

Y

C 62Di

�(C)
jC

X

j2[2]n�1

S(i)
j,2

Y

C 62Di

�(C)
jC

X

j2[2]n�1

X(i)
j1···2···jnS

(i)
j,2

Y

C 62Di

�(C)
jC

1

CCCCA
. (3.34)

From the first column of (3.34), we deduce that the determinant of (3.34) is the product
of X

j2[2]n�ci�1

Y

C 62Di

�(C)
jC

(3.35)

and the polynomial

det

0

BBBB@

X

j2[2]ci
S(i)

j,1

X

j2[2]n�1

X(i)
j1···1···jnS

(i)
j,1

Y

C 62Di

�(C)
jC

X

j2[2]ci
S(i)

j,2

X

j2[2]n�1

X(i)
j1···2···jnS

(i)
j,2

Y

C 62Di

�(C)
jC

1

CCCCA
(3.36)

If i is not an isolated vertex of G, we define the polynomial Fi as the determinant
(3.36). Assume now that i is an isolated vertex of the graph. By abuse of notation, we
also denote the maximal clique defined by this isolated vertex by i. In this case, the
determinant (3.36) is

det

0

BBBB@

�(i)
1

X

j2[2]n�1

X(i)
j1···1···jn�

(i)
1

Y

C2D\{i}

�(C)
jC

�(i)
2

X

j2[2]n�1

X(i)
j1···2···jn�

(i)
2

Y

C2D\{i}

�(C)
jC

1

CCCCA
.

We obtain that the above determinant is the product of �(i)
1 �

(2)
2 and the determinant

det

0

BBBB@

1
X

j2[2]n�1

X(i)
j1···1···jn

Y

C2D\{i}

�(C)
jC

1
X

j2[2]n�1

X(i)
j1···2···jn

Y

C2D\{i}

�(C)
jC

1

CCCCA
. (3.37)
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For an isolated vertex i of the graph, we define the polynomial Fi as the determinant
(3.37). We denote the variety defined by F1, . . . , Fn in T by YX . By construction YX

is contained in ��1(MC \ VX).

Lemma 3.3.1. For any X, ��1(VX,C) is contained in YX .

Proof. We proceed as in Lemma 3.2.4. Note that to construct the polynomials
F1, . . . , Fn we have removed some factors of the determinant (3.34). The image via
� of the varieties defined by each of these factors are contained in some of the hyper-
planes {pj1j2···jn = 0} and {p++···+ = 0}. For instance, assume that the factor (3.35)
vanishes. By (3.33) we get that

p+···+1+···+ =

0

@
X

j2[2]n�ci�1

Y

C 62Di

�(C)
jC

1

A

0

@
X

j2[2]ci

Y

C2Di

�(C)
jC(1)

1

A = 0.

Therefore, YX is obtained by removing some components from ��1(MC\VX) contained
the preimage via � of the hyperplanes {pj1j2···jn = 0} and {p++···+ = 0}. We deduce
that the preimage of the Spohn CI variety VX,C through � is contained in YX .

Our strategy is to analyse the dimension of YX to compute the dimension of VX,C. To
do so, we analyse the base loci of the linear systems defined by F1, . . . , Fn.

Note that Fi is a multihomogeneous polynomial in the coordinates of T. Its multidegree
depends on whether i is an isolated vertex or not. Assume that i 2 [n] is an isolated
vertex. Then, for C 2 D, the degree of Fi in the coordinates of TC is 0 if C = i and 1
otherwise. In other words, the multidegree of Fi is given by the integer vector

X

C2D\{i}

eC .

Assume now that i is not an isolated vertex. The multidegree of Fi is given by the
integer vector X

C 62D

eC +
X

C2D

2eC .

We denote the space of multihomogeneous polynomials in the coordinates of T, of the
same multidegree as Fi, by Vi. In particular, Fi is contained in Vi for any game X. For
i 2 [n] we consider the linear map

R2n �! Vi

X(i) 7�! Fi.

We denote the image of this map by ⇤i. We use Bertini’s Theorem (see [67, Theorem
8.18]) to compute the dimension of YX . To apply this strategy, we analyse the base
locus of ⇤i. First, if i is an isolated vertex, Fi looks like the polynomials (3.11).
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Similarly to the universality of divisors in the Nash case, one can check that ⇤i = Vi

for isolated vertices. Now, assume that i is not an isolated vertex. Then, Fi can be
written as a linear combination of polynomials that are the product of a determinant
of the form

det

0

BBBB@

X

j2[2]ci
S(i)

j,1

X

j2[2]ci
Y (i)
j(1)S

(i)
j,1

X

j2[2]ci
S(i)

j,2

X

j2[2]ci
Y (i)
j(2)S

(i)
j,2

1

CCCCA
, (3.38)

for some Y (i)
j(1), Y

(i)
j(2) 2 C, and a multihomogeneous polynomial L of multidegree

X

C 62Di

eC . (3.39)

Moreover, for any polynomial that is the product of L and (3.38), there exists a game X
such that Fi equals this product. We denote the vector space of all multihomogeneous
polynomials of the form (3.38) by Wi. Then, ⇤i is the tensor product of Wi and the
complete linear system of multihomogeneous polynomials with multidegree (3.39). In
particular, ⇤i and Wi have the same base locus.

Lemma 3.3.2. For i 2 [n] not being an isolated vertex, the linear system Wi is gener-
ated by the polynomials

1. For a 2 [2]ci, S(i)
a,1

0

@
X

j2[2]ci
S(i)

j,2

1

A.

2. For a 2 [2]ci, S(i)
a,2

0

@
X

j2[2]ci
S(i)

j,1

1

A.

3. S(i)
,1S

(i)
,2 �

X

j,k2[2]ci\{ }

S(i)
j,1S

(i)
k,2, where = (1, . . . , 1) 2 [2]ci.

Proof. We write the determinant (3.38) as

X

j,k2[2]ci
A(i)

j,k
S(i)

k,1S
(i)
j,2, (3.40)

where
A(i)

j,k
= Y (i)

j(2) � Y (i)
k(1).

Note that for j, k 2 [2]ci , we have that

A(i)
j,k
�A(i)

j,
�A(i)

,k
+A(i)

,
= Y (i)

j(2)� Y (i)
k(1)� Y (i)

j(2) + Y (i)
(1)� Y (i)

(2) + Y (i)
k(1) + Y (i)

(2)� Y (i)
(1) = 0,
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and we deduce that

A(i)
j,k

= A(i)
j,

+ A(i)
,k
� A(i)

,
for j, k 6= .

Therefore, we can write the polynomial (3.40) as

X

j2[2]ci
A(i)

j,
S(i)

,1S
(i)
j,2 +

X

j2[2]ci\{ }

A(i)
,j
S(i)

j,1S
(i)
,2 +

X

j,k2[2]ci\{ }

(A(i)
j,

+ A(i)
,k
� A(i)

,
)S(i)

k,1S
(i)
j,2.

The proof follows by fixing in the above expression all the coe�cients A(i)
j,
, A(i)

,j
except

one to be zero.

Once we have computed the generators of Wi, we deal with the computation of their
base loci.

Lemma 3.3.3. For i 2 [n] not being an isolated vertex, the base locus of Wi is

V(G1, G2) [ V(S(i)
a,1 : a 2 [2]ci) [ V(S(i)

a,2 : a 2 [2]ci) (3.41)

where
G1 =

X

j2[2]ci
S(i)

j,2 and G2 =
X

j2[2]ci
S(i)

j,1

Proof. Let Z1, Z2, Z3 be the three varieties in the union (3.41) respectively, and let Z
be the variety defined by the ideal generated by all the polynomials listed in Lemma
3.3.2. We have to show that Z1 [ Z2 [ Z3 = Z. First, note that the first row of the
matrix in (3.38) vanishes at Z2. In particular, the determinant (3.38) vanishes at Z2,
and hence, Z2 is contained in Z. Similarly, Z3 is contained in Z. Now, the first column
of the matrix (3.38) vanishes at Z1. Therefore Z1 is also contained in Z.

Next, we assume that p is a point in Z not contained in Z1. Then, either G1(p) 6= 0 or
G2(p) 6= 0. Assume that G1(p) does not vanish. Note that the first type of polynomials

in Lemma 3.3.2 are of the form S(i)
a,1G1 for a 2 [2]ci . Since G1(p) 6= 0, we deduce that

S(i)
a,1 vanishes at p for a 2 [2]ci . Therefore, p is contained in Z2. Similarly, if G2(p) 6= 0,

then p 2 Z3. We conclude that Z = Z1 [ Z2 [ Z3.

Lemma 3.3.3 allows us to prove Conjecture 3.1.29.

Theorem 3.3.4. Conjecture 3.1.29 holds for any undirected graphical model.

Proof. Let VX,C be the Spohn CI variety of a generic game X and let eVX,C be the

preimage of VX,C through the monomial map � in (3.33). By Lemma 3.3.1, eVX,C is
contained in YX . Let BX be the intersection of YX and the union of the base loci of
⇤1, . . . ,⇤n, and let eYX be the Zariski closure of YX \ BX in T. Recall that the base
locus of ⇤i is either empty if i is an isolated vertex, or it is given by Lemma 3.3.3.
By Bertini’s Theorem (see [67, Theorem 8.18]), we get that YX \ BX and eYX have
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codimension n in T for a generic game X. Now, note that for i 2 [n], the image of the
base locus of ⇤i via � is contained in the union of the hyperplanes {pj1j2···jn = 0} and

{p++···+ = 0}. This implies that eVX,C is contained in eYX , and we deduce that

n = codimTỸ  codimTeVX,C.

Now, the proof follows from the fact that codimTeVX,C  codimMCVX,C and that
codimMCVX,C  n.

We deduce the following result as a consequence of Proposition 3.1.12 and Theo-
rem 3.3.4.

Corollary 3.3.5. Let G = ([n], E) be an undirected graphical model and C = global(G).
Then, for generic payo↵ tables, the dimension of the Spohn CI variety VX,C is the
number of positive dimensional faces of the associated simplicial complex of the cliques.
In other words, for generic payo↵ tables, the dimension of VX,C is the number of cliques
of G with at least two vertices.

Figure 3.5: The poset structure of the set of subgraphs of the complete graph on 3
vertices with respect to the inclusion.

Example 3.3.6. For generic payo↵ tables, if G = ([n], E) is a line graph or a cycle
(see Figure 3.1), the dimension of the Spohn CI variety is determined by counting
the number of edges. This is because the clique complex consists exclusively of one-
dimensional simplices. On the other hand in the case of the decomposable graph from
Figure 3.2, the Spohn CI variety is 31� 7 = 24 dimensional.

Next, we explore how Spohn CI varieties of di↵erent undirected graphs are related. Let

G = ([n], E(G)) and G0 = ([n], E(G0))

be two undirected graphs. We say that G is a subgraph of G0, denoted by G ✓ G0, if
E(G) ✓ E(G0).
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Lemma 3.3.7. Let G ✓ G0 and let VX,C and V 0
X,C be the Spohn CI variety of G and

G0 respectively. Then, VX,C is a subvariety of V 0
X,C. The analogous inclusion holds for

the corresponding sets of totally mixed CI equilibria.

Proof. Let G ✓ G0, then, we have that global(G0) is contained in global(G). This
implies that Iglobal(G0) ✓ Iglobal(G), and hence, Mglobal(G) is a subvariety of Mglobal(G0).
In particular, we deduce that the Spohn CI variety, corresponding to G, is contained
in the Spohn CI variety corresponding to G0.

Let G be the complete graph with n vertices. The inclusion of graphs gives to the set of
subgraphs of G, with n vertices, a structure of poset. By Lemma 3.3.7, we get a poset
structure on the set of Spohn CI varieties (similarly with totally mixed CI equilibria).
In this poset the initial and terminal objects are the set of totally mixed Nash equilibria
and the set of totally mixed dependency equilibria. In other words, the set of totally
mixed CI equilibria always contains the set of totally mixed Nash equilibria and it is
always contained in the set of totally mixed dependency equilibria.

Example 3.3.8. For n = 3 we have 8 subgraphs of the complete graph on 3 vertices:
one with no edges, 3 with one edge, 3 with two edges, and the complete graph. The poset
structure of the set, formed by these 8 graphs, is shown in Figure 3.5. In particular,
we get a similar picture for the corresponding independence varieties and Spohn CI
varieties. A Macaulay2 computation shows that the dimension of the independence
varieties for a graph with 0, 1, 2 or 3 edges is 3, 4, 5 and 7 respectively. Therefore,
by Theorem 3.3.4, the dimension of the corresponding Spohn CI varieties are 0, 1, 2,
and 4 respectively. This shows that, in the poset of Spohn CI varieties, there might be
dimensional gaps.

3.4 Nash CI varieties

The goal of this section is to analyze the algebro-geometric properties of the Spohn CI
variety of undirected graphical models whose connected components are all cliques. An
example of such graphs is one edge undirected graphs, where the connected components
are isolated vertex (which are complete) or the complete graph of two vertices. In this
section, we generalize some of the results of Section 3.2 to this type of Spohn CI
varieties.

Let (s1, . . . , sk) be a partition of the set [n] with ; 6= si ✓ [n] and |si| = ni. In other
words, [n] is the disjoint union of s1, . . . , sk and n1 + · · · + nk = n. Given such a
partition, we consider the complete graphs

G1, . . . , Gk

on the set of vertices s1, . . . , sk, respectively. Note that up to the labeling of the vertices,
the integers n1, . . . , nk carry all the information of the partition. Thus, throughout



176 CHAPTER 3. ALGEBRAIC GAME THEORY

the section, we denote the partition as n := (n1, . . . , nk) where 1  n1  · · · 
nk  n. From a game theoretic point of view, this modeling can be seen as players
forming k groups, where each group’s members act dependently within the group but
independently from all other players. We define the graph

Gn := G1 t · · · tGk

and denote the discrete conditional independence variety of Gn by Mn. We first com-
pute the independence variety Mn. In the following proposition, we see how connected
components of any undirected graphical model G = ([n], E) get translated to products
in the (not necessarily the positive part) discrete conditional independence variety.

Proposition 3.4.1. Let G = ([n], E) be an undirected graphical model with k connected
components Gi. Then

Mglobal(G) = Mglobal(G1) ⇥ · · ·⇥Mglobal(Gk).

Proof. For simplicity, we will assume that G has two connected components, G1 =
([n1], E1) and G2 = ([n2], E2). Then, we have that [n1] ?? [n2] | ; 2 global(G). By
Proposition 3.1.1, the corresponding independence ideal equals the ideal defining the
Segre variety Pdi1 ··· din1

�1 ⇥ Pdj1 ··· djn2
�1. In particular,

Mglobal(G) ✓ Pdi1 ··· din1
�1 ⇥ Pdj1 ··· djn2

�1.

Consider the following parametrization of the Segre variety

pi1···in1j1···jn2
= �(1)

i1···in1
�(2)
j1···jn2

. (3.42)

If XA ?? XB | XC 2 global(G1), then XA ?? XB | XC t [n2] 2 global(G). In particular,
evaluating the Segre parametrization (3.42) in the independence ideal of the latter CI
statement we deduce that

Mglobal(G) ✓Mglobal(G1) ⇥ Pdj1 ··· djn2
�1.

Similarly, we get that

Mglobal(G) ✓ Pdi1 ··· din1
�1 ⇥Mglobal(G2)

and, hence,

Mglobal(G) ✓Mglobal(G1) ⇥Mglobal(G2).

On the other hand, every CI statement in global(G) is of the form

XA1tB1 ?? XA2tB2 |XA3tB3 ,
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where XA1 ?? XA2 |XA3 and XB1 ?? XB2 |XB3 are in global(G1) and global(G2), respec-
tively. By axioms C1 and C2 and the definition of separation on undirected graphical
models [85, page 29], it is enough to consider CI statements where

G

i2[3]

Ai t
G

j2[3]

Bi = [n].

By Proposition 3.1.1, the quadrics generating the corresponding independence ideal of
XA1tB1 ?? XA2tB2 |XA3tB3 are of the form

pabc↵�� · pa0b0c↵0�0� � pa0bc↵0�� · pab0c↵�0� (3.43)

for a, a0 2 RA1 , b, b
0 2 RA2 , c 2 RA3 , ↵,↵

0 2 RB1 , �, �
0 2 RB2 , and � 2 RB3 . We claim

that such quadric lies inside the ideal of MC1 ⇥MC2 . Indeed, the quadrics

q1 = �(1)
abc
�(1)
a0b0c � �

(1)
a0bc�

(1)
ab0c, q2 = �(2)

↵��
�(2)
↵0�0� � �

(2)
↵0���

(2)
↵�0�.

lie in the ideal of MC1 ⇥MC2 . Then, the expression

�(2)
↵��

�(2)
↵0�0�q1 + �(1)

a0bc�
(1)
ab0cq2

coincides with the evaluation of the Segre parametrization (3.42) in the quadric (3.43).
Hence, we conclude that MC = MC1 ⇥MC2 .

Proposition 3.4.1 allows to compute the discrete conditional independence variety Mn

of the graphical model Gn with binary choices for a partition n of the set [n]. Alterna-
tively, since Gn is decomposable, by Proposition 3.1.9 and [54, Theorem 4.2] one can
conclude the following corollary.

Corollary 3.4.2. Let n = (n1, . . . , nk) be a partition of the set [n], and let Gn be a
binary undirected graphical model whose connected components are G1, . . . , Gk, where
each Gi is a complete graph on ni vertices. Then,

Mn = P2n1�1 ⇥ · · ·⇥ P2nk�1

is the Segre variety.

Example 3.4.3. Consider the partition ({1, 2}, {3, 4}) of the set [4], i.e. n = (2, 2).
The corresponding graph G4 is the graph appearing in Figure 3.7 which is the disjoint
union of two cliques on 2 vertices. The corresponding independence variety is Mn =
P3 ⇥ P3 ⇢ P15.

Definition 3.4.4. We define the n–Nash conditional independence (CI) variety, denoted
by NX,n, as the Spohn CI variety of Gn. We define the set of totally mixed n–Nash
conditional independence (CI) equilibria as the intersection of

NX,n \ (�1 ⇥ · · ·⇥�k) ,

where �i is the open simplex of the corresponding factor of the Segre variety Mn.
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In other words, the set of totally mixed n–Nash CI equilibria is the set of totally mixed
CI equilibria for the independence variety Mn.

Example 3.4.5. Certain totally mixed n-Nash CI equilibria have already appeared in
this chapter.

• For n = (1, . . . , 1), the ideal of the variety NX,n is generated by the polynomials
(3.11). By Theorem 3.1.18, the intersection of NX,n with the open simplex is
the set of totally mixed Nash equilibria. Hence, the set of totally mixed Nash
equilibria and the set of totally mixed Nash CI equilibria coincide.

• For n = (1, . . . , 1, 2), NX,n is the Nash CI curve.

• For n = (n), NX,n is the Spohn variety and the set of totally mixed Nash CI
equilibria is the set of totally mixed dependency equilibria.

As a consequence of Theorem 3.3.4 and Corollary 3.4.2, we deduce the following result.

Proposition 3.4.6. Let n = (n1, . . . , nk) a partition of [n]. Then, for generic payo↵
tables, the dimension of NX,n is

dimNX,n = dimMn � n = 2n1 + · · ·+ 2nk � k � n.

Note that Theorem 3.2.9 agrees with Proposition 3.4.6 for the case of Nash CI curves.

3.4.1 Equations and Properties of Nash CI varieties

We now compute the equations of a generic Nash CI variety. From this computation,
we will deduce that generic Nash CI varieties are complete intersections in Segre vari-
eties. This allows to determine some properties Nash CI varieties such as their degree.
We follow the same strategy as in Section 3.2.1. We evaluate the equations of the
Spohn variety at the parametrization of the Segre variety and we remove the factors
that lead to components in the hyperplanes we are saturating by. We carried out this
computation in Section 3.3 in a more general setting. There, we computed the poly-
nomials F1, . . . , Fn and we considered the variety YX defined by them. The restriction
of these polynomials to our particular case provides the equations of NX .

Given a partition n = (n1, . . . , nk) of [n], we label the n players of the game by

(1, 1), . . . , (1, n1), . . . , (k, 1), . . . , (k, nk).

We denote the payo↵ tables of the game by

X(1,1), . . . , X(1,n1), . . . , X(k,1), . . . , X(k,nk).

By Proposition 3.1.9, the parametrization of Mn is given by the Segre embedding

pj11···j1n1 ···jk1···jknk
:= �(1)

j11···j1n1
· · · �(k)

jk1···jknk
(3.44)
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where jili 2 [2] for i 2 [k] and li 2 [ni]. Here �(i)
ji1···jini

are the coordinates of the

i–th factor of Mn. Now, let (i, li) be a player such that ni � 2. In other words, the
corresponding vertex is not isolated. Then, the polynomial F(i,li) computed in Section
3.3 is the determinant

det

0

BBBBB@

X

ji1···cjili ···jini

�(i)
ji1···1···jini

X

j11···cjili ···jknk

X(i,li)
j11···1···jknk

�(1)
j11···j1n1

· · · �(i)
ji1···1···jini

· · · �(k)
jk1···jknk

X

ji1···cjili ···jini

�(i)
ji1···2···jini

X

j11···cjili ···jknk

X(i,li)
j11···2···jknk

�(1)
j11···j1n1

· · · �(i)
ji1···2···jini

· · · �(k)
jk1···jknk

1

CCCCCA
. (3.45)

Now, assume that ni = 1, i.e. the player (i, li) = (i, 1) corresponds to an isolated vertex
of the graph. In this case, we have that

F(i,1) =
X

j11···cji1···jknk

⇣
X(i,1)

j11···2···jknk
�X(i,1)

j11···1···jknk

⌘
�(1)
j11···j1n1

· · ·d�(i)
ji1

· · · �(k)
jk1···jknk

. (3.46)

As in Lemma 3.3.2, we get that

NX,n ✓ V(F(1,1), . . . , F(k,nk)) ✓Mn. (3.47)

where F(i,li) is as in (3.45) if ni � 2 or as in (3.46) if ni = 1. Note that for n =
(1, . . . , 1, 2), the polynomials F(1,1), . . . , F(k,nk) coincide with the polynomials defining
the variety CX in Definition 3.2.3. We want to show that for generic payo↵ tables we
get an equality in (3.47). To do so, we analyse the linear systems of Mn defined by
these polynomials.

Let D(i,ji) be the divisor in Mn defined by the polynomial V(F(i,ji)). The divisor D(i,ji)

lies in the linear system defined by the line bundle

O(1, . . . , 1, (1� �1,ni)2
(i)

, 1, . . . , 1)) (3.48)

of Mn, where �i,j is 1 if i = j, and 0 if i 6= j. In other words,

O(1, . . . , 1, (1� �1,ni)2
(i)

, 1, . . . , 1)) =

8
><

>:

O(1, . . . , 1, 0
(i)
, 1, . . . , 1)) if ni = 1,

O(1, . . . , 1, 2
(i)
, 1, . . . , 1)) if ni > 1.

Now, we consider the map that sends a payo↵ table X(i,ji) to the divisor D(i,ji). More
precisely, for (i, ji), we consider the map

�(i,ji) : R2n �! H0(Mn,O(1, . . . , 1, (1� �1,n1)2
(i)

, 1, . . . , 1))

X(i,ji) 7�! F(i,ji)

. (3.49)
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We denote the image of �i,ji by ⇤(i,ji). In Section 3.3 we studied these linear systems.
In particular, in Lemma 3.3.2 the generators of ⇤(i,ji) were computed. The next result
is the translation of Lemma 3.3.2 to the setting of Nash CI varieties.

Lemma 3.4.7. For ni = 1, the linear system ⇤(i,1) is complete. For ni � 2, we have
that

⇤(i,li) ' W(i,li) ⌦
O

j 6=i

H0(P2nj�1,O(1)),

where W(i,li) is the linear system of P2ni�1 generated by the polynomials

1. for (j1, . . . , bjli , . . . , jni) 2 [2]ni�1, �(i)
j1···1···jni

0

@
X

m1,...,dmli
,...,mni

�(i)
m1···2···mni

1

A,

2. for (m1, . . . , cmli , . . . ,mni) 2 [2]ni�1, �(i)
m1···2···mni

0

@
X

j1,...,cjli ,...,jni

�(i)
j1···1···jni

1

A,

3. �(i)
1···1···1�

(i)
1···2···1 �

X

(j1 · · ·cjli · · · jni ) 6= (1, . . . , 1)
(m1 · · · dmli · · ·mni ) 6= (1, . . . , 1)

�(i)
j1···1···jni

�(i)
m1···2···mni

.

Using Lemma 3.4.7, we derive the following result

Proposition 3.4.8. For generic payo↵ tables,

NX,n = V(F(1,1), · · · , F(k,nk)).

In particular, for generic payo↵ tables, NX,n is a complete intersection in Mn.

Proof. We consider the variety

X := {(X, p) 2 V n ⇥ P2n�1 : p 2 V(F(1,1), · · · , F(k,nk))}

together with the projection ⇡ : X ! V n. Here, we identify X 2 V n with the game
X = (X(1,1), . . . , X(k,nk)). We denote the fiber of X via ⇡ by XX . Note that ⇡ is
surjective and, for any X, dimXX � dimMn � n. Let H be a hyperplane of P2n�1 of
the form {pj1j2···jn = 0} or {p++···+ = 0}. We consider the variety

⌃H := X \ (V n ⇥H).

For X 2 V n, we denote the intersection of XX with ⌃H by ⌃H,X . Note that for
X 2 V n, ⌃H,X contains the Nash CI variety NX,n. By Theorem 3.3.4, the restriction
of ⇡ to ⌃H is dominant. We want to show that XX equals NX,n for generic X 2 V n.
This is equivalent to show that for any hyperplane H of the form {pj1j2···jn = 0} or
{p++···+ = 0}, we have that ⌃H,X = XX for generic X 2 V n.



3.4. NASH CI VARIETIES 181

If X has no irreducible component in V n⇥H, then ⌃H is dense in X . Hence, ⌃H,X = XX

for generic X. Assume now that X has an irreducible component contained in V n⇥H.
Let X1 be the union of these irreducible components. If the restriction of ⇡ to X1 is
not dominant, then ⌃H,X = XX for generic X. Assume that ⇡|X1 is dominant. Since
⇡|X1 is closed, it is surjective. Assume that there exists X 2 V n such that XX has
dimension dimMn � n and XX has no irreducible component contained in H. Then,
the intersection of XX and X1 has dimension at most dimMn � n � 1. Using that
the dimension of the fibers of ⇡|X1 is upper semicontinuous, we get that the generic
fiber of ⇡|X1 has dimension at most dimMn � n� 1. This is a contradiction since the
dimension of the fibers of ⇡|X1 is at least dimMn � n.

Therefore, it is enough to show that there exists X 2 V n such that XX has dimension
dimMn � n and XX has no irreducible component contained in H. Assume that H
is defined by pm(1,1)···m(k,nk)

= 0 for fixed m(1,1), . . . ,m(k,nk) 2 [2]. By Lemma 3.4.7, we
can choose X such that

F(i,li) = q(i,li)

kY

j 6=i

l(i,li)
j

,

where q(i,li) is an element in the linear system W(i,li) and l(i,li)
j

is a generic element of

the complete linear system H0(P2nj�1,OP2
nj�1(1)). Then, the irreducible components

of XX are defined by n polynomials of the form q(i,li) or l
(i,li)
j

. Since the linear forms

l(i,li)
j

are generic in a complete linear system, by Bertini’s Theorem (see [67, Theorem
8.18]), it is enough to check that the intersection of any number of quadrics of the form
q(i,li) has the expected dimension and none of its irreducible components is contained in
H. This can be checked on each of the factors of the Segre variety Mn. In other words,
given a player i, we need to check that there exist q(i,1) 2 W(i,1), . . . , q(i,ni) 2 W(i,ni)

such that for any subset S ✓ [ni], the variety

V(q(i,l) : l 2 S) ⇢ P2ni�1

is a complete intersection and it has no irreducible component in the hyperplane Hi :=
{�(i)

m(i,1)···m(i,ni)
= 0}. For simplicity, we will assume that S = [ni]. The same arguments

can be apply to any subset of [ni]

For a player (i, l), we fix the index

em(i,l) =

⇢
1 if m(i,l) = 2
2 if m(i,l) = 1

.

By Lemma 3.4.7, we can set the quadric q(i,l) to be the product

q(i,l) = �(i)
em(i,1)···m(i,l)

(l)

···em(i,ni)

0

@
X

a1,...,bal,...,ani

�(i)
a1···em(i,l)

(l)

···ani

1

A (3.50)
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We denote the linear forms in (3.50) by S(i,l) and g(i,l) respectively. Up to labelling
of the players, the irreducible components of V(q(i,1), . . . , q(i,ni)) are linear subspaces of
the form V(S(i,1), . . . ,S(i,j)) \ V(g(i,j+1), . . . , g(i,ni)) for j  ni. First of all, note that
V(S(i,1), . . . ,S(i,j)) has the expected dimension since its the zero locus of j distinct

monomials. Now, for l > j, the monomial �(i)
m(i,1)···em(i,l)···m(i,ni)

appears in g(i,l) and

it does not appear in any of the other linear forms g(i,j+1), . . . , g(i,ni). This implies
that V(g(i,j+1), . . . , g(i,ni)) has also the expected dimension. Moreover, the monomial

�(i)
m(i,1)···em(i,l)···m(i,ni)

does not appear neither in the linear forms S(i,1), . . . ,S(i,j). Thus,

the intersection
V(S(i,1), . . . ,S(i,j)) \ V(g(i,j+1), . . . , g(i,ni))

has the expected dimension. It remains to show that this intersection is not contained
in Hi = {�(i)

m(i,1)···m(i,ni)
= 0}. This follows from the fact that the variable �(i)

m(i,1)···m(i,ni)

does not appear in the linear forms S(i,1), . . . ,S(i,j), g(i,j+1), . . . , g(i,ni). We conclude

that for q(i,l) as in (3.50) and for generic linear forms l(i,l)
j

, dimXX = dimMn � n
and XX has no irreducible components contained in the hyperplane H. Therefore, for
generic X 2 V n, we have that XX = ⌃H,X .

A similar argument shows that the same holds for hyperplanes of the form {p++···+ =
0}. Since there are only a finite number of hyperplanes of this form, we deduce that
for generic X 2 V n, XX has no irreducible component included in these hyperplanes.
We conclude that XX equals the Spohn CI variety VX,C for generic payo↵ tables.

By Proposition 3.4.8, NX,n is the complete intersection of the divisorsD(1,1), . . . , D(k,nk).
Recall that D(i,l) is the divisor defined by F(i,l) and it lies in the linear system given by
the line bundle (3.48). Now we compute the degree of generic Nash CI varieties.

Proposition 3.4.9. For generic payo↵ tables, the degree of NX,n is the coe�cient of
the monomial

x2n1�1
1 · · · x2nk�1

k

in the polynomial

 
kX

i=1

xi

!
X

i

2ni � n� k
kY

�=1

 
kX

i=0

xi + (�1)�1,n�x�

!n�

, (3.51)

where

�i,� =

⇢
0 if i 6= �
1 if i = �

.

Proof. We compute the degree of NX,n using the Chow ring of Mn, which is given by

A•(Mn) ' Z[x1, . . . , xk]/hx2n1

1 , . . . , x2nk

k
i. (3.52)
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The line bundle of the divisor D(�,j�) is

OMn(D(�,j�)) = O(1, . . . , 1, (1� �1,n�
)2

(i)

, 1, . . . , 1)).

Thus, we get that the class of D(�,j�) in A•(Mn) is given by

⇥
D(�,j�)

⇤
=

kX

i=0

xi + (�1)�1,n�x�.

Let H be a generic hyperplane. We deduce that

[D(1,1)] · · · [D(k,nn)][H \Mn]

is equal to the class of the polynomial (3.51) in A•(Mn). Thus, we conclude that the
degree of NX,n is the coe�cient of the monomial x2n1�1

1 · · · x2nk�1
k

of the polynomial
(3.51). We refer to [44, Chapters 1 and 2] for more details on this computation.

Note that Proposition 3.4.9 for Nash CI curves coincides with Proposition 3.2.12. Now
we analyze the connectedness of generic Nash CI varieties.

Proposition 3.4.10. Let n 6= (1, . . . , 1). Then, for generic payo↵ tables, NX,n is
connected.

Proof. It follows similarly as in the proof of Lemma 3.2.15. By Proposition 3.4.8, we
get the following exact sequence (Koszul complex):

0 �! Fn

�n�! Fn�1
�n�1�! · · · �3�! F2

�2�! F1
�1�! OMn

�0�! ONX,n �! 0, (3.53)

where

Fl :=
nM

(i1,j1)<···<(il,jl)

OMn

 
�

kX

l=1

D(il,jl)

!
.

Let Ki be the kernel of �i. Then, the above exact sequence splits into the following n
short exact sequences:

(E0) : 0 �! K0 �! OMn �! ONX,n �! 0

(E1) : 0 �! K1 �! F1 �! K0 �! 0
...

...
(Ei) : 0 �! Ki �! Fi �! Ki�1 �! 0
...

...
(En�1) : 0 �! Kn�1 �! Fn�1 �! Kn�2 �! 0.

In order to check that NX,n is connected, we show that h0(NX,n,ONX,n) = 1. From the
long exact sequence of (E0), this is equivalent to show that h1(Mn, K0) = 0.
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Now, by Künneth formula, we obtain that

H↵(Mn,O(�d1, . . . ,�dk)) = 0

for ↵ 6=
P

i
2ni � k or if some di < 2ni . Since n 6= (1, . . . , 1),

P
i
2ni � k � n + 1 and

the equality only holds for n = (1, . . . , 1, 2). Thus, we conclude that H l(Mn,Fi) = 0
for l  n. From the long exact sequence of (Ei) we deduce that we deduce that

H i(Mn, Ki�1) ' H i+1(Mn, Ki)

for every i 2 [n� 1]. In particular, we get that

H1(Mn, K0) ' Hn(Mn, Kn�1) = Hn(Mn,Fn) = 0.

Nash CI curves were studied in Section 3.2, and they correspond to Nash CI varieties
whose partition is n = (1, . . . , 1, 2). From Proposition 3.4.6, one can check that this is
the only partition n such that NX,n is a curve for generic payo↵ tables. Similarly, we
could ask for which partitions n the dimension formula in Proposition 3.4.6 equals 2.
In other words, when is NX,n generically a surface? It turns out that the only partitions
for which NX,n is generically a surfaces are n = (1, . . . , 1, 2, 2) or n = (2, 2).

Definition 3.4.11. We say that the Nash CI variety NX,n is a Nash CI surface if it
has dimension 2 and n = (1, . . . , 1, 2, 2) or n = (2, 2).

Example 3.4.12. For the partition ({1, 2}, {3, 4}) in Example 3.4.3, we have that for
generic payo↵ tables, the Nash CI variety is a Nash CI surface. In Example 3.4.16
we will illustrate a particular example of a Nash CI surface associated to the partition
({1, 2}, {3, 4}) and we compute the (2, 2)–Nash CI equilibria. On the other hand, in
Example 3.3.8 for generic 3–players games, the Spohn CI variety of a graph with three
vertices and two edges is a surface. However, since the graph is connected but not
complete, it is not a Nash CI surface.

In Section 3.3 we described the poset structure on the set of Spohn CI varieties (and CI
equilibria) of a game. We saw that the next step to the Nash case is the Nash CI curve,
whose associated graph has only one edge. Similarly, Nash CI surface lies in the second
layer of this filtration. The partition n of a Nash CI surface equals (1, . . . , 1, 2, 2) or
n = (2, 2). The only possible subpartitions of these partitions are of the form (1, . . . , 1),
(1, . . . , 1, 2) or (1, . . . , 1, 2, 1, 1) (see Figure 3.7). The first subpartition corresponds to
the Nash case, whereas the last two subpartitions correspond to Nash CI curves. In
particular, any Nash CI surface contains only two Nash CI curves and their intersection
is contained in the set of totally mixed Nash equilibria. In Example 3.4.16 we will
explore this filtration in a particular example for n = (2, 2).
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Figure 3.6: The two only graphs with n vertices and two edges up to labelling.

Remark 3.4.13. Note that the study of Spohn CI varieties associated to one edge
graphical models is completely covered by the Nash CI curve. However, for two edges
graphical models, there are two possible graphs. These graphs are illustrated in Figure
3.6. The first graph of Figure 3.6 is the graph associated to Nash CI surfaces, whereas
the second graph is not associated to a Nash CI variety. By Proposition 3.4.1 and
Example 3.3.8, the associated independence variety of this second graph has dimension
n + 2. By Theorem 3.3.4, the associated Spohn CI variety of this graph is a surface
(which is not a Nash CI surface) for generic payo↵ tables. Moreover, the graphs in
Figure 3.6 are the only graphs for which a generic Spohn CI variety is a surface.

The canonical bundle encodes important properties of an algebraic variety. We now
determine the canonical bundle of generic Nash CI varieties. From Proposition 3.4.8,
we deduce that NX,n is Gorenstein. Thus, we can use the adjunction formula (see [44,
Chapter 1.4.2]) to compute the canonical bundle of NX,n.

Lemma 3.4.14. For generic payo↵ tables, we have that

!NX,n = ◆⇤O (n+ n1(1� 2�1,n1)� 2n1 , . . . , n+ nk(1� 2�1,nk
)� 2nk) ,

where ◆ is the inclusion of NX,n in Mn. In particular, if n + ni(1 � 2�1,ni) � 2ni > 0
for every i 2 [k], then !NX,n is ample.

Proof. Using the adjunction formula we have that

!NX,n = ◆⇤ (!Mn ⌦O (2(1� �1,n1), 1, . . . , 1)⌦ · · ·⌦O (1, . . . , 1, 2(1� �1,nk
))) =

◆⇤ (!Mn ⌦O (n+ n1(1� 2�1,n1), . . . , n+ nk(1� 2�1,nk
))) .

Now, the result follows from the fact that !Mn = O (�2n1 , . . . ,�2nk).

For smooth algebraic surfaces, one important invariant is the Kodaira dimension, which
plays a fundamental role in the classification of smooth algebraic surfaces. For instance,
a smooth surface X is rational or ruled if and only of its Kodaira dimension is �1 (see
[67, Theorem 6.1]). We now use Lemma 3.4.14 to compute the Kodaira dimension
for smooth Nash CI surfaces. The value of the Kodaira dimension of a surface is one
of the integers �1, 0, 1 or 2. We say that a smooth surface is of general type if its
Kodaira dimension equals 2. We refer to [67, Section V.6] for further details on Kodaira
dimensions.

Corollary 3.4.15. The canonical bundle of Nash CI surfaces is ample. In particular,
any smooth Nash CI surface has Kodaira dimension 2 and is of general type.
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Proof. In order to prove that a Nash CI surface is of general type, we need to check
that the Kodaira dimension is 2. Thus, it is enough to show that the canonical bundle
is ample. In the case of a Nash CI surface, we have that (n1, . . . , nk) = (1, . . . , 1, 2, 2)
or (n1, n2) = (2, 2) where n � 4. From Lemma 3.4.14, we deduce that

!NX,n = ◆⇤O (n� 3, . . . , n� 3, n� 2, n� 2) or !NX,n = ◆⇤O (1, 1) ,

which are ample.

Note that Corollary 3.4.15 refers to smooth Nash CI surfaces. In Example 3.4.16 we
will present a particular Nash CI surface that is not smooth nor irreducible. However,
we expect this behavior to be a special case and not a generic situation. In Section
3.2.3, the smoothness and irreducibility of a generic Nash CI curve is derived. In the
case of surfaces, we conjecture that a generic Nash CI surface is smooth and irreducible.
This question is a more challenging problem than in the curve situation and it remains
open. At the end of this section we investigate in more detail the smoothness of Nash
CI varieties using Bertini’s Theorem (see [67, Theorem 8.18]).

We now focus on a concrete example of a Nash CI surface corresponding to the partition
n = (2, 2). The aim of this example is to show a complete description of a Nash CI
surface and its CI equilibria from the perspective of both algebraic geometry and game
theory. We compute the algebro-geometric properties of the Nash CI surface and the
two Nash CI curves that it contains. We determine the Nash CI equilibria of the
Nash CI surface and the Nash CI curve and we compute the set of totally mixed Nash
equilibria. We compute the payo↵ regions associated to each of these equilibrium sets.
We conclude that the Nash CI curves and the Nash CI surfaces provide better expected
payo↵s than the classical totally mixed Nash equilibria.

Example 3.4.16. In the following, we construct a (2⇥ 2⇥ 2⇥ 2)-game X to present
the detailed computations of Nash CI equilibria. The study of the CI payo↵ region of
this game shows that there are totally mixed Nash CI equilibria that give better expected
payo↵s than the totally mixed Nash equilibria. We set the payo↵ tables whose nonzero
entries are as follows:

X(1)
1111 = X(2)

1112 = X(3)
1111 = X(4)

1211 = 1, X(2)
1121 = X(4)

2111 = �10, X(2)
2221 = X(4)

2122 = �16,

X(1)
2111 = X(2)

1212 = X(3)
1121 = X(4)

1212 = 3, X(2)
1221 = X(4)

2112 = �14, X(2)
2121 = X(4)

2121 = �12,

X(1)
1211 = X(2)

2112 = X(3)
1112 = X(4)

1221 = X(1)
2122 = X(3)

2221 = 2,

X(1)
2211 = X(2)

2212 = X(3)
1122 = X(4)

1222 = X(2)
1222 = X(4)

2212 = 4.

.

Let Gi be an undirected graphical model from Figure 3.7 and Ci = global(Gi) for i 2 [4].
We denote the Nash CI variety of the graph Gi by NX,Gi. The graphical model G4 is the
disjoint union of two cliques and thus the independence variety MC4 is the Segre variety
P3 ⇥ P3. The Nash CI variety NX,G4 is a subvariety of P15 lying in the intersection of
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MC4 and the Spohn variety VX . Let �(1)
ij

and �(2)
ij

be the coordinates of the first and
second P3 factor of MC4. As a subvariety of MC4, the Nash CI variety NX,G4 is defined
by the following four polynomials that are products of a linear form li and a quadratic
form qi for i 2 [4]:

l1q1 := (�(2)
11 � 2�(2)

22 )(2�
(1)
11 �

(1)
21 + �(1)

21 �
(1)
12 + 3�(1)

11 �
(1)
22 + 2�(1)

12 �
(1)
22 ),

l2q2 := (�(2)
21 � 2�(2)

12 )(2�
(1)
11 �

(1)
12 + �(1)

21 �
(1)
12 + 3�(1)

11 �
(1)
22 + 2�(1)

21 �
(1)
22 ),

l3q3 := (�(1)
11 � 2�(1)

22 )(2�
(2)
11 �

(2)
21 + �(2)

21 �
(2)
12 + 3�(2)

11 �
(2)
22 + 2�(2)

12 �
(2)
22 ),

l4q4 := (�(1)
21 � 2�(1)

12 )(2�
(2)
11 �

(2)
12 + �(2)

21 �
(2)
12 + 3�(2)

11 �
(2)
22 + 2�(2)

21 �
(2)
22 ).

(3.54)

These polynomials are computed using Formula (3.45). One can check that NX,G4 is a
Nash CI surface and it is the union of 14 complete intersection surfaces in P3⇥P3. One
of them is the zero locus of the ideal hl1, l2, l3, l4i, which is isomorphic to P1⇥P1. Four of
these surfaces are the zero loci of ideals of the form hli1 , li2 , li3 , qi4i for {i1, i2, i3, i4} = [4]
distinct. Each of these surfaces are isomorphic to the disjoint union of two planes.
Similarly, we get six varieties that are the zero loci of ideals of the form hli1 , li2 , qi3 , qi4i
for {i1, i2, i3, i4} = [4] distinct. The varieties defined by the ideals hl1, l2, q3, q4i and
hq1, q2, l3, l4i are empty, whereas the other 4 ideals define surfaces that are the product
of two smooth conics. We get four surfaces defined by ideals of the form hli1 , qi2 , qi3 , qi4i
for {i1, i2, i3, i4} = [4] distinct. Each of these surfaces is the disjoint union of 4 quadric
surfaces in P3. Finally, the ideal hq1, q2, q3, q4i leads to a surface which is the product
of two degree 4 curves in P3. We conclude that NX,G4 is the union of 14 complete
intersection surfaces but it has 30 irreducible components.

The quadratic surface defined by qi in the corresponding P3 does not intersect the open
simplex ��

3 ⇢ P3 for i 2 [4]. In particular, we deduce that the only component of NX,G4

intersecting � ⇢ P15 is L := V(l1, l2, l3, l4), which is isomorphic to P1⇥P1. Therefore,
the set of totally mixed Nash CI equilibria of G4 is L \ (��

3 ⇥��
3). Equivalently, as a

subset of P15, the set of totally mixed CI equilibria is
8
><

>:
p 2 P15 :

p1111 = 2p1122 = 2p2211 = 4p2222, p1212 = 2p1221 = 2p2112 = 4p2121
p1112 = 2p1121 = 2p2212 = 4p2221, p1211 = 2p2111 = 2p1222 = 4p2122

p2222p2121 = p2221p2122, p2222, p2121, p2221, p2122 > 0

9
>=

>;
.

Note that the set of totally mixed Nash CI equilibria is contained in a 3-dimensional
projective space defined by the 12 linear equations in the previous expression. We iden-
tify this projective space with P3. Let z0, z1, z2, z3 be the coordinates of P3 corresponding
to p2222, p2221, p2122, p2121. We may view L as the Segre surface V(z0z3� z1z2) ⇢ P3 and
the set of totally mixed Nach CI equilibria as the intersection of V(z0z3 � z1z2) with
the open simplex ��

3. In Figure 3.7, we illustrate the poset of subgraphs of G4 and
similarly a poset of inclusions of Spohn CI varieties. The Segre surface1 L contains

1we use in this paragraph the colors appearing in Figure 3.7
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two components of Nash CI curves NX,G2 and NX,G3, and in their intersection lies the
set of totally mixed Nash equilibria. The only components of the Nash CI curves
NX,G2 and NX,G3 intersecting the open simplex are the line L1 = V(z0 � z1, z2 � z3)
and L2 = V(z0� z2, z1� z3). The intersection of L1 and L2 is the unique totally mixed
Nash equilibrium which is the point p = [1, 1, 1, 1]. Note that L is a ruled surface and
through each point q in L there are exactly two lines contained in L passing through
q. In our case, the totally mixed Nash equilibrium is the point p in L and the set of
totally mixed Nash CI equilibria of the graphs G1 and G2 correspond to the two lines
in S passing through p respectively. This is illustrated in Figure 3.7.

G1 G4

G2

G3

8
3

4
3

0 4
3

8
3

Figure 3.7: Poset of subgraphs of the 4 vertex graph G4, their CI equilibria and payo↵
regions.

Now, we compute the CI payo↵ region associated to the Nash CI surface and the two
Nash CI curves. In the coordinates z0, z1, z2, z3, the sum of all the coordinates pi1i2i3i4
equals 1

9(z0+ z1+ z2+ z3). We denote the cone of L in A4 by L̃. Then, we identify the

set of totally mixed Nash CI equilibria L \��
3 with the intersection of L̃ and the open

simplex

�̃� =

⇢
(z0, z1, z2, z3) 2 A4 : z0 + z1 + z2 + z3 =

1

9
and z0, z1, z2, z3 > 0

�
.

In the coordinates z0, z1, z2, z3, the restriction of the payo↵ map to the set of totally
mixed Nash CI equilibria is

⇡X : �̃ \ L̃ �! R4

(z0, z1, z2, z3) 7�!
�
PX(1), PX(2), PX(3), PX(4)

�
,

where the expected payo↵s are

PX(1) = 24(z0 + z2), PX(2) = �24(z1 + z3)
PX(3) = 24(z0 + z1), PX(4) = �24(z2 + z3)

.

Note that

PX(1) + PX(2) = PX(3) � PX(4) =
8

3
.
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Therefore, we can consider the payo↵ map ⇡X as the map from �̃ \ L̃ to R2 sending
(z0, z1, z2, z3) to (PX(1), PX(3)). Restricting the Segre parametrization to �, we obtain
the following parametrization of �̃� \ L̃:

' : R2
>0 �! �̃ \ L̃

(a, b) 7�!
✓

ab

9(a+ 1)(b+ 1)
,

a

9(a+ 1)(b+ 1)
,

b

9(a+ 1)(b+ 1)
,

1

9(a+ 1)(b+ 1)

◆
.

In particular, we get that the composition ⇡X � ' sends a point (a, b) 2 R2
>0 to

8

3

✓
b

b+ 1
,

a

a+ 1

◆
.

Therefore, the CI payo↵ region is the open square
✓
0,

8

3

◆
⇥
✓
0,

8

3

◆

in R2.

Similarly, for the two Nash CI curves, we get that the payo↵ regions are the
open segments ⇢

4

3

�
⇥
✓
0,

4

3

◆
and

✓
0,

4

3

◆
⇥
⇢
4

3

�

respectively as illustrated in Figure 3.7. In these coordinates, the totally mixed Nash
point is ✓

1

36
,
1

36
,
1

36
,
1

36

◆
.

The corresponding expected payo↵ in R2 is the point (43 ,
4
3). In particular, we see that

in the image of Nash CI curves there are totally mixed Nash CI equilibria that give
better expected payo↵s than the totally mixed Nash equilibria. For instance, the points

✓
3

72
,
3

72
,
1

72
,
1

72

◆
and

✓
3

72
,
1

72
,
3

72
,
1

72

◆

lie in the two Nash CI curves respectively and they give better expected payo↵ than the
totally mixed Nash equilibria. Similarly, for any totally mixed Nash CI equilibria on a
Nash CI curve, there exists a totally mixed Nash CI equilibrium in L which gives better
expected payo↵s.

The next property of Nash CI varieties to be studied is the smoothness. We use
Bertini’s Theorem (see [67, Theorem 8.18]) to analyze the singularities of a generic
n–Nash CI variety. To do so, we apply the study of the base locus of the linear systems
⇤(i,l) done in Section 3.3. Recall that linear system ⇤(i,l) is defined as the image of the
map �(i,l) in (3.49). As in Section 3.3, if ni = 1 we get that �(i,1) is surjective and ⇤(i,ji)
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is complete. By Lemma 3.4.7, we deduce that the base locus of ⇤(i,l) is the base locus
of W(i,l). Moreover, by Lemma 3.3.3, if ni � 2, W(i,ji) has a base locus given by

V(G1, G2) [ V(�(i)
j1···1···jni

: j1, . . . , jni 2 [2]) [ V(�(i)
m1···2···mni

: m1, . . . ,mni 2 [2]),

where

G1 :=
X

m1,...,dmli
,...,mni

�(i)
m1···2···mni

and G2 :=
P

j1,...,cjli ,...,jni
�(i)
j1···1···jni

.

Since this base locus is included in the intersection of MC and the hyperplanes
{pj1j2···jn = 0} and {p++···+ = 0}, we derive the following result.

Corollary 3.4.17. For generic payo↵ tables, the Nash CI variety is smooth away from
the hyperplanes {pj11···jknk

= 0} and {p++···+ = 0}. In particular, for generic payo↵
tables the set of totally mixed n–Nash equilibria is a smooth semialgebraic manifold.

Remark 3.4.18. Let X be a generic game for which there exists a totally mixed Nash
equilibrium. Since the Nash CI variety NX,n is smooth in � and contains totally mixed
Nash equilibria of X, the real points of NX,n are Zariski dense (see [115, Theorem 5.1]).
As a consequence of Theorem 3.3.4, we deduce that for such a game, the set of totally
mixed Nash CI equilibria is a smooth manifold of dimension 2n1 + · · ·+ 2nk � k � n.

3.5 Universality theorems

In Section 3.2.3 we introduced the notion of universality of divisors. This notion
was motivated by the Nash equilibria case, i.e. the case of Nash CI varieties for
n = (1, . . . , 1), where this concept of universality holds. In the case of Nash CI curves,
we saw in Section 3.2.3 that the universality of divisors does not hold anymore. From
Lemma 3.3.3 applied to Nash CI varieties, we deduce that the universality of divisors
does not hold for Nash CI varieties with n 6= (1, . . . , 1). In this section we focus on
a di↵erent kind of universality: the a�ne universality. Let X be a set or family of
projective algebraic varieties. We say that X satisfies the a�ne universality if for any
a�ne algebraic variety S, there exists X 2 X such that S is isomorphic to an a�ne
open subset of X. The motivation behind the study of the a�ne universality lies in
the fact that it measures the di�culty of a family of varieties. For instance, if a family
X satisfies the a�ne universality means that the most complicated singularity appears
in one of the varieties of the family. Our goal is to study this notion of universality
for certain families of Nash CI varieties. More precisely, we aim to understand how
complicated the set of Nash CI equilibria can be. For this purpose we will fix the base
field to be R. Nevertheless, most of our results hold for arbitrary fields.

The study of universality results in the game theoretic context was initiated by Datta
in [34]. There, Datta explores the universality for two families: the set of all sets of
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totally mixed Nash equilibria for binary games with arbitrary players, and the set all
sets of totally mixed Nash equilibria for 3–player games with arbitrary strategies. We
focus on the first family. The notion of universality studied in [34] is slightly di↵erent to
our notion of a�ne universality. In [34], the notion of isomorphism used is the notion of
stable isomorphism in the category of semialgebraic sets, whereas in this section we use
the notion of isomorphism of a�ne varieties. In other words, two real a�ne algebraic
varieties are isomorphic if their coordinate rings are isomorphic. In the category of
semialgebraic sets, Datta proves the following universality result:

Theorem 3.5.1. [34, Theorem 1] Any real a�ne algebraic variety is isomorphic, in
the category of semialgebraic sets, to the set of totally mixed Nash equilibria of a game
with binary choices.

We now translate Datta’s universalities results to our notion of isomorphism. Recall
that the Nash CI variety NX,(1,...,1) is given by the polynomials (3.11) in the Segre

variety M(1,...,1) = (P1)n. Let �(i)
1 , �(i)

2 be the coordinates of the i–th factor of M(1,...,1).
We consider the open subset UX,0 of NX,(1,...,1) defined by

�(1)
2 , . . . , �(n)

2 6= 0.

Note that Theorem 3.5.1 is a consequence of [34, Theorem 6]. In the proof of [34,
Theorem 6], given any real algebraic variety S, the author constructs a game X such
that the a�ne open subset UX,0 of NX,(1,...,1) and S have isomorphic coordinate rings.
Therefore, [34, Theorem 1,Theorem 6] can be rephrased as follows using the notion of
isomorphism of algebraic varieties.

Theorem 3.5.2. Let S ⇢ Rm be a real a�ne algebraic variety. Then, there exists an
n-player game with binary choices with payo↵ tables X(1), . . . , X(n) such that UX,0 ' S.

The goal of this section is to derive analogous results to Theorem 3.5.2 for n–Nash
CI varieties whose partition n is of the form (n1, . . . , nk) = (1, . . . , 1, 2, . . . , 2). Given
such partition, we denote by l the number of times that 2 appears in the partition. In
particular, k = n� l and these partitions only depend on the value of l. Moreover, the
independence variety of these partitions is

Mn =
�
P1
�n�2l ⇥

�
P3
�l
.

for 2l  n. We denote the corresponding n–Nash CI variety by YX,l. For instance, YX,0

equals NX,(1,...,1). For generic payo↵ tables, YX,1 is the Nash CI curve, and YX,2 is the
Nash CI surface. Let UX,l ⇢ YX,l be the a�ne open subset defined by

�(1)
2 , . . . , �(n�2l)

2 , �(n�2l+1)
22 , . . . , �(n�l)

22 6= 0.

In this setting, the a�ne universality asks whether any real a�ne algebraic variety is
isomorphic to the a�ne open subset UX,l of NX,n for some game. Theorem 3.5.2 gives
a positive answer to this question for l = 0. However, for l � 1, the a�ne universality
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does not hold anymore. Indeed, YX,l is the intersection of n divisors in a variety of
dimension n + l. Thus, the dimension of YX,l is greater or equal to l. We deduce
that for l � 1, the a�ne universality fails for a�ne real varieties of dimension at most
l�1. We overcome this dimension problem in two di↵erent ways, providing two partial
answer to the a�ne universality for l � 1. First we add artificially extra dimensions
to the given a�ne varieties by taking the product with an a�ne space. In the second
approach, we artificially require the a�ne variety to have dimension at least l.

Lemma 3.5.3. For every n-player game with binary choices with payo↵ tables
X̃(1), . . . , X̃(n), there exists an (n + 2l)-player game with binary choices with payo↵
tables X(1), . . . , X(n+2l) such that

UX,l ' U
X̃,0 ⇥ Rl.

Proof. Let G1, . . . , Gn be the polynomials defining U
X̃,0 in An. We consider an (n+2l)–

player game with payo↵ tables X(1), . . . , X(n+2l). Let ñ be the partition of n+2l where
1 and 2 appear n and l times respectively. Let �(i)

j
for j 2 [2] and i 2 [n] be the coordi-

nates of the n factors ofMñ corresponding to P1, and let �(n+i)
j1,j2

for j1, j2 2 [2] and i 2 [l]
be the coordinates of the P3 factors of Mñ. We denote the n+ 2l equations of YX,l by
F1, . . . , Fn, Fn+1,1, Fn+1,2, . . . , Fn+l,1, Fn+l,2. Similarly, we denote the polynomials defin-
ing the open subset UX,l by F 0

1, . . . , F
0
n
, F 0

n+1,1, F
0
n+1,2, . . . , F

0
n+l,1, F

0
n+l,2. In other words,

F 0
i
is obtained by substituting in Fi the variables �

(1)
2 , . . . , �(n)

2 , �(n+1)
2,2 , . . . , �(n+2l)

2,2 by 1.
For the player (n+ i, 1), we can fix the coe�cients Y (n+i,1) such that the determinant
(3.38) equal

det

 
�(n+i)
11 + �(n+i)

12 0

�(n+i)
21 + �(n+i)

22 �(n+i)
22

!
= �(n+i)

22 (�(n+i)
11 + �(n+i)

12 ).

In particular, for i 2 [l] we can choose the payo↵ table X(n+i,1) such that

Fn+i,1 = �(1)
2 · · · �(n)

2 (�(n+i)
1,1 + �(n+i)

1,2 )
lY

j 6=i

�(n+j)
2,2 .

Similarly, we fix X(n+i,2) such that

Fn+i,2 = �(1)
2 · · · �(n)

2 (�(n+i)
1,1 + �(n+i)

1,2 )
lY

j 6=i

�(n+j)
2,2 ,

for every i 2 [l]. In particular, F 0
n+i,1 = �(n+i)

1,1 + �(n+i)
2,1 and F 0

n+i,2 = �(n+i)
1,1 + �(n+i)

1,2 and
we get that

UX,l = V(F 0
1, . . . , F

0
n
)⇥ Rl.
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Now, we fix the payo↵ tables of the first n players to be

X(i)
j1,...,jn+2l

=

(
X̃(i)

j1,...,jn
if jn+1 = · · · = jn+2l = 2

0 else
.

Then, the polynomials F 0
1, . . . , F

0
n
are equal to the polynomials G1, . . . , Gn and we

conclude that
UX,l = V(F 0

1, . . . , F
0
n
)⇥ Rl ' U

X̃,l
⇥ Rl.

From Theorem 3.5.2 and Lemma 3.5.3 we deduce the following first universality theo-
rem for Nash CI varieties.

Theorem 3.5.4. Let l 2 N and let S ✓ Rm be an a�ne real algebraic variety. Then,
there exists n � l and an n–players game X with binary choices such that UX,l ' S⇥Rl.

A consequence of Theorem 3.5.4 is that, for any l, the space of all varieties YX,l for
any binary game X with any number of players satisfies Murphy’s law. We say that
the set or family of algebraic varieties X satisfies Murphy’s law if, for any singularity
type, there exists a variety X in X with this singularity type. For further details on
the Murphy’s law in algebraic geometry we refer to [123].

Corollary 3.5.5. For any l 2 N, the space of all varieties YX,l for any binary game
X with any number of players satisfies the Murphy’s law.

Proof. The proof follows from Theorem 3.5.4 and the fact that S ⇥ Ak has the same
singularity type as S.

One of the main consequences of the Murphy’s law in our setting is that any singularity
type can appear in the set of totally mixed Nash CI equilibria associated to the Spohn
CI varieties YX,l.

In Theorem 3.5.4 we solved the dimension problem by artificially adding extra dimen-
sions. In our second approach, we force the dimension to be at least l.

Theorem 3.5.6. Let l 2 N and let S ✓ Rn be a real a�ne algebraic variety defined
by G1, . . . , Gm 2 R[x1, . . . , xn] with m  n � l. For every i 2 {1, . . . , n}, let �i be the
maximum of the degrees of xi in G1, . . . , Gm. Then, there exists a (� + n + l)�player
game with binary choices such that the a�ne open subset WX of CX is isomorphic to
S, where � = �1 + · · ·+ �n.

Proof. We follow the same notation as in Lemma 3.5.3. Consider a (�+ n+ l)–players
game X. We label the last 2l players by (1, 1), (1, 2), . . . , (l, 1), (l, 2). The variety YX,l

lies in the Segre variety (P1)�+n�l ⇥ (P3)l. We denote the coordinates of the P1 factors

by �(i)
j

for j 2 [2] and i 2 [� + n � l]. Similarly, the coordinates of the P3 factors are
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denoted by �(�+n�l+i)
j1,j2

for j1, j2 2 [2] and i 2 [l]. Moreover, we denote the polynomials
defining UX,l by

F 0
1, . . . , F

0
�+n�l

, F 0
1,1, F

0
1,2, . . . , F

0
l,1, F

0
l,2.

As in the proof of Lemma 3.5.3, we fix the payo↵ tables of the players (1, 1), . . . , (l, 2)
such that

F 0
i,1 = �(�+n�l+i)

1,1 + �(�+n�l+i)
2,1 and F 0

�+n�l+i,2 = �(�+n�l+i)
1,1 + �(�+n�l+i)

1,2

for every i 2 [l]. In particular, we deduce that

V(F 0
1,1, . . . , F

0
l,2) =

�
P1
��+n

.

Following the proof of [34, Theorem 6], there exists a (� + n)–players game X̃ such
that U

X̃,0 = S. Moreover, we can assume that the last n�m payo↵ tables of the game
vanish. Now, we fix the payo↵ tables of the first � + n� l of the game X as follows:

X(i)
j1,...,j�+n�l,j1,1,...,jl,2

=

(
X̃(i)

j1,...,j�+n�l
if j1,1 = · · · = jl,2 = 2

0 else

for i 2 [�+n� l]. One can check that the polynomials F 0
1, . . . , F

0
�+n�l

are equal to (but
with di↵erent variables) the �+n� l polynomials defining U

X̃,0. Using that n�m � l,
we deduce that

UX,l = V(F 0
1, . . . , F

0
�+n�l

) \
�
P1
��+n ' U

X̃,0 ' S.

Remark 3.5.7. In [34], Datta’s universality theorem refers to the set of totally mixed
Nash equilibria. An analogous statement for the set of totally mixed CI equilibria can
be obtained in our setting. Namely, given l and a real a�ne algebraic variety S, there
exists a game with binary choices such that UX,l\� is isomorphic to S⇥Rl (Corollary
3.5.4). As in [34], here we use the notion of stable isomorphism in the category of
semialgebraic sets. To derive these results one should argue as in [34]: the set of real
points of a real a�ne algebraic variety is isomorphic to the set of real points of a
real a�ne algebraic variety whose real points are contained in the probability simplex.
Now, assuming the latter, the statement follows from Proposition 3.5.4. An analogous
statement also holds for Theorem 3.5.6.

Note that the proof of Theorem 3.5.2 given in [34] provides a method for, given the
real a�ne algebraic variety, finding a game satisfying the statements of the theorem.
Together with the proofs of Theorems 3.5.4 and 3.5.6, we obtain a method for, given
a feasible real a�ne algebraic variety, constructing a game satisfying the assertions of
the theorems.
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Example 3.5.8. Consider the real plane curve defined by

G1 = x2
1 + x2

2 � 1.

By Theorem 3.5.6, this plane curve can be described by a 7-player game with binary
choices. Consider the polynomials

F1 = �(2)
2 �(4)

2 �(5)
2

⇣
�(3)
1 ⌧22 � ⌧11�(3)

2

⌘
,

F2 = �(1)
2 �(5)

2

⇣
�(3)
2 �(4)

1 ⌧22 � �(3)
1 �(4)

2 ⌧11
⌘
,

F3 = �(2)
2 �(4)

2 ⌧22
⇣
�(1)
1 �(5)

2 � �
(5)
1 �(1)

2

⌘
,

F4 = �(3)
2 ⌧22

⇣
�(1)
2 �(2)

1 �(5)
2 � �

(1)
1 �(2)

2 �(5)
1

⌘
,

F5 = �(1)
2 �(3)

2 ⌧22
⇣
�(4)
2 �(2)

1 + �(2)
2 �(4)

1 � �
(2)
2 �(4)

2

⌘
,

F6 = �(1)
2 �(2)

2 �(3)
2 �(4)

2 �(5)
2 ⌧22(⌧11 + ⌧12),

F7 = �(1)
2 �(2)

2 �(3)
2 �(4)

2 �(5)
2 ⌧22(⌧11 + ⌧21).

One can check that the open subset of V(F1, . . . , F7) defined by �(1)
2 · · · �(5)

2 ⌧22 6= 0 is
isomorphic to V(G1). Moreover, the tuple (F1, . . . , F7) lies in the image of the linear
map (3.30). Computing its preimage, one can determine a linear subspace of games X
such that CX is defined by the equations F1, . . . , F7 and the open subset UX is isomorphic
to V(G1). For example, the possible payo↵ tables corresponding to the players 1, 5, 6,
and 7 are

X(1)
i1···i7 =

(
1 if (i1, . . . , i7) 2 {(2, 2, 1, 2, 2, 2, 2), (1, 2, 2, 2, 1, 1, 1)},
0 else.

X(5)
i1···i7 =

(
1 if (i1, . . . , i7) 2 {(2, 1, 2, 2, 2, 2, 2), (2, 2, 2, 1, 2, 2, 2), (2, 2, 2, 2, 1, 2, 2)},
0 else.

X(6)
i1···i7 = X(7)

i1···i7 =

(
1 if (i1, . . . , i7) 2 {(2, 2, 2, 2, 2, 2, 2)},
0 else.

3.6 Open problems

We now list the open questions and new research lines concerning this chapter.

During this chapter we have focused on binary games and we have analysed Spohn
CI varieties arising from undirected graphical models. However, there are still many
properties of these varieties that remain unknown. For instance, in Section 3.4.1 we
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used Bertini’s theorem to study the possible singularities of generic Nash CI varieties.
For one edge graphs, we proved that a generic Nash CI curves is smooth and irreducible.
The smoothness and irreducibility of generic Nash CI varieties remains open.

Question 3.6.1. For any partition n of [n], is the Nash CI variety NX,n smooth and
irreducible for generic payo↵ tables?

A particularly interesting case of Question 3.6.1 is the case of Nash CI surfaces.

In Section 3.4, we have computed some invariants of Nash CI varieties as their con-
nectedness and their degrees. However, for general Spohn CI varieties of undirected
graphical models, their dimension is the only invariant we have computed. The degree,
smoothness, irreducibility, connectedness, etc of these varieties remain open.

Another feature to be studied is the real algebraic geometry of Nash CI varieties, or
more general Spohn CI varieties. For instance, we have check that generic Nash CI
varieties are connected as complex varieties. However, it might happen that the set of
real points of these varieties is disconnected.

Question 3.6.2. How many components can the set of real points of generic Nash CI
varieties have?

For instance, in the case of the Nash CI curve, the number of components of the real
points is bounded by g + 1, where g is the genus. For s  g + 1, does it exist a game
such that its Nash CI curve has s ovals?

Recall that the set of totally mixed CI equilibria is a semialgebraic set. In the study
of the geometry of the seminalgebraic sets it is fundamental the understanding of its
boundary. Again this boundary can be study from its algebraic closure.

Question 3.6.3. What can we say about the algebraic closure of the boundary of the
set totally mixed CI equilibria?

In the case of Nash CI surface, we expect the boundary to be one dimensional. What
type of curve is its algebraic closure? Another semialgebraic set appearing in the game
theoretic context is the payo↵ region of the set of totally mixed CI equilibria. In
Example 3.4.16 we presented an example of such semialgebraic set (see Figure 3.7).
The study of this semialgebraic set remains open.

Assume that we are given a mixed strategy p of a game X and a graph G. From a game
theoretic point of view, a very interested problem is finding the distance from a fixed
mixed strategy to the set of totally mixed Spohn CI equilibria of G. The di�culty
of this question is measured through the Euclidean distant (ED) degree. We refer to
[15, 41] for further details on ED degrees and metric algebraic geometry. Therefore,
another open question is

Question 3.6.4. What is the ED degree of Nash CI varieties, and more generally
Spohn CI varieties of undirected graphical models?

Other opens problem concerns the study of the boundary equilibria. During our study
we have focused on totally mixed equilibria. This could be seen in the construction
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of the Spohn CI variety, where we removed all components lying in the boundary of
the open simplex. What happen if we consider these boundary components? Is still
Conjecture 3.1.29 true?

Finally, all along this chapter, we have assumed that all of our games have binary
strategies. In other words, we have assumed that d1 = · · · = dn = 2. The algebro-
geometric study of the Spohn CI variety and the CI equilibria for nonbinary games
remains open.
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