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Abstract

Forced-Distribution-Systems (FDS) have many indisputable benefits (such
as identification of high potential and low performers or incentive effects
to exert higher efforts). However, many companies take a critical stance
toward FDS, one of the main reasons being the agents’ incentive to execute
sabotage activities.

While a large number of tournament studies deal with the problem of
sabotage, to be best of my knowledge none of the studies investigates the
impact of variable tournament prizes on sabotage activities.

Variable prizes are a special tournament design where prizes are not fixed
in advance, but are a function of a target variable set by the principal (see
GUTH et al. 2010).

In this study, I theoretically analyze if variable tournament prizes can help
in reducing sabotage activities in FDS. Two versions of variable prizes are
considered for this study: variable prize levels and variable prize distribu-
tions. In the former version, prize levels depend on the cumulative output
(higher the output, higher the prize levels), and in the latter version, prize
distribution depends on the cumulative output (higher the output, higher
the portion of prizes for the winner and lower the portion of prizes for the
loser).

The findings of the model are as follows: Variable tournament prizes not
only reduce sabotage activities effectively, but also incentivize agents to
exert helping activities. Accordingly, variable tournament prizes could be
of high importance in organizational practice.

1 Introduction

In recent years, no other aspect of performance management has attracted more
public attention than Forced-Distribution-Systems (FDS) (see DoMINICK 2009).
FDS are a special form of performance appraisal in which the judge is bound to a
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predetermined distribution of single performance categories (see SCHLEICHER/
BuLL/GREEN 2009). Proponents of FDS particularly argue with the existence of
selection as well as incentive functions: forced distribution would prevent lenient
appraisals, leading to better identification and selection of low performers as
well as high potential (see SCHLEICHER/BULL/GREEN 2009). In addition, FDS
promotes a culture of excellence that especially motivates the top performers
(see SCULLEN/BERGEY /AIMAN-SMITH 2005).

In spite of these arguments, many firms have recently abandoned their FDS
(see MACLENNAN 2007). One of the main reasons for this phenomena appears
to be that FDS cause rivalry among team members and colleagues for better
appraisals, thus generating a culture of “back-biting” (ALSEVER 2007), which
favors unethical behavior (e.g., sabotage and mobbing) and prevents cooperation
among team members (see HARBRING /IRLENBUSCH 2008). Thus, the prospect
of destruction of teamwork and cooperation seems to outweigh the positive
effects of FDS.

A number of studies deal with sabotage activities in tournaments and con-
tests. LAZEAR (1989) was the first such study to address this problem. One
of his findings was to reduce the spread in rewards between winning and los-
ing, which, in turn, would reduce the effort level since both effort and sabotage
increase with the prize spread (see VANDEGRIFT/YAvAs 2010).

This study is based on the model of HARBRING /IRLENBUSCH (2008), where
the authors investigate theoretically and empirically the influence of the number
of agents as well as the fraction of prizes for the winner on effort and sabotage
activities in tournaments.

While HARBRING /IRLENBUSCH (2008), as well as a vast majority of tourna-
ment studies, focus on tournaments with ex-ante determined fixed prizes, prizes
in variable-prize tournaments depend on a command variable of the principal
(e.g., profit) (see GUTH et al. 2010). This aspect was first introduced by GUTH
et al. (2010), who showed that variable-prize tournaments outperform fixed-
prize tournaments and piece rates with regard to cost-effectiveness. However,
they neglect the possibility of the agents to execute sabotage activities. This
study investigates theoretically whether variable-prize tournaments are able to
reduce or destroy sabotage incentives in FDS.

Two versions of variable prizes are considered: variable prize levels and vari-
able prize distributions. In the former version, prize levels depend on the cu-
mulative output (higher the output, higher the prize levels), and in the latter
version, prize distribution depends on the cumulative output (higher the output,
higher the portion of prizes for the winner and lower the portion of prizes for
the loser).

Both versions differ not only with regard to the dependent variable: in the
former version (variable prize levels), all agents can obtain the same prize. With
an appropriate high (low) accumulated output, all agents obtain the winner’s
prize (loser’s prize). In the latter version (variable prize distribution), there is
always a differentiation between winners and losers (regardless of the cumulative
output). Hence, the team component and the tournament component have a
higher emphasis in the former and the latter versions, respectively. This could



lead to differences between both the versions with respect to effort and sabotage
activities.

As a result, the model shows that there are no differences between both the

versions with respect to effort and sabotage activities. Even more importantly,
variable tournament prizes, in contrast to fixed tournament prizes, not only
reduce sabotage activities effectively, but also incentivize agents to exert helping
activities. Accordingly, variable tournament prizes could be of high importance
in organizational practice.
The remainder of this paper is organized as follows: In section 2, three differ-
ent tournament designs are compared with respect to the agents’ incentive to
execute sabotage activities. First, we analyze a standard fixed-prize tourna-
ment. Second, we investigate two different forms of variable-prize tournaments:
variable prize-distribution and variable prize-levels. Section 3 concludes.

2 The model

This section begins with the analysis of a fixed-prize tournament. This serves as
a benchmark to compare the results of variable tournament prizes. In the second
step, we investigate how efforts, sabotage activities, and utility of the principal
change, if fixed prizes are replaced by variable prizes. Two versions of variable
prizes are considered: variable prize levels and variable prize distributions. In
the former version, prize levels depend on the cumulative output (higher the
output, higher the prize levels). In the latter version, prize distribution depends
on the cumulative output (higher the output, higher the portion of prizes for
the winner and lower the portion of prizes for the loser).

2.1 Model assumptions

n homogenous and risk-neutral agents compete in an FDS (n > 2). The assump-
tion of homogenous and risk-neutral agents is used in numerous tournament
models (see e.g. LAZEAR/ROSEN 1981; AKERLOF/HOLDEN 2012; HARBRING/
IrRLENBUSCH 2008). This assumption (as well as the following assumptions re-
garding cost functions and random variable) has no influence on the fundamental
model conclusions, since in this study different tournament designs are compared
by keeping these assumptions constant. In organizational practice, FDS consist
of at least three ranking categories (see WELCH/WELCH 2005; GROTE 2005).
Hence, in this model, we assume that there are three prize levels: W1, Wy, and
W3 (W1, Wy > 0, W3 = 0). Each agent is attributed to one prize level, de-
pending on the realized outputs: The agents with the highest outputs (a) obtain
Wi, the agents with the lowest outputs (d) obtain W3, and all other agents (b)
obtain Wy (a, b, d > 0 and a + b + d = n). Agent i’s output q; is defined
as follows (in line with HARBRING /IRLENBUSCH (2008) or HARBRING/IRLEN-
BUSCH (2005)): ¢; =e; — Y, _,S—; +¢&;. Agent i’s output depends on his effort
level e;, the sum of the sabotage activities carried out by the other agents s_;,
and the exogenous given random variable ¢; (¢; is expected to be identically and



independently distributed (i.i.d) on the interval [—£; £] (see MUNSTER 2007; OR-
RISON/SCHOTTER/WEIGELT 2004)). As with GOURTLER/MUNSTER (2010) and
HARBRING /IRLENBUSCH (2011), the agents’ cost for effort and sabotage activi-
ties are ¢ (e;) = % and c¢(s;) = Z—, respectively. Furthermore, it is assumed that
Cce — €5 — ¢ even though a predominant part of the existing literature assumes
that c. > ¢ (see GARICANO/PALACIOS-HUERTA 2005)). However, the aim of
this analysis is to compare fixed and variable prizes in FDS with respect to their
effect on effort and sabotage activities. This is why it is assumed that sabotage
activities are relatively cheap, unlike in other models.

Agent i’s expected utility is expressed as follows:

EU;)) = AW, + P,Wy + PsWs — c(e;) — cles). (1)

Py, Py, and P35 are the probabilities to obtain the prize levels W1, W5, and W3,
where Pl + P2 + P3 = 1.

2.2 Benchmark: Fixed-prize FDS

Agent i’s expected utility was already defined in equation 1 as follows:

E{U;) = AWy + Po,Wo + PsWs — c(e;) — c(si)

e2 g2
= P (W) —Wy) + Py (Ws —Wa) + Wy — ?’—?l

Agent i maximizes his expected utility by choosing optimal levels of e; and s;:

OE (Uy) aP, oP 2
aei =0 & aei (Wl Wg) + (961' (Wg WQ) EGZ =0

OE (U;) oP, oP; 2

Tsi =0 < aSi (W1 - WQ) + aSi (Wg - WQ) - CSl =0.

Given the i.i.d assumption of the random component, at a pure symmetric Nash
equilibrium, the marginal probabilities of winning are constant and depend only
on the size of the interval from which the random components are drawn (see
HARBRING/IRLENBUSCH (2005) and ORRISON/SCHOTTER/ WEIGELT (2004)):

opP, 1

aei a 25.

P, is agent i’s probability to be one of the agents with the highest outputs (a).
P3 is agent i’s probability to be one of the agents with the lowest outputs (d).
If Py increases because of a marginal increase in e; by %, c.p. Pj3 decreases
because of the marginal increase in e; by —z=:

%.
ory 1
aei B 25.



The same applies to the marginal winning probabilities if the sabotage activities

are increased: 2P1—1L1 and 95— 1
0s; 28 ds

28"

That leads to ¢
* — (Wy — W
e = Iz ( 1 3)

C
f = (W — W),
5 45(1 3)

The expected principal utility is given by

E(UP) =V (Zez — 5—1’) — an — ng
i=1
=Vn (6* — (TL — 1)5*) — an — bW2

The expected principal utility for each agent is

E <UP> V(e —(n—1)s") — (an + bW2> . 2)

n n
Agent i’s expected utility is given by
E(Uz) - P1W1 + P2W2 — c(ei) — C(SZ‘).

The principal has to make sure that E (U;) > 0 (participation constraint of the
agents). From this, it follows that

PWy + PBRWy = c(ei) + C(SZ‘).
Since P; = % and P, = %, it follows that

an + bW2
n

) ces) + c(sq). (3)

By inserting equation 3 in equation 2, it follows that

E (UP> =V (e*—(n—1)s") —c(e) — c(si). (4)

n

The principal chooses W1 to maximize equation 4

E Up * * * *
0 (n)_()@V(a@ (’nfl)as >C/(€i) de C/(Si) 0s —0.

oW, ow, oW, oW, oW,
Since g‘f;l: = and g‘fv*l = 4=, it follows that
1) (e & sy &=
v (45 (n 1)45) cle)g= g =0



S 2-n)— d(s) = (e&).
Since ¢ (e;) = 5= (W1 —Ws) and ¢ (s;) = 5= (Wi — W3), it follows that

V(2—n)— %(Wl—W3)=;%(W1—W3)

1
V(?—TL)Z E(Wl_WB)'
The utility maximizing prize spread is
(W1 —Wg) =§V(2—n)
From W3 = 0, it follows that W, =&V (2 — n).
Proposition 1: Since n > 2, it follows that W;<0. Since according to our as-

sumptions, Wy > 0, it follows that W} = 0. That leads to W} = W5 = W3 =0,
e*=0,s8"= 0,and EUp = 0.

A fixed-prize FDS incentivizes agents to exert effort as well as sabotage activi-
ties. As a result, FDS is not worthwhile for the principal.

This analysis supports the critics of FDS. Although the agents are incentivized
to exert positive effort levels, they also have strong incentives to sabotage each
other.

2.3 Version 1: FDS with variable prize distributions

In this section, the number of winner resp. looser prizes (a, b, d) depends on
the cumulative output of all agents.

EU;) = PIW, + Po,Wy + PsWs — c(e;) — c(sy)

e2  §2
= P1(W1*W2) +P3(W37W2) + Wy — ?Z,?Z

The probability functions for each prize level are assumed to be

Py = 2, where
0fir ' j¢;<z= P=0
n—>bfir " ¢ >z=>n—-n (2 — 72%1%) =P = (72?:1(”_2)

z
P, = %, where

7”2;2:1(]i fir Y0 ¢ <z=P= #
"= { n@—#)fﬁr i1t > 2= Pr= (2—E=—1")
P; = %, where
n—>bfir Y. ¢ <z=>n— te=l Zizl —> P3= (7%2?:1 qi)

d= :
0 fir Z;;lqi>zé P; =0.



The variable z can be interpreted as the “yardstick” of cumulative output.

0,00 z 3

———Winner --etes Mediocrty = = Loser

Figure 1: Relation between prize distribution and cumulative output

Cumulative output values are entered on the x-axis and the percentage of the
prizes on the y-axis. If Y1 | ¢; = 0, all agents obtain the loser’s prize W3 (d=1).
If Y7 | ¢; achieves the yardstick z, all agents obtain Wy (b=1). If Y7 | ¢; = 2z,
all agents obtain the winner’s prize Wy (a=1). If the cumulative output is for
instance 0,5z, the best 50% of all agents receive Wo, and all other agents Ws.
In contrast, if the cumulative output is 1,3z, the best 30% of all agents obtain
W, and all other agents Ws.

In the following, effort, sabotage levels, and principal utility are determined for
@; > z. Identical results are obtained for ¢; < z (see appendix A.1).

EWU) = (Z%lqiq)(wl—wg) + Wy - %—%
_ ("(6*‘(:_1)5*) 1) Wi-wy) + Wy - S5 )

In order to determine the optimal effort and sabotage levels, equation 5 is derived
with respect to e; and s;:

OE(U;) n 2e*
T@_;(Wl W) =0
L _
= e = o (W1 Wg)

E (U; -1 2s*

7] a(Uz) _ (n(n )>(W1W2) _2
si 2 c
._  nc(n—1) B
&= (W1 = Wa).

The principal anticipates the agents’ choice and determines the optimal prize
levels W1, Wy, and W3j:

E(Up)=Vn(e"—(n—1)s*) —alW; — bWy — dWs.



The principal utility per agent is

E<UP>V(6*(n1)s*)aW1 Sy, A,
n n n n 6
:V(e*—(n—l)s*)—lel— PQWQ— P3W3. ( )

By E (U;) > 0, the principal makes sure that the agents’ participation constraint
is fulfilled:

EU;) 20= PW; + P,Wy + PsWs — c(e;) — c(s:) >0
:>P1W1 + PQWQ + P3W3Z c(ei)—&— C(Sl)

By inserting the participation constraint in equation 6, we obtain

E(ZE) = v = (n—1)s) = cles) — c(s0). (7)
(%)

n

Equation 7 is derived with respect to W1-Wa:

9EWUr) Oe* 0s*
I R
A (Wy — Ws) A (Wy — Wa) O (W —Wa)

Oe* 0s*
—d () —— — ¢ (5)) —— =0.
) oo =y~ ¢ o —wy)
Since 3(‘/1/8%:1/[/2) = — nc(;LZ—l)’ 6(‘/‘/816:1}[/2) = g—;’ c/ (el) = %6* = g[Wl —WQ],

and ¢ (s;) = %s*:— 7"(";1) (W1 — Wa):

n2c (1 + (n— 1)2>

Vne 9
1 1 ) (W — _
2z ( +(n—1) (W1 =2) 222 0
Vz
4 (Wl - WQ) = 7 (8)
Proposition 2: From equation 8, it follows that ¢* = % and s* = — Y=l

2
From the assumptions V, ¢ > 0 and n > 2, it follows that e* > 0 and s* < 0.
This result shows a positive effort level and a negative sabotage level (“helpful-
ness”) of the agents.

Proposition 3: The principal utility is as follows®:

It seems strange that the principal utility increases exponentially with a growth in the
number of agents (n). However, this effect also appears in other tournament models (see
appendix A.2)



U
E (P> V(e —(n—1)s") —c(e;) — c(sy)
n
2
(Ve Ve 1, 1,
2 2 c c
V2ne (n2 —2n + 2)
1 .
From the assumptions V, ¢ > 0 and n > 2, it follows that F (Up) > 0.

E(Up) =

2.4 Version 2: FDS with variable prize levels

The dependencies between cumulative output and the single prize levels are
assumed to be as follows: .
Wl = az‘]ﬁ
i=1

W2 = 6Zqza
i=1

W3 =0,
where «, 8 = 0.

The expected utility of agent i is obtained by substituting these expressions in
equation 1:

n n o2 2
E(U;)=P |+ P N A
w) (zq)+ (@q) i
= P1<aZei+6,;—s_,;>+P2<ﬂ 67;+81‘—8_1‘>—€

1=1

1=

(Pra+ P 6)<Zei+8isi>

i=1

[an

o S

Assumably, E (g;)=0. In a symmetric Nash equilibrium, all n agents choose the
same levels of e* and s*.
This leads to Y i ; (ei+ei—s_i)=n(e*—(n — 1)s*)

E(Ui) =n(e" = (n—1)s") (Pra+ P B) - éié
2 2
=n(e" = (n=1)s) (P (a = B)+ (1 - Py)B) - =~ L.



Agent i maximizes his expected utility by choosing e* and s*:

S —aipi(a=)+ (- Py
Fnle” = (= 1)5%) |- (a = B) + 58| = et =0
e cla+ f?—_nz(j —1)s*a]
) - —-n[Pa-p) + (- R 5
+n(e* —(n—1)s) [215 (a—B)+ 2156] - %s =0
_ o_c[2505%) [aa = aB + aB + b) + ne*a]

Z+en(n—1)a

By substituting s* into e* we obtain

_ c 25(%)[aa+bﬂ]+ne*oz
. c |2 (ClOé + Bb) - n(n - 1) |: [ 4z+cen(n—1)a ]:| O{|
e =

4Z — nca

o C(aatBh) [4542ca (n—1) (n—)]

9
8e+2nca(n—2) ©)
By substituting e* into s* we obtain
e [22025%) laa + 85 + na [tentfn ol
T fE+emn—1)a
. claa+bB] [42 (1-n) +2 (n—3) nca] (10)

2n [de+nca(n—2)]

The principal anticipates e* and s*, and maximizes his utility by choosing the
utility maximizing « and §:

E (UP) — [V = aa — bB] (e — (n—1)s")

— V(e — (n— 1)) — [(aa+b8) (" — (n—1)s7y]. (LD

The utility of agent i is as follows:

EU)= n(e —(n—-1)s")[P1(a—B)+(1—P)p]— c(e) —c(s)
= ("= (n—1)s%) [aa + 8] — c(e) — c(s).

10



By E (U;) > 0, the principal makes sure that the agents’ participation constraint
is fulfilled:

E(U)) =0& ("= (n—1)s") [aa+b5] = c(e) —c(s) =0
(e"—(n—1)s") [ac+ b0l = c(e)+c(s). (12)
By substituting equation 12 into equation 11, it follows that

E(UP> =V (e —(n—1)s") —c(e) —c(s).

n

After inserting e* and s*, we obtain
E Up\ _ v c(ao+ Bb) [42 4 2ca(n — 1) (n — 1]
n) 8¢ + 2nca(n — 2)
clac+bp) [42(1 —n) +2 (n— %) ncol
2n [42 + nea(n — 2))

—(n-1)
—c(e)—c(s).

2 2
Since (e;) = < and ¢ (s;) = 2=, it follows that

Up\ ¢ (aa + Bb) [4?—}—26@(71—1) (n—%)]

v (n) a V( 8¢ + 2nca(n — 2)

claa +bp] [42 (1 —n) +2 (n — 3) nea )
2n [42 + nea(n — 2))

~1)°

c(ac+ Bb) [42 4+ 2ca (n — 1) (n — §)] 2
8¢ + 2nca(n — 2)

clac+bB] [42(1 —n) + 2 (n — &) ncal ’
2n [42 + nea(n — 2))

B (c(aa + Bb)*n? [42 + 2ca(n—1) (n — %)]2)
4n? (42 + nea(n — 2))°

B (c[aa + b5]2[4§(1 -n)+2(n—13) nca]2>
4n? (42 + nea(n — 2))?

~ 2Vee(n® —n+1) (ac + Bb)
n (42 + nca(n — 2))
c(ac + Bb)?
- 4n2(45(+ ntain) o7 (1652 (2n* —2n +1)
+ 8neca (2n3 —5n? +4n — 1)

+n2c%a? (4n4 —12n +17n% — 10n + 2) )

11



This expression is derived with respect to o and 3:
8E(UTP)

da =0

<:>2V§C (n? —n+1) an (42 + nca(n — 2)) — 2Vee (n? — n+ 1) (aa + Bb) n (nc(n — 2))
n2(4z 4+ nca(n — 2))?

4n% (42 + nea (n — 2))?

- 1604 (42 + nca (n — 2))*

+ 8nzca (2n® — 5n® +4n — 1) + n*c?a® (4n® — 12n° + 170 — 10n + 2) )

c{ (2a°a + 2a3b) (168° (2n° — 2n + 1)

+ (e + ﬂb)2 (SnEC (2n3 —5n% 4+ 4n — 1) +2n%cta (4n4 —12n3 4 17n? — 10n + 2)) ]

4n? (8§nc (n —2) +2n2c2a(n — 2)2) claa + Bb)?
1604 (4% + nca (n — 2))*

+ (1652 (2n* = 2n+1)

+ 8néca (2n3 —5n? 4+ 4n — 1) +n2c%a? (4n4 — 1203 + 17n% — 10n + 2) ) =0.

45(712 72n+1)

By solving for a, we obtain a = @R —EnZE6n=2)
o (52)
OB =0
2Vec (n2 —n+ 1) b c (Qaab + 25b2)

n (42 + nca(n —2)) An2 (42 + nca (n — 2))? (165 (20" =20 +1)

+ 8néca (2n3 —5n? 4+4n — 1) +n2c%a? (4n4 — 1203 + 17n% — 10n + 2) ) =0.

nc(n?—2n ag(n?—2n
By solving for 3, it follows that § = v (ncb(;j;zi:)(;(nflf =

By substituting o and 8 in equation 9 and 10 we obtain

45(2n375n2+47171) Vnsc(nz72n+2)+4aE(71272n+1) b
cla T ne(Ant—12n3+17n2—10n+2) + neb(n?2—2n+2)(2n—1)
*

e =

_ 48(2n3—5n2+4n—1)
8¢ + 2nc (— nc(4ni—?2n3:17nzn—10n+2)) (n - 2)

_ 42(2n°—5n”+4n—1) 1
|:4€ =+ 2c (_nC(4n4—12n3+17n2—10n+2)) (n — 1) (TL - 5)

_ 42(2n3—5n24+4n—1)
8¢ + 2nc (_ nc(4n4—12n3+17n2—10n+2)) (n—2)

*

Ve

7

12



" ne(dn*—12n3+17n2—10n+2) ncb(n2—2n+2)(2n—1)

_ 4E(2n3—5n2+4n—1
2n |:4E +nc (_ nc(4ni(—?2n3-:L17n2n—10?n+2)) (TL o 2):|

o 3 _5n’+dn— n3c(n?—2n ag(n?*—2n
. [a,( 42(2n° —5n+4n—1) >+b<v (n?—2n42)+4az(n?—2 +1))}

s =

_ 1 45(2n375n2+4n71)
{45 (1=n)+2(n—3)nc <_ ne(dni—12n3+17n2—10n+2)

_ 42(2n3—5n2+4n—1)
2n |:4€ +nc (_nc(4ni—?2n3—f17n2n—10n+2)) (’II - 2):|
_ _Vel=1)

o 2

*

Proposition 4: From the assumptions V, ¢ > 0 and n > 2, it follows that e* >
0 and s* < 0. This result shows a positive effort level and a negative sabotage
level (“helpfulness”) of the agents.

Proposition 5: The principal utility is as follows:

U
E<P>=V@*—m—1bﬂ—c@0—c@0
n
2
—v E_ﬁ_Vc(n—l) _162_182
2 2 c c
V2nc (n? — 2n + 2)
1 .
From the assumptions V, ¢ > 0 and n > 2, it follows that E (Up) > 0.

E(Up) =

Both versions 1 and 2 induce identical effort levels and helpfulness. The theo-
retical reason being identical principal utility in the consideration of the partic-
ipation constraints:

UP 1 2 1 2
E(ZL)=V(e—(n—1)s)— =¢> - =5 13
(%) =vie-tm-v9 -1 1s (13)
The principal utility maximizing e and s are as follows:
o (ELe 2
(5) _ 20,
Oe c
S Ve
e =—
2
0 (EUP) 2s
Lt =-Vn-1))——=0
s (n—1)
. Veln—1)
=85 = — D)



The principal has to incentivize the agents to choose e* and s* by choosing
the parameters which can be influenced by him accordingly. These parameters
are different in the two versions: In version 1 (variable prize distribution), the
principal’s parameters are W1-Ws and z, and in version 2 (variable prize levels),
the principal’s parameters are «, § and the number of prizes in each prize level
a and b. The deciding factor is that in both versions, the principal is able to
configure the available parameters so that the agents choose e* and s*. Regard-
ing the benchmark case (Fixed-prize FDS), the principal utility corresponds to
equation 13, but there is no way for the principal to choose W1-W3 in a manner
that the agents choose e* and s*.

*

Proposition 6: In both versions 1 and 2, we obtain the same e*, s*, and

E (Up).

3 Conclusion

This study theoretically investigated if the implementation of variable prizes in
FDS leads to a reduction in sabotage activities and a higher principal utility
compared to a fixed-prize FDS. We showed that a fixed-prize FDS leads to
positive effort levels as well as sabotage activities. Several tournament models
have shown similar results (see ROSEN 1988; HARBRING/IRLENBUSCH 2008;
CHEN 2003). Hence, FDS is not worthwhile for the principal.

While variable prizes lead to identical effort levels similar to a fixed-prize
FDS, the former, in contrast to the latter, induce negative sabotage levels, which
can be interpreted as helpfulness. As a result, we obtain positive principal utility.
Both variable prize versions (variable prize distribution and variable prize levels)
lead to identical results regarding effort levels and sabotage activities.

The difference in sabotage activities between fixed prizes and variable prizes
are due to the following effect: In a fixed-prize FDS, only relative output is
relevant for the agents’ payment and cumulative output is irrelevant for the
agents. This is why it is rational for the agents to strengthen their relative
output with sabotage activities regardless of the cumulative output, which, in
turn, is the most important factor for the principal. In contrast, in variable-prize
FDS, not only relative output, but also cumulative output is an important factor
for the agents’ utility. Although sabotage activities still strengthen relative
output, they reduce cumulative output in contrast to effort activities. That is
why fighting for the highest relative output over effort levels is a rational agent
behavior.

Since in this model a unit of sabotage (resp. helpfulness) has a stronger
impact on cumulative output than a unit of effort, it makes sense for the agents
to increase cumulative output by exerting helping activities.

Assuming heterogeneous agents, variable tournament prizes could still be an
effective instrument: The problem of reduced agent efforts (see ROSEN 1988)
could be compensated since cumulative output induces agents to exert high
efforts, even if the relative position is already determined with the utmost prob-
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ability. There is a need for further research on this aspect.

The results of this study provide important findings for both research and
organizational practice: Variable tournament prizes can specifically reduce the
sabotage problem of FDS, and tournaments, in general. Because of the depen-
dence of tournament prizes (and thereby, agents’ utility) on a team variable
(in this study, cumulative output), agents are encouraged to exert cooperative
instead of destructive activities. Nevertheless, competition between the agents
is maintained. However, the agents’ effort level is the only adjusting lever in
this competition. Hence, variable tournament prizes could be an effective in-
strument to ensure the positive effects of FDS and tournaments, even in a
sabotage-supporting environment.
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A Appendix

A.1 Effort level and sabotage activities for ¢; < z

S-S g 2 g2
E(Ui)—<%—1q>(wng) W — %f‘%
* * 2 2 (14)
:<Z_”(e ;(”_1)5 )>(W3—Wg) N - %—%

In order to determine optimal effort and sabotage levels, equation 14 is derived
with respect to e; and s;:

MZO@—E(WP,—WQ)— 2" _
oe; z
x_ _nc _
e = 2, [Wg Wg]
OF (U;) :0®<n(n1)>(W3_W2) 2 0
0s; z
. nc(n—1) _
S _722 (W3 WQ)
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The principal anticipates the agents’ choice and determines the optimal prize
levels W1, W5, and W3:

EWUp)=[Vn(e" —(n—1)s") —aW; — bWy — dW3].
The principal utility per agent is

Ur) _ e —(n—1)s*) — W — by, — 4
E(n>_ﬁ( (n=1)s") = “Wi— “Wy— “WW )
= [V (6* - (Tl - 1)8*) — P1W1 - PQWQ - PgWg} .

By E (U;) > 0, the principal makes sure that the agents’ participation constraint
is fulfilled:

E(Uz) >0= PIWy + PWy, + PsW3 — c(ei) — C(SZ)ZO
= PW, + BbWy + PsWs3 > c(ei)—i— C(Sl)

By inserting the participation constraint in equation 15, we obtain

B(U2) =V -0 = ele) ~ (o), (16)

n

Equation 16 is derived with respect to W3-Ws:

OE(Up) de* Os*
"—V<(n1)>
0 (W5 — Wa) 0 (W5 — Wa) 0 (W3 — Wa)

¢ (e,)aie* _ (S,)ais*
VoW — W) VoW — W)
Since g2t = Ml 08 = ne f(e) = 2et = — L [W3 — W,

and ¢ (s;) = %s*:@ (W5 — Wh), it follows that

0E (92) —Vv (nc —(n—1) nc(n—1)> _ g (W3 — W] (fE)

(W3 — W) 2z 2z 2z
e =0V (~pe - =) 20 s - (- 3)
:—%(1+(n—1)2)
:nzc(;f;lf(WB—WQ)Jr ;—;(Wg—wz)

1+ (n— 1)2)

222

—V“(1+<n—1>2)—<wg—wz>nzc(

2z
Vz
= (W3 — Wz) - 77
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Agents’ effort and sabotage levels:

A.2 Principal utility and the number of agents in the

model of HARBRING /IRLENBUSCH (2008)

HARBRING /IRLENBUSCH (2008) investigate theoretically and empirically the im-
pact of a variation in the number of agents and the distribution of prizes for the
winner and loser on the agents’ effort (e*) and sabotage levels (s*). The authors
do not explicitly discuss principal utility. Based on the model assumptions and

the model results, principal utility can be derived easily.
HARBRING/IRLENBUSCH (2008) define principal utility as follows:
E({Up)=V {E (Zy,) +nk} —aWp — bW,

=Vin(e —(n—1)s") +nk] — alW; — bW

b
@E(UP> — Vet —(n—1)s" +k — SW, — W
n n n

k is the minimum output, which is realized by a “work-to-rule-behavior”

HARBRING/TRLENBUSCH 2008).

Since P1=7 and PQZ%:

E (U;;D> = V[B* — (n* 1)8* +k] 7P1W1 7P2W2.

The participation constraint is

E(Ul) >0= P W+ P,W;— c(ei) — C(Si) >0
= PIWy + PoWy > C(ez‘) + C(Sl)

E(UZ) >0= PW; + P,W, —c(ei) —C(Si) >0
= PWi + PLWy > c(ei) +C(Si).

The participation constraint is substituted in equation 17

U
E (P> =V —(n—1)s" + k] —c(e) —c(si).
n
HARBRING/IRLENBUSCH (2008) compute e* and s* as follows:

*

_ (Wl - W2) Ce
4z
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(see
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(W — Wa) e
4z '

The authors assume the following effort and sabotage cost functions:

*

612 (W1 — WQ)QCE
cle)=0 = "1z
812 (Wl — W2)265
C(sl) = g = 16?2 .

By substituting e*, s*, ¢(e;), and ¢ (s;) into equation 18, it follows that

(L) <y [Mastie () W=l ]

n 4e 4g
- (= Ws)’e. - (= Ws)2es
168> 168> (19)
_ W _
=V'k+(]‘Mﬂ@(—M—1nQ}
L 4
. (W1 — W2)2 (Ce — Cs)
162> '
Equation 19 is derived with respect to Wy — Wa:
OF (k) Ce Cs
T A\n) VI _(n-1)=
i — W) 0T [4@ (n=1) 3z
(M =Wa)ee (W1 —Wa)es —0
8?2 8?2 (20)
V (W1 — WQ) (Ce + CS)
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_ 2VE[ce — (n—1) ¢y

& (W =) (ce +¢s)

Equation 20 is substituted into equation 19:

2VE[ce—(n—1)cs]

5(2) v [es 2

(2V§[ce—(n—1)cs])2 (co — cs)

_ (cetcs)
1682
_ _ 2 2 o . 2
_ V k 4 V[Ce (TL 1) Cs] _ 14 [Ce (n 1) Cs]
2 (ce + ¢s) 4 (co +cs)
2. (o _ 2 27c — (n—1)c.1?
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2 (e + ¢s) 4 (ce +cs)
B V2[ce — (n—1) ¢
=Vk+ (e +c3) .
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It can be easily seen that principal utility is exponentially increasing with an
increase in the number of agents.
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