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CHAPTER 1

Introduction

The 2008/2009 Global Financial Crisis has forcefully demonstrated that financial

markets and the real economy are closely related. Moreover, we have learned that

the linkages between developments at the micro- and at the macroeconomic level

are important for macroeconomic and financial stability. On the one hand, failures

of large banks have revealed how risk at the level of individual institutions can harm

macroeconomic growth and stability. As a consequence, recent policy initiatives

have aimed at regulating banks, especially the large and strongly interconnected

ones, more strictly. On the other hand, increased macroeconomic risks related to

the“Great Recession”have not only affected investment decisions of firms and banks,

but also influenced households’ savings and portfolio decisions. Adjustments in indi-

viduals’ investment patterns can, in turn, impact on aggregate financing structures

and in the end on financial stability.

In response to the crisis, a large amount of macroeconomic studies have started

to extend standard models by including financial markets.1 But even though the

literature on real-financial interactions has been growing quickly, our understanding

of the feedback effects between individual characteristics of banks or households,

market structures, and the aggregate economy is still limited. Consequently, many

questions that are important for the future design of regulation and economic policy

remain unanswered.

The crisis has highlighted that standard instruments like monetary and fiscal

policy as well as micro-prudential regulation are not enough to deal with systemic

risks and distortions in the financial sector. Macro-prudential policies are an impor-

1 See Brunnermeier et al. (2013) for an overview about modeling financial frictions in general
equilibrium models.
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Chapter 1. Introduction

tant extension of the policy-toolkit (Blanchard et al. 2013). However, the question

arises of how micro-prudential regulation which concentrates on the stability of indi-

vidual banks, macro-prudential regulation which addresses systemic stability issues,

and monetary and fiscal policy should be coordinated in the future.

In order to fix the contours of a future financial and macroeconomic architecture,

a deeper understanding of the linkages between risks at the individual and at the

aggregate level is essential. To properly design the interplay between micro- and

macro-prudential policies, a first step is thus to understand the interdependency

between microeconomic characteristics - like the stability of individual banks or

households’ investment behavior - and aggregate growth and stability.

This thesis contributes to a better understanding of the linkages between mi-

croeconomic structures and aggregate outcomes by addressing three main questions.

First, it analyzes whether the presence of large banks as reflected by high bank mar-

ket concentration impacts on the aggregate economy, and if so how. Second, it

addresses the question of how the international integration of financial markets im-

pacts on domestic bank market structures. Third, apart from the effects of banking

market structures and their aggregate implications, it is investigated how increased

macroeconomic risks influence investment decisions of individual households. The

following four chapters address these issues from different angles.

Chapter 2 deals with the question of whether the mere presence of large banks

can affect macroeconomic outcomes. This question is motivated by the observation

that recent policy proposals aim at regulating large banks more strictly. For exam-

ple, under the new regulatory framework of Basel III, capital surcharges for large and

systemically important banks are established. In the Euro area, the Single Supervi-

sory Mechanism will apply in particular to banks which have a balance sheet total

of more than 30 billion EUR or both more than 5 billion EUR of total assets and

20% of their home countries’ gross domestic product (GDP). Some commentators

go one step further by stipulating to limit the size of banks in relation to GDP (see

Haldane (2012) for an overview). Surprisingly, the evidence on the effects of bank

size on macroeconomic growth and stability is, however, rather limited to date.

Chapter 2 analyzes, in a first step, under which conditions idiosyncratic shocks

to large banks can impact on macroeconomic variables like aggregate credit volumes

and GDP. According to the concept of granularity (Gabaix 2011), idiosyncratic

firm-level shocks can translate into aggregate fluctuations in highly concentrated

industries. If many small firms coexist next to a few extremely large ones, shocks

to large firms can translate into aggregate fluctuations. Gabaix (2011) derives that

aggregate output volatility is proportional to the product of firm-level volatility and

market concentration. Hence, the higher concentration or the larger shocks to firms,

the larger are aggregate fluctuations.

2



Chapter 1. Introduction

Motivated by the observation that the banking industry is highly concentrated,

Chapter 2 provides a theory of granularity for the banking sector, introducing

Bertrand competition between heterogeneous banks which charge endogenous mark-

ups. The model predicts that bank-specific shocks can be felt in the aggregate if

banks pass on shocks at least partially to their customers via lending rates. More-

over, for granularity to emerge, the bank size distribution has to be highly dispersed

with a few extremely large banks dominating the market.

In a second step, Chapter 2 empirically assesses the relevance of granular effects

from banking using a linked micro-macro dataset of more than 80 countries for the

period 1995-2009. Results from an estimation of the bank size distribution reveal

that the banking sector is indeed granular in many countries: the right tail of the

bank size distribution follows a fat-tailed power law. Running fixed-effects regres-

sions, it can be shown that bank specific shocks have a positive and statistically

significant impact on macroeconomic outcomes like credit or GDP growth, as pre-

dicted by the model. Hence, part of the variation in GDP growth can be attributed

to bank-specific shocks.

Having seen that bank market structures matter for macroeconomic growth

and stability in a closed economy setup, Chapter 3 turns to the question how

the international integration of banking markets impacts on bank concentration

and market power. Increased foreign bank participation, especially in the form of

foreign mergers and acquisitions, has led to concerns about high banking market

concentration over the last decades (Group of Ten 2001, OECD 2010). As discussed

above, high bank concentration can, by itself, impact on the aggregate economy

via the granularity channel. Moreover, if concentration rises and the big banks get

bigger, individual financial institutions can get “too big to fail” or “too connected

to fail”. This would increase systemic risk, for example due to moral hazard or

contagion (Mishkin 1999, Allen and Gale 2000).

Chapter 3 analyzes, both theoretically and empirically, how different modes of

cross-border banking affect concentration and market power in the banking sector.

Following De Blas and Russ (2010, 2013), I differentiate between direct cross-border

lending and foreign direct investment (FDI) in the banking sector. Simulation results

from a two-country general equilibrium model with heterogeneous banks suggest

that both cross-border lending and bank FDI mitigate concentration. The effect of

different modes of international banking on bank markups differs, however: while

increased FDI activity by banks yields higher average markups due to efficiency

gains, foreign lending does not matter for bank markups.

Using FDI data for the financial industry from the OECD and foreign lending

data from the International Financial Statistics of the IMF, Chapter 3 shows that

the data support the theoretical predictions. The higher bank FDI or cross-border

3
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lending activity, the lower is bank concentration in OECD countries. Concerning

bank markups, the estimation results point to a positive effect of bank FDI on net

interest margins. Cross-border lending does not significantly impact on net interest

margins.

While Chapter 3 lays out how cross-border banking impacts on bank market

structures, Chapter 4 goes one step further and analyzes how cross-border banking

influences granular effects from the banking sector. That is, based on the observation

that cross-border banking activities matter for banking sector concentration, it is

investigated how the link between bank-specific shocks and aggregate growth is

affected if taking financial sector openness into account. Hence, Chapter 4 bridges

the findings from Chapter 2 with those from Chapter 3.

As discussed in Chapter 3, financial openness tends to reduce bank concentra-

tion. A lower level of concentration should, ceteris paribus, alleviate granular effects

from the banking sector. Moreover, apart from the direct effect of financial openness

on concentration, financial openness may weaken the link between bank-level shocks

and the aggregate economy by offering alternative financing sources to the domestic

ones. Granularity can be interpreted as a distortion in domestic credit markets due

to the dominance of large banks. If an economy is financially closed, these distor-

tions may be particularly severe, because borrowers strongly depend on domestic

financing conditions and hence on the situation of the large domestic banks. As

a consequence, idiosyncratic shocks to large banks may be more important for the

aggregate domestic economy than for an economy which is financially more open.

Missing substitutes for credit from the domestic banking system could consequently

lead to more pronounced granular effects in financially closed countries.

Based on a linked micro-macro dataset for 80 countries, Chapter 4 presents

growth regressions which take the effects of bank-specific shocks and financial open-

ness into account. The estimation results confirm that bank-specific credit or asset

growth shocks are positively linked to GDP growth. That is, part of the variation in

aggregate output growth can be explained by shocks to large banks. As suggested

by theoretical considerations, pooled OLS regressions and panel threshold estima-

tions point to a positive effect of financial openness on macroeconomic stability:

granular effects from the banking sector are indeed weaker in more financially open

economies. The direct effect of financial openness on growth is negative though;

more financial openness tends to reduce growth in the country sample considered

here which includes both developing and developed economies. In addition, the esti-

mation results reveal that a higher ratio of domestic credit to GDP and hence higher

leverage in an economy harms growth.

Chapter 5 shifts the perspective from the effects of idiosyncratic risks on the

aggregate economy to the impact of macroeconomic risks on individual investors.

4
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More precisely, it investigates the question of how unemployment risk influences in-

dividual savings and portfolio decisions in the US and in Germany. This question is

motivated by the observation that the incidence of unemployment as well as its ave-

rage duration have significantly increased in the US in the aftermath of the financial

market turmoil. The resulting increase in labor income risk affects the investment

behavior of households. Individual savings and investment matter not only for in-

dividual risk-sharing, but also for the refinancing conditions of governments and

firms.

Chapter 5 presents a life cycle model of consumption and portfolio choice in the

spirit of Cocco, Gomes and Maenhout (2005). In this framework, households either

consume or save their income. They invest their savings either in safe bonds or in

risky equity with higher average returns. In a first step, the model is extended by

explicitly including unemployment risk, making use of Markov-chains to differentiate

between long- and short-term unemployment. Second, the model is calibrated both

to the US case using information from previous studies, and to the German economy

using household micro-data from the German Socio Economic Panel (SOEP).

Model simulations indicate that in the case of short-term unemployment, un-

employment insurance benefits offset the negative impact of labor income risk on

households’ equity holdings, both in the US and in Germany. If long-term unem-

ployment is introduced in the calibrated model, the equity share of US households

drops. The negative effect of unemployment on the portfolio equity share is thus

more pronounced if the expected duration of being jobless is high. In Germany,

however, long-term unemployment does not significantly alter investors’ portfolio

composition. Chapter 5 reveals that the different reactions to unemployment risk in

the US and in Germany can be attributed to differences in the generosity of social

security payments and to different age-income profiles in the two countries.

Coming back to the empirical finding from Chapter 4 that high leverage in an

economy can harm growth, Chapter 5 suggests that long-term unemployment risk

may impact on the portfolio structure and hence on the leverage of an economy. If

unemployment risk increases, the life cycle model predicts that households invest

more in the safe bond and less in equity. As a consequence, higher income risk could

favor an investment structure which leads to higher debt to equity ratios. This could

harm growth.

Finally, Chapter 6 offers a synopsis of the key findings of this thesis and

presents avenues for future research.
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CHAPTER 2

Big Banks and Macroeconomic Outcomes

2.1 Introduction

The purpose of this chapter is to determine whether and under what conditions

the presence of big banks, in itself, can affect macroeconomic outcomes such as

aggregate credit and output. Given the recent interest in regulatory reform, this

question has become a focal point both in political debates and in the broader

public discourse. A number of prominent policy makers and academics recently

have proposed limiting the size of banks or breaking large banks into smaller ones.

Yet, the academic literature investigating this potential link is surprisingly small,

so our understanding of the implications of bank size for macroeconomic outcomes

remains limited. In this paper, we provide a theoretical framework to study this

issue in the data. Empirical evidence from more than 80 countries suggests that

indeed idiosyncratic shocks to large banks can cause macroeconomic fluctuations.

The idea that bank size can destabilize aggregate credit is not new.1 Bail out

expectations may invite imprudent risk-taking of large banks (“too big to fail”), and

close linkages between large banks and highly leveraged shadow financial institutions

(“too connected to fail”) may destabilize the entire financial system. The focus on

size in policy debate and the media is inspired by some sensational bank failures, but

also by the general observation that the banking sector in many countries is indeed

This chapter is based on joint work with Claudia M. Buch, Katheryn N. Russ, and Monika
Schnitzer. It has been published as ”Big Banks and Macroeconomic Outcomes: Theory and
Cross-Country Evidence of Granularity”, NBER Working Paper No. 19093, see Bremus et al.
(2013).

1 Boyd and Gertler (1993), for example, point to bad real estate loans by large banks as the primary
source of the U.S. banking crisis in the 1980s and subsequent economy-wide credit crunch.
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very concentrated.2 What is more, the largest 15 banks hold about one quarter of

commercial bank assets worldwide, so the biggest banks are quite large not only in

the relative sense, but also in the absolute.

So far, the literature measuring the influence of bank size has focused on issues

of connectedness, spillovers, and exposure to common macroeconomic shocks. Tara-

shev et al. (2009, 2010) use a Shapley value to map risk associated with individual

banks into aggregate risk, while Adrian and Brunnermeier (2009) pioneer the use

of a CoVaR model to measure systemic risk in banking. Both papers show that

large banks are more systemically important. Work by Hale (2012) identifies con-

nectedness, through interbank lending, as a channel spreading shocks in the lending

behavior of large banks from one bank to another with implications for business

cycle behavior. Corbae and D’Erasmo (2013) examine the role of large banks in ex-

acerbating or mitigating macroeconomic effects that emerge when banks are exposed

to national or regional macroeconomic shocks.

Our approach differs from this research because we study the effects of bank

size for macroeconomic outcomes even in the absence of contagion, spillover effects,

or shared responses to macroeconomic shocks. Instead, we focus on granular effects

as a channel through which large banks can affect macroeconomic outcomes even in

otherwise normal times, in addition to times of crisis or common adversity. Gener-

ally, the theory of granularity predicts that adverse idiosyncratic shocks to very large

(manufacturing) firms do not average out across the population of firms, but rather

affect aggregate fluctuations (Gabaix 2011). We apply this concept to the banking

sector in two steps. First, we determine whether the banking sector in theory and

in practice fits the necessary conditions for granular effects to arise. Second, we

test whether there is a statistically significant relationship between the presence of

big banks as measured by a high level of market concentration, and macroeconomic

outcomes. Our answer to both questions is “Yes.”

Our research builds on Gabaix (2011) who pioneers the concept of granularity

in economics, showing that idiosyncratic shocks (the “granular residual”) hitting

2 In a study of trends in financial consolidation, the G10 has found an increase in banking sector
concentration in the advanced economies (Group of Ten 2001). Empirical evidence provided by
Corvoisier and Gropp (2002) for a group of advanced countries and by Walkner and Raes (2005)
for the European countries points into the same direction. Moreover, De Nicolo et al. (2004) find
that banking sector concentration tends to increase when looking at the world average. For the
US, Berger et al. (1999) find an increase in banking concentration at the national level, while
Schargrodsky and Sturzenegger (2000) document increasing local concentration in Argentina.
Calderon and Schaeck (2012) and the Organisation of Economic Cooperation and Development
(OECD 2010) show that merger activity during the global financial crisis has led to higher
concentration in many countries. Other studies point to a rather heterogeneous evolution of
banking concentration across the world. These studies find that some countries have experienced
increasing concentration, while other countries have seen a decrease in concentration over the last
decades (e.g. Hawkins and Mihaljek (2001), De Nicolo et al. (2004), Beck and Demirgüç-Kunt
(2009), Davis (2007), and De Bandt and Davis (1999)).
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the largest 100 US firms can explain a significant portion of growth in per capita

GDP. The mechanism driving granular effects lies in the unequal distribution of

firm sizes. Firm size distributions are usually fat-tailed - there are many small firms

but also a few extremely large ones. The fat tail implies that the distribution of

firm size resembles a power law. In this case, idiosyncratic shocks to large firms

do not cancel out in the aggregate.3 Gabaix provides a theoretical underpinning

to calculate macroeconomic outcomes based on a Herfindahl index computed across

heterogeneous firms, neatly summarizing the distribution of firm size within an index

of market concentration. In his model, markups are constant, so that shocks are

passed on fully into prices and thus the equilibrium quantity of output. Di Giovanni

and Levchenko (2009) and Di Giovanni et al. (2011) further develop this concept to

analyze the link between trade liberalization and macroeconomic fluctuations, also

with a theory using constant markups.

We expand the theory of granularity to encompass financial intermediaries of

heterogeneous size who charge variable markups. For this purpose, we develop a dis-

crete choice model with a large number of rival banks competing in a Bertrand-like

fashion to provide homogeneous loans. We extend the framework developed in De

Blas and Russ (2010, 2013) by integrating the concepts of concentration and gran-

ularity. Borrowers do not know exactly what interest rate a bank will charge until

they apply. In the spirit of Anderson et al. (1987), ex ante uncertainty generates

market power. Banks also differ in their costs, hence markups may vary across banks

depending on the magnitude of the search friction. Into this framework, we incorpo-

rate a power law distribution of bank size. The model predicts that macroeconomic

outcomes are driven in part by the “banking granular residual”— the product of a

measure of idiosyncratic fluctuations and the banking system’s Herfindahl index as

a measure of concentration. We characterize the necessary conditions in terms of

market concentration for granular effects to emerge: On the one hand, idiosyncratic

shocks have to be passed through to firms via changes in lending rates. On the

other hand, the distribution of bank size has to follow a fat-tailed power law to be

sufficiently dispersed. We show that, under these conditions, the higher the concen-

tration or volatility of idiosyncratic fluctuations in the banking sector, the larger are

fluctuations in the aggregate supply of credit and output. Hence, the presence of

big banks magnifies the effects of bank-level shocks on aggregate credit and output

compared to an economy where the banking sector is less concentrated.

3 According to a simple diversification argument, independent idiosyncratic shocks to firms should
have an impact of 1/

√
N on aggregate fluctuations (Gabaix 2011, p.735). In an economy with

a small number of firms (small N), idiosyncratic shocks would thus be felt in the aggregate.
However, if the number of firms is large, as in most economies today, the effect of idiosyncratic
firm-level shocks on the aggregate should tend towards zero. Gabaix shows that, under a fat-
tailed power law distribution of firm size, macroeconomic volatility arising solely due to firm-level
shocks decays much more slowly with 1/ln(N).
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The presence of granular effects in banking hinges crucially upon the size dis-

tribution of banks. Thus, we take our model to the data and use Bankscope data

to explore whether the distribution of bank sizes exhibits a fat right tail. Maxi-

mum likelihood estimates reveal tails for the banking sector in the world’s largest

economies that are fatter than those found for manufacturing firms by Di Giovanni

et al. (2011).4 These patterns in the data suggest that shocks hitting large banks

may indeed have aggregate effects.

Our work is linked to two strands of literature which study the effects of he-

terogenous banks for macroeconomic outcomes. First, among a small number of

recent empirical studies, Buch and Neugebauer (2011) show that granularity in bank-

ing matters for short-run output fluctuations in a subsample of Eastern European

banks. Blank et al. (2009) use data for German banks and find that shocks to large

banks affect the probability of distress among small banks. Using industry-level

data, Carvalho and Gabaix (2011) show that the exposure of the macroeconomy to

tail risks in what is called the “shadow banking system” has been fairly high since

the late 1990s. Our analysis is distinct from these studies in that we include a larger

set of countries, explicitly test for dispersion in bank size, and investigate the im-

portance of the factors driving granular effects within the framework of a structural

model.

A second strand of literature incorporates banks into dynamic stochastic general

equilibrium models. Several of these models assume the presence of a representative

bank in modeling links between banks and the macroeconomy in the presence of

financial frictions (see, e.g., Angeloni and Faia 2009, Meh and Moran 2010, Zhang

2009, and Ashcraft et al. 2011). Kalemli-Ozcan et al. (2012), van Wincoop (2011),

Mandelman (2010), and Ghironi and Stebunovs (2010) show the implications of for-

eign participation or domestic bank branching for the transmission of shocks overseas

in structural models. Several studies nest heterogeneity in bank size by assuming

that deposits and loans are CES baskets of differentiated products (Andres and Arce

2012, Gerali et al. 2010), yielding constant markups when banks set interest rates

on loans that do not vary by bank size. Two important exceptions are Mandelman

(2010), who incorporates heterogeneous bank lending costs into a limit price frame-

work, and Corbae and D’Erasmo (2013), who combine heterogeneous lending costs

with Cournot competition. Markups in these two cases are endogenous and, in par-

ticular, sensitive to market structure. The focus of these papers is on the impact of

bank market structure on the propagation of macroeconomic shocks rather than the

feedback between bank-level shocks and macroeconomic outcomes. In contrast, we

4 The tails are truncated in our case because the cost of financing is neither infinitely low nor
infinitely high for banks. We demonstrate numerically that this truncation need not prevent
granular effects from occurring and empirically that the truncation indeed does not prevent
granular effect from occurring.
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study how idiosyncratic changes in bank lending behavior can add up to fluctuations

in macroeconomic aggregates simply because some banks are very large relative to

their competitors.

In the following section, we present a theoretical framework which shows how

concentration in banking markets affects the link between idiosyncratic shocks and

macroeconomic outcomes. In Section 2.3, we describe the data that we use to

test the predictions of this model, and we provide descriptive statistics on the key

features of the model. We demonstrate the link between concentration in the banking

sector, idiosyncratic bank-level shocks, and macroeconomic outcomes. Section 2.4

concludes.

2.2 Market Concentration and Macroeconomic

Outcomes: Theoretical Framework

In this section, we develop a model of an economy with a banking sector funded

by customer deposits and equity and providing working capital loans to firms. We

choose firms as borrowers to provide the simplest link between the credit market

and aggregate output.5 Our focus is on competition between heterogeneous banks

on the loan market. We use this framework to explore the link between bank-specific

shocks and macroeconomic outcomes.

2.2.1 Consumers

The consumer side is captured by a representative consumer. Because the focus

of our analysis is on the supply side of the market, we do not explicitly model the

labor market. Instead, we follow Obstfeld and Rogoff (1995) by supposing that the

utility of the representative consumer is log-linear in aggregate consumption Q and

decreasing in the amount of effort expended in the production of aggregate output

Y . Thus, the utility function is given by

U(Qt, Yt) = lnQt −
z

2
Y 2
t ,

where z is a parameter reflecting the disutility of effort in producing output. The

representative consumer chooses whether to use income to purchase goods for imme-

diate consumption or to save by leaving some of her wealth in a bank. In particular,

she maximizes lifetime utility

max
∞∑
t=0

βtU(Qt, Yt),

5 We can derive the qualitative results even if loans are made only to consumers for housing or
durable goods, as long as there is a constant (price) elasticity of substitution between the good
purchased on credit and other goods.
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where β is a constant with 0 < β < 1, subject to the intertemporal budget constraint

PtQt + PtDt+1 ≤ PtYt + (1 + rd)PtDt.

P denotes the price of a bundle of consumption goods, D is the amount of real wealth

deposited in banks as savings, and rd is the interest rate banks pay on deposits.6

Households own the banks. Since bank profits consist of payments from firms, they

are embedded in the household budget constraint within firm revenues, PY .

The first-order conditions from the consumer’s problem for optimal consumption

and deposit holdings yield an endogenous steady-state equilibrium interest rate for

deposits (Appendix 2.5.2): rd = (1 − β)/β. First-order conditions also yield an

expression for consumption as a function of aggregate output, Q = 1/(zY ). We

focus on comparative statics in steady state and drop time subscripts from this

point.

By assumption, the market for deposits is perfectly competitive, i.e. consumers

can deposit funds in any bank without cost or other rigidities. Thus, in equilibrium

rd is the deposit rate paid by all banks. We abstract from imperfect competition

on the deposit side of the market because deposits are typically guaranteed by the

government (implicitly or explicitly), so consumers are indifferent as to where they

hold their deposits. Kashyap et al. (2002) have also argued that banks’ deposit

and lending business are de facto two sides of the same coin. Our objective is to

emphasize the effects of loan market competition by banks of different efficiency. For

this purpose, it suffices to focus on imperfect competition on the lending side. This

does not preclude additional investigation into the market for deposits in a more

elaborate framework, but it is beyond the scope of this chapter.

2.2.2 Firms

A sector with identical, perfectly competitive firms assembles a homogeneous

final good Y . The assembly process for this final good requires a continuum of

intermediate goods, Y (i), produced by a continuum of identical manufacturing firms

along the [0,1] interval, each of which produces a unique intermediate good i under

monopolistic competition. These intermediate goods are bundled as in Dixit and

Stiglitz (1977),

Y =

 1∫
0

Y (i)
µ−1
µ di


µ
µ−1

,

6 This formulation is consistent with our assumption of a closed economy. In an open economy
setting, it would imply domestic ownership of banks, a reflection of home bias in asset holdings
which is empirically important despite the ongoing integration of international banking markets
(Fidora et al. 2007, Schoenmaker and Bosch 2008).
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where µ > 1 is the elasticity of substitution between the intermediate goods. Pro-

ducer i sells its good at a price P (i) per unit, with P representing the aggregate

price index for intermediate goods, given by

P =

 1∫
0

P (i)1−µdi


1

1−µ

.

Note that the price index P is the cost of all inputs required to produce one unit of

the final good, and it is thus the price of the final good as well.

The demand for any particular good is downward sloping in its price:

Y (i) =

(
P (i)

P

)−µ
Y. (2.1)

Production of intermediate goods requires capital as the sole variable input. Firms

produce each good Y (i) with working capital K(i) using the technology

Y (i) = αK(i). (2.2)

where α is the productivity of capital. Therefore, the demand for capital is directly

proportional to the demand for a firm’s output.

Firms face a cash-in-advance constraint. To produce, firms must borrow working

capital from financial intermediaries. The need for loans arises because, in steady

state, firms cannot accumulate retained earnings but must pay out all profits to

consumers in the form of a dividend ΠF (i), with ΠF representing total profit from the

manufacturing of intermediate goods, summed over all firms i. While, in a dynamic

setting, firms can amass retained earnings to provide self-financing, we focus only

on the steady-state equilibrium in which positive amounts of cash on hand cannot

be optimal. A firm’s fiduciary responsibility to its household-shareholder implies a

transversality condition in which, ultimately, it must remit any positive amounts

of cash holdings to the shareholders. In addition, there is empirical evidence that

agency problems compel stockholders to collect dividends and push the firm to

seek external finance to benefit from the monitoring capabilities of outside lenders

(DeAngelo et al. 2006, Denis and Osobov 2008).

Let R(i) denote the unit cost of borrowed working capital paid by firm i. Then

variable profits for a producer of intermediate goods borrowing at this interest rate

is given by

ΠF (i) = P (i)Y (i)−R(i)K(i). (2.3)

The first-order condition for profit maximization with respect to price yields the
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usual pricing rule as a markup over marginal cost:

P (i) =
µ

µ− 1

R(i)

α
. (2.4)

Note that the interest rate R(i) that a particular firm faces affects the price it

charges. Setting output equal to demand for good i and substituting in the pricing

rule, Eq.(2.4), yields the firm’s demand for capital and thus for loans:

L(i) = K(i) =
1

α

[ µR(i)
(µ−1)α

P

]−µ
Y. (2.5)

All else equal, the demand for loans is decreasing in the interest rate and also in the

productivity of capital, α, because higher productivity everywhere allows firms to

produce more output with less capital.

2.2.3 Market Concentration and Heterogeneity

While we assume that firms are ex ante identical, we allow for heterogeneity

of banks. The key feature distinguishing banks in our model is their level of effi-

ciency. We are agnostic as to exactly what governs bank efficiency— whether it is

better screening, a lower cost of financing, a lower monitoring cost, or conversion

of deposits into loans with lower overhead costs. We model efficiency simply as a

parameter augmenting the variable cost of lending in the spirit of the Monti-Klein

model (Freixas and Rochet 2008), and the more recent Corbae and D’Erasmo (2013).

Bank Heterogeneity and Loan Pricing

In order to examine the effects of market concentration, our model must have

banks that differ in size. To keep the focus of our analysis on bank size in a straight-

forward manner, we model banks’ cost efficiency parameter as a random variable.

Cost efficiency is a factor that governs banks’ variable cost of lending. We index

banks by the letter j, calling the unspecified outcome for the efficiency of any par-

ticular bank A(j) and a particular outcome a. More specifically, if a denotes the

cost efficiency of a bank, then an increase in a is associated with a decline in costs.

Suppose that there is a large number of banks J , each of which draws its ef-

ficiency parameter a, which lies in some positive range a0 < a ≤ 1, from a doubly

truncated Pareto distribution, F (a) =
a−θ0 −a−θ

a−θ0 −1
with θ > 0. We truncate the distri-

bution from above using a ≤ 1 such that the funding costs for the bank can never

be less than the return required by depositors and equity holders. We truncate it

from below at a0 to capture the fact that banks’ funding costs are never infinitely

high, implying that efficiency will not fall below some minimum 0 < a0 < 1 due to,

for instance, some practical operating constraints.
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The profit function for any bank j when making a loan to any firm i is thus

given by

max
R(i,j)

ΠB(i, j) = (1− δ)R(i, j)L(i, j)− 1

A(j)

[
rdD(i, j) + reE(i, j)

]
, (2.6)

where δ represents the probability with which the bank anticipates default on its

loans, re is the return that banks must pay to equity shareholders. Deposits D(i, j)

and equity E(i, j) are used to finance a loan of the amount L(i, j). We assume

that the equity return is equal to the deposit rate augmented by a tax applied to

corporate profits, re = rd(1 + τ), with τ > 0. The bank is also required to meet

a regulatory leverage ratio by keeping equity in the amount of a fraction κ of its

loans: E(i, j) = κ L(i, j). Given the truncation of the distribution of the efficiency

parameter a, we have 1
A(j)
≥ 1, such that the unit cost of lending - i.e. the bank’s

funding cost multiplied by its non-interest cost 1
A(j)

- cannot be less than the bank’s

funding cost.

Maximizing profit with respect to the interest rate R(i, j) yields the uncon-

strained optimal interest rate (see Appendix 2.5.2). This rate would apply if there

were no competition from other banks, where marginal cost equals marginal revenue:

R(i, j) =

(
µ

µ− 1

)
rd(1 + κτ)

(1− δ)A(j)
. (2.7)

The unconstrained interest rate varies only with respect to the bank’s own efficiency

parameter: more efficient banks can charge lower interest rates. Note that the cost

of funds, or the marginal cost of lending for a bank with efficiency level a, is C(a) =
rd(1+κτ)

(1−δ)a . Thus, Eq.(2.7) states that in the absence of head-to-head competition

with other banks, the bank sets an interest rate with a constant markup, µ
µ−1

, over

marginal cost. However, we show in the next section that when borrowers can

search for a lower-cost lender, banks can compete in a Bertrand-like fashion and

this unrestricted constant markup will be an upperbound for loan pricing.

How the Threat of Search Constrains Loan Pricing

Due to perfect substitutability of loans from different banks in the eyes of the

borrower, the bank’s markup may be constrained because firms search for the best

loan offer across different banks. Banks operate under Bertrand-like competition

which is modeled in the following way. The market for loans is not completely

transparent, i.e., firms must apply for a loan from a specific bank to get an interest

rate quote, incurring a fixed application cost of v > 0. This cost can be thought of

as a search friction: Firms can apply only to one bank at a time and decide after

each offer whether to apply to another bank. In other words, applications for loans
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take place sequentially.7 If a second bank offered a better interest rate, the firm

would take out its loan from this bank, otherwise it would stick to the first bank.

Let C(a) denote the marginal cost of lending for a bank with an efficiency parameter

a. If a firm sends out a second application and finds a better bank, with efficiency

parameter a′ > a, this second bank can charge an interest rate equal to C(a) (or

trivially below C(a)) to undersell the first bank and to win the customer.

Anticipating the firm’s potential search for a better interest rate, the first bank

to which a firm applies will attempt to set its interest rate on loans low enough to

make the firm’s expected gain from applying to another bank no higher than the

application fee. This ends the firm’s search process after just one application. It is

the threat of search which constrains the markup for many banks to be less than

the level µ
µ−1

seen in Eq.(2.7).

Therefore, the condition determining the pricing behavior of the first bank with

efficiency level a is governed by the probability that a firm’s next draw will be some

level a′ greater than its own level a. We know already that the interest rate a bank

sets will depend on its efficiency level even in the unconstrained case. Let R(a)

thus denote the interest rate charged on loans by the bank with efficiency level a

and R(a′) denote the interest rate charged by a bank with efficiency level a′ > a

that a firm may find if it sends out a second application. We assume that firms are

naive with respect to bank efficiency and randomly choose the banks to which they

send applications.8 The probability that a firm finds a superior bank if it sends out

another application is 1−F (a). So a borrower will stop its search for a lender after

one application if the additional profit it expects to gain from a lower interest rate

is no greater than the application fee:

[1− F (a)]
{

ΠF [R(a′)|R(a′) = C(a)]− ΠF [M(a)C(a)]
}

= v. (2.8)

If the first bank to which a borrower applies charges an interest rate so high that the

borrower could expect to increase its profits (net of the application fee) by searching

7 de Blas and Russ (2013) consider an order-statistic framework where firms apply to multiple
banks at once, and they characterize the constrained markup in this scenario. We show below
that the distribution of bank size is consistent with a power law in the cumulative distribution.
Mathematically, the power law distribution cannot be the result of choosing the best bank from
more than one application at a time. This is because there is no distribution with a corresponding
distribution of first order statistics from samples of n > 1 that is power-law in the cumulative
distribution (only in the probability density, which is not sufficient for granularity to emerge).
Thus, we assume that firms deal with only one bank at a time, which can be construed as a type
of relationship lending.

8 This assumption is not necessary: we need only assume some noisiness in firms’ perceptions of
bank efficiency that is dispelled only by applying and getting a rate quote. Assuming some noise
would simply augment banks’ market power by a constant term. The assumption merely helps
us keep our analysis more transparent and a sharper focus on the role that dispersion in bank
costs may play in bank competition.
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for another bank, then the borrower will send out another application and the bank

risks losing its customer. The bank sets R(a) to avoid this possibility. It wants to

make sure that the borrower is just indifferent to taking the loan and submitting

an application to another bank. For this to be the case, the application fee must

be at least as great as the extra profit a firm expects from submitting one more

application, weighted by the probability that it finds a better bank. We call this the

“search closure condition”.

Note that banks could conceivably compete in the way that they set the ap-

plication fee v. However, there are logistical considerations involved in assembling

paperwork and negotiating with the bank, such that we take v as an exogenous pa-

rameter to enable a sharper focus on competition in interest rate setting. Similarly,

we abstract from competition in the quality and range of services, which is more

difficult to quantify than net interest margins.

Deriving the Constrained Markup and Interest Rate

To derive the markup a bank will charge its customers based on Eq.(2.8), we

first recall the implication from Eq.(2.5) that the loan volume depends on the in-

terest rate. This interest rate depends on the efficiency level of its lender, while

all borrowers are ex ante identical. To simplify notation from this point, we index

all firm and bank activity by the bank’s efficiency level a. Substituting Eqs.(2.1),

(2.4), and (2.5) into the variable profit function in Eq.(2.3), variable profit for a

manufacturer of an intermediate good borrowing from a bank charging interest rate

R(a) can be expressed as

ΠF (a) =
1

(µ− 1)α
R(a)1−µ

(
µ

(µ− 1)α

)−µ
P µY.

We assume that firms take the aggregate variables P and Y as given, as in Di Gio-

vanni et al. (2011). To find the relationship between the search friction and the

restricted markup arising due to head-to-head competition, we substitute this profit

function (and its counterpart if the interest rate were from a better bank R(a′) <

R(a)) into the search closure condition in Eq.(2.8). Let M̃(a) denote the markup

associated with the interest rate that would just satisfy Eq.(2.8) for a bank with

efficiency level a. Then, the search closure condition becomes

M̃(a) =

(
1− v

[1− F (a)] Γaµ−1

)− 1
µ−1

, (2.9)
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where Γ = 1
(µ−1)α

(
µ

(µ−1)α

)−µ
P µY

(
rd(1+κτ)

(1−δ)

)1−µ
is a constant reflecting residual de-

mand and the firm’s production technology.9 Because µ is greater than one by

assumption, the restricted markup is increasing in the application cost v. It is

also increasing in bank efficiency a, and all banks with high enough efficiency that

M̃(a) > µ
µ−1

can charge the unrestricted markup. Thus, the markup is given by

M(a) = min

{
M̃(a),

µ

µ− 1

}
.

The lending rate is then determined by the product of the endogenous markup and

the bank’s marginal cost, such that R(a) = M(a)C(a). A summary of the equations

which determine the steady state of the model can be found in Appendix 2.5.4.

Zero Profit and Free Entry Conditions for Banks

A bank cannot stay in business unless it earns positive profit sufficient to cover a

fixed overhead cost, implying a minimum markup m̂ > 1. The constrained markup

over the cost of funds in Eq.(2.9) is increasing in bank efficiency level a. This is

because the most efficient banks gain market power from the fact that additional

search is less likely to yield a more efficient new bank for a firm. Thus, there is some

minimum level of efficiency â for which this minimum markup will bind.

Using Eq.(2.9), this minimum profit condition is given by

M(â) = m̂,

which reduces to
v
(
a−θ0 − 1

)
Γ(1− m̂−(µ−1))

= âµ−1
(
â−θ − 1

)
. (2.10)

If we assume that θ is no smaller than µ − 1, then the right-hand side of this

condition is strictly decreasing in â. Note that this threshold efficiency is decreasing

in the difficulty of search v – greater search costs allow less efficient banks to stay in

business – and in the size of the market. It is also increasing in the minimum profit

margin, m̂: banks with very low efficiency must charge interest rates low enough to

keep customers from searching for a new bank but their high lending costs produce

net interest margins that are just too low to stay in business.

Up to now, we have studied the banks’ pricing decision for a given number of

banks, and we have not modelled the free entry condition. How many banks enter in

equilibrium depends on the free entry condition which stipulates that the expected

value of entry equals the fixed cost of entry. Banks must pay a fixed cost f to enter

9 Given that µ > 1, the expression 1− v
[1−F (a)]Γaµ−1 has to be positive in order for the restricted

markup to be a real number. Thus, the application fee has to satisfy v < [1− F (a)] Γaµ−1 and
F (a) must be strictly smaller than 1 in our simulations below.
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the market, which pins down the total number of banks J . These fixed costs are

identical across banks. We think of them as being determined by the documentation

that is required to comply with regulatory standards before the issuance of a banking

license. For instance, banks have to submit the intended organization chart, financial

projections, financial information on main potential shareholders, or information

about the sources of capital funds (Barth et al. 2001). An entrepreneur considering

entering the banking sector draws an efficiency parameter at the beginning of some

period t.

We take the steady state value of bank profits, given in Eq.(2.6), averaged over

all possible efficiency levels as the entrepreneur’s expected per-period profit. Dis-

counting this by the probability that an adverse shock generates losses that exceed

equity yields the free entry condition:

∞∑
t=0

(1− Pr {E[Π(au)] < −κE[L(a)]})E[Π(a)] = f, (2.11)

where E[∗] represents the expectation operator taken over the distribution of a, F (a),

while f is the fixed cost of entry and κE[L(a)] is the level of equity held by the bank.

More intuitively, a potential lender decides whether to form a bank by calculating

the expected stream of profit, discounted by the probability that it might become

insolvent. This determines whether profit is sufficiently large to justify the fixed cost

of entry. Insolvency in this context occurs when an adverse shock generates losses

that exceed equity holdings so that a bank would not be able to satisfy its deposit

liabilities. An increase in the capital requirement, κ, lowers the expected stream of

profit for the bank, reducing the level of entry, J . Entrants become active only if

they have a sufficiently high level of efficiency a to satisfy the zero profit condition

(Eq.(2.10)) in steady state.

2.2.4 Macroeconomic Outcomes

We now turn to an analysis of the link between idiosyncratic bank risk and

macroeconomic outcomes. Idiosyncratic bank risk is modelled as a multiplicative,

independently, identically, and lognormally distributed shock u to the bank-specific

efficiency parameter a. These idiosyncratic shocks affect macroeconomic outcomes

through the loan market: Eq.(2.5) gives the size of the loan to any firm i as a function

of the interest rate it receives. Loan demand by any firm fluctuates with the interest

rate it pays, and this interest rate varies with banks’ idiosyncratic shock. Thus, bank-

specific shocks translate into fluctuations in the interest rates that banks charge and

into the loans supplied to (and demanded by) individual firms. When summing over

these individual loans, idiosyncratic shocks affect also the total supply of loans in

the economy as a whole. The impact of a multiplicative shock to any bank’s level
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of efficiency on the aggregate supply of credit depends on the size distribution of

banks – and thus on granular effects.

To model these links between the micro- and the macro-level, we will, in the

following, use the steady-state aggregate price level as a numeraire, setting P ≡ 1.

The size of the loan that a bank makes to any firm depends on its interest rate.

This rate, taking into account the shock to bank efficiency, can be expressed as the

product between the bank’s markup and costs

R(au) = M(au)C(au),

where the efficiency of a bank with efficiency parameter a is simply au when aug-

mented by the shock, with u = 1 in the steady state. Combining the interest rate

rule with loan demand in Eq.(2.5), multiplied by the probability that any firm i

applies to a particular bank, 1
J

, we have an expression for bank size,

L(au) = [M(au)]−µ (ua)µΦ, (2.12)

where Φ = Y
αJ

(
µrd(1+κτ)
α(µ−1)(1−δ)

)−µ
is a constant reflecting the marginal cost and the

effect of search on loan demand common to all banks.

In Appendix 2.5.3, we show that the restricted markup is a slowly varying

function.10 We can thus show that Eq.(2.12) is a sufficient condition for bank size in

terms of loan volume to be power-law distributed with a fat right tail if the dispersion

parameter of the bank size distribution, ζ = θ
µ
, fulfills the condition ζ < 2 (Appendix

2.5.3). Banks absorb part of any shock to efficiency by charging a higher or lower

markup. However, the entire shock is not absorbed in the markup so that the shocks

to the largest banks still affect their interest rates and will have measurable impacts

on macroeconomic outcomes. In the next section, we explain why in more detail.

Does Granularity Hold?

Granularity implies that shocks to the largest banks end up generating changes

in the aggregate supply of credit. For granularity to emerge, two key conditions are

necessary.

First, banks must pass on some portion of cost shocks to the interest rates that

they charge borrowers. This would not be the case with a strict limit-pricing frame-

work, where banks always set exactly the same interest rate as their competitors

(Mandelman 2010), but it is the case in our model where the interest rate varies

with bank efficiency. Interest rates are never strictly bound by those of a known

10As laid out by Gabaix (2011), a function P (X > x) = x−ζf(x) with ζ ∈ [0; 2] and f(x) slowly
varying converges in distribution to a Lévy law with exponent ζ. A function is slowly varying
if limx→∞ f(tx)/f(x) = 1 for all t > 0 (Gabaix 2011, p.766). The applicability of the Lévy
Theorem is needed for granular effects to emerge.
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rival, as in a more traditional Bertrand setting with perfect substitutability among

loans (de Blas and Russ 2013).

Second, bank size must be sufficiently disperse. For this, bank size must be

power law distributed, exhibiting a fat right tail. In our framework, two potential

problems arise, because – as opposed to other studies – (a) markups are endogenous

and (b) the Pareto distribution of efficiency is assumed to be doubly truncated to

prevent the lending rate from being smaller than the deposit rate.

Endogenous markups arise in our framework, and these markups vary with

the efficiency parameter a. Under constant markups, the Pareto distribution of

efficiency cleanly generates the necessary power law distribution for size. This is

because markups are a slowly varying function. We have shown that the markup

M(a) in our framework is a slowly varying function as well (Appendix 2.5.3). So

the endogenous markups need not override the effect of the power law on bank size.

Double truncation of bank efficiency prevents the interest rates charged on loans

from being smaller than banks’ funding cost. No bank has infinitely high lending

costs and no bank has lending costs less than the market return on deposits and

equity. Even though bank sizes can follow a power law in a model with endogenous

markups, the size distribution might not be sufficently disperse. This is because

our truncated efficiency distribution for banks necessarily has a finite variance, un-

like the standard singly truncated Pareto distribution used in Gabaix (2011) and

Di Giovanni et al. (2011). In those studies, the singly truncated Pareto distribution

of efficiency yields a power law distribution of firm size with infinite variance, such

that the Central Limit Theorem gives way to the Lévy theorem. As a consequence,

idiosyncratic shocks do not cancel out in the aggregate, and granularity holds.

The applicability of the Lévy theorem is the sufficient condition for granular

effects to emerge. However, in our framework with a doubly truncated Pareto dis-

tribution of efficiency and hence finite variance, Lévy’s Theorem holds only under

the following restriction: not only must bank size be power-law distributed, but we

must also have the number of applications that a firm sends out be less than a−θ0

(Sornette 2006, p. 103). This condition assures sufficient dispersion in bank size,

which is needed for idiosyncratic, multiplicative shocks to bank efficiency not to

average out too quickly as the number of banks J increases. If dispersion is too low,

shocks to large banks would make little quantitative difference in macroeconomic

outcomes, as would occur under the Central Limit Theorem. Because we allow firms

to apply sequentially and thus to only one bank at a time, firms always stop after one

application. Otherwise, due to the properties of order statistics, we can not achieve

a power-law distribution in bank size. Hence, the number of applications is always

less than a−θ0 , so that the second condition for granularity – sufficient dispersion –

is always satisfied in our model. Thus, we have the necessary power law property.
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In Appendix 2.5.3, we show numerically that granular effects still emerge in

our framework with doubly-truncated Pareto efficiency and endogenous markups.

More explicitly, because the variance of our distribution of bank size is finite in

the face of the double truncation, our numerical simulations show that Sornette’s

condition for Lévy’s Theorem to apply holds in spite of the truncation. Recall that

granular effects arise when idiosyncratic shocks to bank lending do not average out

quickly as the number of banks increases as would be the case when the Central

Limit Theorem holds. To this end, we set the number of banks, J , to 500 and take

one draw for each of these banks from the Pareto distribution. We then calculate

the markup and corresponding loan demand for each bank given our calibration

described in Appendix 2.5.3. We apply idiosyncratic, identically and lognormally

distributed shocks (u) to the efficiency parameter of each bank and repeat the process

1000 times. Figure 2.1 shows the average results across these 1000 simulations: the

standard deviation of the aggregate level of bank loans is not zero in response to

the idiosyncratic shock. Thus, the shocks do not average out, even when summing

loans over a rather large number of banks.11

Figure 2.2 further shows that fluctuations in the aggregate credit supply are

positively correlated with the level of concentration in the banking industry. The

Herfindahl index measures bank concentration – an increasing Herfindahl indicates

an increasing market share for the largest banks (the big are getting bigger). The

positive relationship between the Herfindahl and macroeconomic outcomes coincides

with Gabaix’s theory of granularity, where shocks to the largest firms drive macroe-

conomic outcomes. Note that the truncation of our distribution from above dampens

the relationship between idiosyncratic shocks and macroeconomic outcomes some-

what. Remarkably, however, it can still result in granular effects.

In an economy where the lower bound of the efficiency spectrum, a0, is close

to one, so that all banks have a similar efficiency level, granular effects would never

occur. We consider this to be a more likely situation in the most developed banking

sectors, where banks have access to similar technologies. This reduces dispersion

from the bottom end of the efficiency spectrum. Similarly, granular effects are

unlikely to occur in an economy with no search costs or where the banking market

is sufficiently developed such that the number of loan applications n is always large

enough (greater than a−θ) that the Central Limit Theorem would hold and Lévy’s

Theorem would not apply.

11As suggested by the theory of granularity, the shocks do average out (produce zero volatility in
aggregate credit) if we allow multiple loan applications or use a heavy-tailed distribution other
than the power law, like the Weibull with a dispersion parameter less than one. The fat tail of
the power law is essential.
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2.2.5 Linking Idiosyncratic Shocks with Macroeconomic Out-

comes

We can calculate the change in the loans extended by a bank in response to the

efficiency shock u by taking the total derivative of bank size given in Eq.(2.12) with

respect to u:

dL(a) =
dL(au)

du
du+

∂L(au)

∂M(a)

dM(au)

du
du (2.13)

= µ

[
1− 1

M(au)

dM(au)

du

]
L(au)du. (2.14)

The term in brackets is the effect of the idiosyncratic shock on the bank’s markup

due to the first-order effect on the bank’s marginal cost and a second-order effect on

the aggregate variable, residual demand (Γ). If we define the steady state as the state

where u = 1 for all banks and suppose for a moment that markups are constant, there

would be full pass-through of a shock relative to the steady state. Eq.(2.14) also

shows that, net of pass-through effects through the endogenous markup, the change

in loans supplied by a particular bank relative to the steady state is increasing in

the size of both the bank and the shock (dL̃(a) = L(a)du). The growth rate in an

individual bank’s loan relative to the steady state net of pass-through effects is given

by
dL̃(a)

L(a)
=
L(a)du

L(a)
= du, (2.15)

with the variance of loans growth given by var
(
dL̃(a)
L(a)

)
= σ2

u. Because the amount of

working capital that any firm uses is equal to the size of the loan it takes out from a

bank, Eq.(2.2) implies a variance in the growth rate of output relative to the steady

state for an individual firm borrowing from a bank with efficiency level a equal to

var
(
dL̃(a)
L(a)

)
= σ2

u.

The relationship between the change in lending and in lending costs implies that

the variance of the aggregate credit supply is a function of the Herfindahl index. To

see this, we assume for simplicity that the shocks u are uncorrelated across banks.

We also want to be as conservative as possible in assessing the role of bank size.

Then, again using E[∗] to represent the expectations operator, the change in the

aggregate credit supply L with respect to the steady state, where u = 1 for all

banks, is given by

∆L

JE[L(a)]
=

J∑
j=1

dL̃(a)

JE[L(a)]
.

The variance of aggregate credit supply that is due to the first-order effects of
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idiosyncratic shocks to bank efficiency is then given by the squared terms:

var

(
∆L

JE[L(a)]

)
= var

 J∑
j=1

(
dL̃(a)

JE[L(a)]

)2
 = σ2

u

J∑
j=1

(
L̃(a)

JE[L(a)]

)2

= hσ2
u,

(2.16)

where h represents the Herfindahl index of market concentration. By “first-order,”

we mean exclusive of any effects on the markup. Thus, consistent with the discus-

sion above regarding search and the behavior of the markup, this expression is an

upperbound for the variance of aggregate output arising due to idiosyncratic shocks

to bank lending. Because loan fluctuations are equal to fluctuations of the capital

stock, fluctuations in aggregate output are monotonically increasing in fluctuations

of the aggregate credit supply. Due to constant returns to scale in working capi-

tal, the variance in firm output relative to the steady state is given by the same

expression, hσ2
u, which again we view as an upperbound.

The following Proposition summarizes the determinants of aggregate fluctua-

tions of credit and aggregate output.

Proposition 1. Fluctuations in aggregate supply of credit and aggregate output

are positively related to both the variance of bank-specific shocks and the Herfindahl

concentration index in the banking sector.

Proof. Equation (2.16) above shows that the aggregate supply of credit is propor-

tional to both the variance of bank-specific shocks and the Herfindahl concentration

index in the banking sector. Recall that (1) loan market clearing implies the amount

of capital that firms use in production equals the size of their loan, and (2) firm size

depends only on the interest rate, which is the same for all firms borrowing from a

particular bank. Therefore, the variance of production for a firm equals the variance

in the amount of the loan it procures and the variance of aggregate output must

equal the variance of the aggregate supply of credit.

We summarize the empirical prediction that follows from our theoretical frame-

work here:

• The higher the level of concentration in the banking sector, the larger are

changes in the aggregate supply of credit. This prediction follows from Propo-

sition 1 and Eq.(16) and is confirmed numerically by the simulation results

presented in Appendix 2.5.3 linking concentration with macroeconomic out-

comes.

2.3 Empirical Evidence

We bring the implications of our theoretical model to the data by providing

evidence on the validity of our assumptions and by testing the empirical predictions
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of the model. We next describe our data sources, present evidence on the power law

decay in bank sizes, and introduce the measurement of granularity in the banking

sector. Finally, we present empirical evidence of the link between idiosyncratic

shocks to banks and macroeconomic outcomes.

2.3.1 Data Sources

In order to calculate idiosyncratic shocks to the growth of assets or loans of

banks as well as the market shares of these banks, we need bank-level data. We take

these data from Bureau van Dijck’s proprietary Bankscope database, which provides

income statements and balance sheets for banks worldwide. A number of standard

screens are imposed on the banking data in order to eliminate reporting errors: We

keep banks with at least five consecutive observations to make sure that they are

included at least for one business cycle; we exclude the bottom 1% of observations for

total assets in order to eliminate very small and not very representative banks; and

we drop implausible observations where the loans-to-assets or the equity-to-assets

ratio is larger than 1 as well as banks with negative values recorded for equity, assets,

or loans.

We do not have information on bank mergers. In order to eliminate large

(absolute) growth rates that might be due to bank mergers, we winsorize growth

rates at the top and bottom percentile. We use banks classified as holding companies,

commercial banks, cooperative banks, and savings banks, i.e. we exclude a number

of specialized banks which are not representative of the banking industry as a whole.

To compute aggregate real growth, we use data on real GDP per capita from

the World Bank’s World Development Indicators (WDI ). These data are available

on an annual basis from the 1970s through 2011. Due to missing data for bank-level

variables and because we calculate growth rates, our regression sample includes

annual data for the years 1995-2009 (T = 13) and 83 countries (N = 83). A list of

countries can be found in Appendix 2.5.5. Table 2.1 presents summary statistics.

We focus on two main macroeconomic indicators. Growth in real domestic

credit is defined as the growth rate of log real domestic credit in US dollars taken

from the International Monetary Fund’s International Financial Statistics (IFS ),

with real values obtained by deflating nominal values with the US consumer price

index. The growth rate of log real GDP per capita is taken from the WDI. All

growth rates are winsorized at the top and bottom percentile in order to eliminate

the effect of outliers.

2.3.2 Power Law Decay in the Distribution of Bank Sizes

To test whether the size distribution within the banking sectors considered

here resembles the power law patterns required for granular effects, we use several
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methods to measure the tail thickness of bank size. Recall that granularity occurs

only when the tail exhibits power law properties, implying a Pareto distribution of

bank size with a dispersion or shape parameter less than 2. To check whether this

is the case, we estimate the parameter using different methods from the literature.

Table 2.2 presents estimates of power law coefficients for banks’ total assets,

distinguishing a panel of all banks appearing between 1997 and 2009 (Table 2.2a)

and a cross section for the year 2009 (Table 2.2b). For each specification, we show

five different estimates of the power law coefficient.

First, we use a maximum likelihood estimator for the shape parameter, ζ, in a

truncated Pareto distribution

Pr(L(a) > l) =
Lζmin

(
L(a)−ζ − L−ζmax

)
1− (Lmin/Lmax)ζ

,

where 0 < Lmin ≤ L(a) ≤ Lmax <∞, such that Lmin and Lmax denote the lower and

upper truncation of the distribution of bank size, respecively. The results are given

in Columns (1)-(4) of Table 2.2. We use the methodology proposed by Aban et al.

(2006) to estimate the dispersion parameter ζ for a doubly truncated Pareto function

of banks’ total assets. Column 2 gives the estimation results for the upper tail of

the distribution, while Column 3 displays the r largest order statistics on which this

estimator is based. We test the fit of the doubly truncated against the standard

Pareto distribution. The null hypothesis of “no upper truncation” is rejected for all

countries in the full sample (Column 4) meaning that the doubly truncated Pareto

function is the better fit for the tail of the bank size distributions.12

Figure 2.3 provides graphical evidence on truncation in the data. It shows plots

of log bank size, measured by banks’ total assets, on the log rank of bank size. Bank

size observations are ranked in a decreasing order such that L(1) > L(2) > ... > L(J)

determine bank size rank 1 to J . The graphs in log-log-scale illustrate the upper

truncation: as is characteristic of a truncated power law, the graphs curve downwards

for the largest banks. In case of a standard (singly truncated) Pareto function, the

plot of bank size on bank size rank in logarithmic scale would show a straight line.13

For our purposes, the presence of the truncation is less important than the dispersion

preceding it. Estimating ζ = θ
µ
< 2 demonstrates a distribution of bank size that is

sufficiently disperse for granular effects to emerge in our framework (Column 2).

Second, we estimate the power law coefficient without assuming a truncation,

such that

Pr(L(a) > l) = LζminL(a)−ζ . (2.17)

12In the 2009 cross section, where there are fewer observations, it is rejected in the majority of
cases, but not all, at the 5 percent level.

13Due to the logarithmic scaling of both axes, a function of the form F (x) = Cx−ζ would give a
straight line on a log-log scale with −ζ being the slope of that line.
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Column 5 in Table 2.2 shows estimation results using the Hill (1975) estimator. This

is a maximum likelihood approach based on the average computed distance between

the largest r order statistics, with r determined as the sample where the estimates

of ζ become stable.

Third, we employ the Stata code PARETOFIT developed by Jenkins and Kerm

(2007) which uses a maximum likelihood approach to estimate ζ over the whole

sample of bank sizes (Column 6).

Fourth, we estimate the dispersion parameter using the log-rank method pro-

posed by Gabaix and Ibragimov (2011) where the logarithm of (Rankj − 0.5) of each

bank j is regressed on the logarithm of its total assets (Column 7):

ln (Rankj − 0.5) = α + ζlnL(a) + εj .

Fifth, we estimate the power law coefficient using the cumulative distribution

function (CDF) method used by Di Giovanni et al. (2011) (Column 8). This method

directly uses the logarithm of Eq.(2.17) to obtain estimates of the dispersion param-

eter ζ.14

All estimates are of the same order of magnitude and all are less than 1, with

standard errors implying 95 percent confidence intervals below 1, implying power law

properties. In our context, granularity requires ζ = θ
µ
< 2. In other words, demand

for firms’ output must be sufficiently elastic. Then, the borrowing firms adjust the

amount they borrow in response to differences in the interest rates charged by banks

with different efficiency levels. If banks are less disperse (high θ), this requires that

firms are more sensitive due to more elastic demand for their goods (high µ).

In Figure 2.4, we graph the fitted estimates without the truncation against the

density from the data for the same countries as in Figure 2.3, with the top 10% of

observations omitted to enhance the visibility of the results. The densities coincide

quite closely. The estimated parameter is of the same order of magnitude regardless

of the method of estimation. Failing to allow for the truncation increases the size

of the estimates for ζ, but not enough to compromise the necessary condition for

granular effects to emerge.

Note that previous studies (Gabaix 2011, Di Giovanni et al. 2011) focus on

power law properties in sales revenues rather than sales quantities. We focus on

loan quantities here, as fluctuations in the aggregate credit supply, rather than bank

revenues, are our variable of interest. Our estimates also imply granular properties

for bank revenues, since they would in our model be characterized by the dispersion

parameter ζ + 1, which is less than two in all cases according to our regressions,

14We are extremely grateful to these authors for kindly sharing their code to ensure exact replication
of their methodology. Estimates of the parameter ζ using their p.d.f. method are very similar to
the estimates in Columns (5)-(8) and thus are unreported due to space constraints.
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since all estimates of ζ are less than one.

2.3.3 Computing the Banking Granular Residual (BGR)

According to our theoretical model, the transmission from bank-specific shocks

to the real economy runs through banks’ provision of loans. For an empirical ap-

plication, we thus need an estimate of bank-specific, idiosyncratic changes in loan

growth that are unrelated to macroeconomic conditions.

For this purpose, we need to compute a conditional measures of idiosyncratic

loan growth. The main difference between our data and data used in previous papers

calculating idiosyncratic growth across firms is that we have relatively short time

strings for each bank included in our dataset. At a minimum, banks are in the sample

for 5 years, at the maximum for 12 years. This a priori limits the use of regression-

based empirical models because (bank) fixed effects would be estimated based on

very short strings of data. Also, we need to account for the fact that the banks

reside in different countries and thus face different macroeconomic environments.

We thus employ and adapt Gabaix’s method to calculate idiosyncratic bank-level

growth rates.

Using long time strings of data for US manufacturing firms, Gabaix (2011) ob-

tains proxies for idiosyncratic growth rates of firms by subtracting the mean growth

rate across all firms from each individual firm’s growth rates. In a similar vein, we

calculate a banking granular residual (BGR) by taking the difference between bank-

level loan growth and the mean growth rate of loans for each country and year.

We calculate mean growth rates for each country separately to take into account

differences in the macroeconomic environments facing the banks. We exclude each

individual bank from this average because, in some countries, the number of banks

is rather small. Thus, we take the difference between each bank j’s loan growth

and the country-mean of loan growth across all other banks in country i, i.e. except

bank j. Results are robust to a version of the BGR including each individual bank

in the country mean. The differences between bank-specific and average loan growth

per country and year then serve as a simple measure of idiosyncratic, bank-specific

growth: dL̃(au)
L(au)

= L(au)du
L(au)

= du, with var
(
dL̃(au)
L(au)

)
= σ2

u.
15

Because we want to avoid a somewhat arbitrary choice when classifying large

and small banks, we compute the product of idiosyncratic growth and the market

15Idiosyncratic firm-level growth could alternatively be measured using a regression-based approach
as in Bloom et al. (2012). Like Gabaix (2011), they also use data for a large sample of US firms
with relatively long time series. Using their approach, one would regress log loan growth of an
individual bank on its first lag and on bank- and country-year fixed effects. Due to our short
panel, the use of bank-specific fixed effects and lagged bank-level loan growth rates presents
a nontrivial issue with Nickell (1981) bias that cannot be corrected without a longer panel.
Nickell bias directly impacts the residuals from the regression, which would be the measure of
the idiosyncratic shock critical to our analysis.
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share of each bank and then compute the Banking Granular Residual (BGR) for

each country i at time t as the sum of these products across all J banks:

BGRit =
J∑
j=1

d̂ujt
creditijt
creditit

.

The BGR thus represents the weighted sum over all banks’ idiosyncratic credit

growth rates, the weights being each bank j’s market share in country i. Note that

we do not take any stance about whether the size of shocks is linked to the size of

banks: large banks may have more or less volatile loan supply than smaller banks.

2.3.4 Determinants of Macroeconomic Growth

Our empirical prediction states that aggregate growth fluctuations are a func-

tion of market concentration in banking and fluctuations in loan growth by indi-

vidual banks. Our main interest in this paper is how idiosyncratic shocks affect

macroeconomic outcomes. Thus, we regress aggregate growth on our measure for

granular loan growth shocks of banks (the BGR), on time fixed effects, and on log

GDP per capita and inflation as additional controls. The model is estimated using

a panel fixed effects regression with robust standard errors. We use the log growth

rate of domestic credit (Table 2.3a) and log GDP per capita growth (Table 2.3b) as

alternative dependent variables.

In each Table, we show results using the Banking Granular Residual (BGR)

calculated for banks’ loans. Columns 1-4 show the results for the BGR based on the

difference between banks’ loan growth and the country-mean of loan growth as in

Gabaix (2011).

We proceed in the following steps. We first estimate the baseline model for the

full sample (1997-2009). Second, we estimate the model separately for the periods

1997-2006 and 2007-2009 in order to test whether the global financial crisis affects

our results. Finally, we add a set of additional regressors that might affect growth

in order to filter out macroeconomic effects embodied in the term Γ, which reflects

residual demand and firms’ technology (see Eq. (2.9)). These additional regressors

include money and quasi money, domestic credit to GDP, stock market capitalization

as a percentage of GDP, and trade openness from the WDI database. Total foreign

assets plus liabilities are taken from the IFS, while banking sector concentration,

measured as the Herfindahl index is computed from the Bankscope database. The

banking system’s z -score as a measure of the risk of the entire banking system comes

from the World Bank Financial Structure Database by Beck et al. (2000).16

Table 2.3a shows results using growth in log domestic credit as the dependent

16We use data from the latest update of the Financial Structures Database by Cihak et al. (2012).
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variable. We find a positive and significant impact of idiosyncratic loan growth in

the full sample for the BGR based on differences (Column 1). The crisis does not

seem to affect this result: If we exclude the period 2007-2009 from the regression

(Column 2), the effect of the BGR on aggregate credit growth is about the same

as in the full sample and it remains statistically significant. Moreover, including

additional control variables (Column 4) does not alter the positive impact of the

BGR. Estimating the model for the crisis years only (2007-2009) renders the BGR

insignificant, but does not change the sign of its coefficient.

The beta coefficient for the BGR is 0.11 – i.e., the BGR accounts for about

11% of the variation in aggregate credit growth in our panel 17. The BGR plus time

fixed effects and the control variables that are included in all models explain about

30% of the variation in credit growth across countries and across time, depending

on the model specification. When dropping the time fixed effects and the control

variables (unreported), the BGR remains significant, and the R2 declines to about

3%. Log GDP per capita has a positive effect on aggregate credit growth, whereas

higher inflation leads to less credit growth.

Table 2.3b shows similar results using growth in GDP per capita as the depen-

dent variable. The economic significance of the BGR is similar to the corresponding

model for aggregate credit growth: the beta coefficient reveals that the variation in

the BGR contributes about 10% to the variation in GDP growth. In the model for

GDP growth, the R2 falls from 32% to 1% when time fixed effects and controls are

dropped.

A higher rate of inflation harms GDP growth. Log GDP per capita has a

positive and significant effect on growth which might seem counter intuitive at a

first glance. However, in unreported regressions where we include initial log GDP

per capita instead of country fixed effects, the coefficient on GDP per capita has

the expected negative sign. Thus, the negative effect of a high level of GDP per

capita on growth is absorbed by the country fixed effects. The positive effect in our

regressions with country fixed effects can be interpreted as the growth-enhancing

effect of higher institutional quality in countries with a higher level of GDP per

capita.

In unreported regressions, we check whether the positive effect of the BGR is

robust to changes in the sample composition. We find that droppping countries or

years from the regressions, one at a time, does not affect the results. Moreover, if the

BGR is computed based on banks’ total assets instead of loans (using differences),

we find a positive and significant impact on GDP growth. However, idiosyncratic

asset growth is not significantly related to changes in aggregate domestic credit.

17The beta coefficient is calculated as the coefficient estimate, multiplied with the standard devia-
tion of the explanatory variable, divided by the standard deviation of the dependent variable.
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2.4 Conclusions

This paper is a step towards exploring the link between concentration in bank-

ing, idiosyncratic shocks in the banking sector, and macroeconomic outcomes. We

present a baseline framework which abstracts from channels of propagation through

asset price effects or through the interbank market or covariance arising from ex-

posure to a common macro shock. We show that, even without these channels of

propagation, the presence of large banks by itself can drive fluctuations in the ag-

gregate supply of credit and output. The reason for this is that, if bank sizes are

sufficiently dispersed, idiosyncratic shocks to bank loan growth do not cancel out in

the aggregate.

Our contribution to the literature is two-fold. First, we generalize the theory of

granularity used in studies of manufacturing firms by Gabaix (2011) and Di Giovanni

et al. (2011). These studies assume that firms charge a constant markup. We instead

develop a model with endogenous markups. In this model, a large number of rival

banks compete in a Bertrand-like fashion to provide homogenous loans. Banks are

heterogenous with regard to their efficiency. They can charge markups over their

cost of funds, subject to an endogenous upper bound on the markup and on market

share. The model predicts that macroeconomic outcomes are driven in part by the

banking granular residual – the product of a measure of idiosyncratic fluctuations

and the banking system’s Herfindahl index. Granular effects arise if bank sizes are

sufficiently dispersed and follow a power law distribution.

Second, in an empirical application using bank-level data, we find support for

our assumption that bank size follows a power law distribution. Our results show

that a doubly truncated distribution fits the bank size distribution better than the

standard singly truncated one, but also that the truncation needn’t preclude granular

effects. Finally, we demonstrate that the banking granular residual is associated

with aggregate growth in domestic credit and GDP. Hence, idiosyncratic shocks to

large banks may affect macroeconomic outcomes via the concentration of banking

markets.

Our findings have implications for the regulation of banks. The current reg-

ulatory framework lays a strong emphasis on the stability of individual banks by

requiring, most importantly, that banks hold a certain minimum level of capital.

Because dealing with the distress and insolvency of large banks through market

exit is difficult, regulators often rely on consolidation through mergers. Issues re-

lated to systemic risk in banking arising through differences in the size of banks

are largely ignored. Because fostering mergers between large players is a common

policy response to distress in the banking sector,18 our results fill an important hole

18Liquidation and consolidation of ailing banks, transferring their assets to more robust incumbents,
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in the existing literature on macroprudential policy and bank regulation. We show

that policies that may ultimately increase concentration in the banking sector can

increase aggregate volatility in macroeconomic outcomes.

Our analysis presents several new avenues for further research on the topic. It

points to the importance of analyzing the effects of capital requirements on con-

centration in credit markets. Increasing capital requirements for banks may be as-

sociated with a lower probability of insolvency for individual institutions, but may

also lead to increased concentration which, according to our model, could increase

the granular effects shown here. It is difficult to assess the net effect of the tradeoff

without a detailed analysis of the impact of bank insolvency on the supply of credit

and market concentration, as insolvencies are often followed by takeovers of failing

banks by larger, healthier ones. Also, the effects of bank mergers on idiosyncratic

risk could be explored in more detail. We consider this fertile ground for future

research.

was a common theme in the regulatory response to the recent financial crisis in the U.S. and
Europe. As a result, the big got bigger. In the U.S., for instance, the asset portfolios of the largest
three surviving banks in 2009-Wells Fargo, J.P. Morgan Chase, and Bank of America-grew by 43
percent, 51 percent, and 138 percent, respectively, after they acquired large, ailing rivals. Their
market share also grew by at least a third in both deposits and some types of loans, more than
doubling on both fronts for Wells Fargo to exceed 10 percent of the market (Cho 2009).
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2.5 Appendix to Chapter 2

2.5.1 Figures and Tables

Figure 2.1 – Deviations of Aggregate Credit from Steady State

This figure displays the dispersion parameter of banks’ efficiency distribution, θ, on the
horizontal axis. As θ increases, the dispersion of efficiency parameters falls — the tails of the
efficiency-distribution get thinner. On the vertical axis, the Figure shows the deviations of
aggregate credit from the steady state after banks each receive an idiosyncratic shock u.
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Figure 2.3 – Distribution of Ranks and Bank Size by Country

This figure displays the distribution of bank size (log rank of bank size vs. the log of bank size),

measured by total assets (in bn USD). Data are for the year 2009, countries with less than 80

banks are excluded.
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Figure 2.4 – Distribution of Bank Size by Country

(a) Austria (b) China

(c) Denmark (d) France

(e) Germany (f) Italy

This figure displays the distribution of bank size (A = total assets in billion USD) against the

density. The dark line is the estimated Pareto p.d.f value f(A) for each A. Estimates are

performed excluding the bottom quartile of observations, using robust standard errors, and

clustering observations at the bank-level. In order to enhance visibility, the top 10% of banks in

terms of size are not plotted but are included in the estimates of the probability density function.
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Figure 2.4 (continued)

(g) Japan (h) Norway

(i) Spain (j) Switzerland

(k) United Kingdom (l) United States

This figure displays the distribution of bank size (A = total assets in billion USD) against the

density. The dark line is the estimated Pareto p.d.f value f(A) for each A. Estimates are

performed excluding the bottom quartile of observations, using robust standard errors, and

clustering observations at the bank-level. In order to enhance visibility, the top 10% of banks in

terms of size are not plotted but are included in the estimates of the probability density function.
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2.5.2 Maximization Problems

Consumers

The first order conditions of the consumer’s maximization problem, subject to

her budget constraint, are as follows:

∂L
∂Qt

:
1

Qt

− λtPt ≡ 0 (2.18)

∂L
∂Yt

: zYt − λtPt ≡ 0 (2.19)

∂L
∂Dt

: λt − βλt+1(1 + rt) ≡ 0 (2.20)

(2.21)

Solving Eq. (2.18) for the Lagrange multiplier t and substituting into (2.19) we can

derive consumption as a function of aggregate output,

Qt =
1

zYt
(2.22)

Using the expression for λt implied by Eq. (2.18) and substituting it into Eq. (2.20),

one obtains the Euler equation

1− zCt
Pt

= β(1 + rt)
1− zCt+1

Pt+1

(2.23)

From Eq. (2.23), we can solve for the steady state interest rate (where Ct = Ct+1 = C

and Pt = Pt+1 = P , and rt = rd for all periods t),

rd =
1− β
β

(2.24)

Firms

Firms maximize profits given by ΠF (i) = P (i)Y (i)−R(i)K(i) Demand for the

firm’s good is downward sloping in its price. Taking the derivative of the demand

for any intermediate good with respect to its price yields

∂Y (i)

∂P (i)
= −µP (i)−µ−1P µY =

Y (i)

P (i)
.

Noting from the firm’s technology that K(i) = (1/α)Y (i), the first derivative of the

firm profit function with respect to price is given by

∂ΠF (i)

∂P (i)
= Y (i) + P (i)

∂Y (i)

∂P (i)
− R(i)

α

∂Y (i)

∂P (i)
≡ 0 .

43



Chapter 2. Big Banks and Macroeconomic Outcomes

Then, substituting ∂Y (i)/∂P (i) into the derivative of the profit function yields the

pricing equation given in Eq.(7) of the main text.

Banks

The profit earned by bank j when serving firm i as given in the main text is

ΠB(i, j) = (1− δ)R(i, j)L(i, j)− 1

A(j)

[
rdD(i, j) + reE(i, j)

]
.

We note that a fraction κ of the loan must be financed through equity, allowing

the remainder to be financed through deposits. Thus, the profit function can be

rewritten as

ΠB(i, j) = (1− δ)R(i, j)L(i, j)− rd

A(j)
[(1− κ) + (1 + τ)κ]L(i, j)

= (1− δ)R(i, j)L(i, j)− rd(1 + κτ)

A(j)
L(i, j) .

We note that the external financing assumption and loan market clearing implies

L(i, j) = K(i, j), so that ∂L(i, j)/∂R(i, j) = −µL(i, j)/R(i, j). The first-order

condition with respect to R(i, j) is then

∂ΠB(i, j)

∂R(i, j)
= (1− δ)

(
L(i, j) +R(i, j)

∂L(i, j)

∂R(i, j)

)
− rd(1 + κτ)

A(j)

∂L(i, j)

∂R(i, j)

= [(1− δ)− µ(1− δ)]L(i, j) +
µrd(1 + κτ)

A(j)

L(i, j)

R(i, j)
≡ 0 .

Cancelling L(i, j) in both terms and rearranging yields the unconstrained interest

rate rule in the main text.

2.5.3 Applicability of the Lévy Theorem

The restricted markup function is slowly varying

M̃(a) is slowly varying as long as, for any constant t greater than zero,

lim
a→∞

M̃(at)

M̃(a)
= lim

a→∞

(
1− v

[1−F (at)](at)µ−1Γ

) −1
µ−1

(
1− v

[1−F (a)](a)µ−1Γ

) −1
µ−1

≡ 1 ,

which is true.
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Bank Size is Power Law Distributed

Using Eq.(2.12) in the main text, the probability that an individual bank’s

supply of credit is greater than some positive constant l in steady state is given by

Pr
(
M(a)−µaµΦ > l

)
= Pr

(
M(a)−µaµ >

l

Φ

)
= Pr

(
M(a)−1a >

[
l

Φ

] 1
µ

)
= l−

θ
µΦ

θ
µψ(l) .

If the bank has a large enough efficiency parameter a such that it can charge the

unrestricted markup µ
µ−1

, then ψ(l) = M(a) = µ
µ−1

, a constant which is clearly a

slowly varying function and thus bank size follows a power law. Because lim
a→1

M̃(a) =

∞, then there must be some a < 1 above which all banks charge the (constant)

unrestricted markup and the far-right tail is power-law distributed up to the right

truncation at a = 1. The dispersion parameter of the bank size distribution, i.e.

the exponent of loan volume l, is thus given by ζ = θ
µ
. If ζ < 2, the bank size

distribution follows a fat-tailed power law.

We simulate the model to demonstrate that granular effects emerge in spite of

the right truncation. We set the elasticity of substitution between goods, µ, equal to

3, close to the median estimate in Broda and Weinstein (2006), then simulate data

for different values of the dispersion parameter of the efficiency distribution, θ, such

that µ − 1 < θ < 2µ.19 For each value of θ, we draw an efficiency parameter a for

each of the J banks which are hit by a log-normally distributed shock u with mean

one and a standard deviation of one percent. We repeat this procedure 1000 times

and average across repetitions. We must discretize the number of banks and choose

the number J = 500, with 5000 firms sending applications to a randomly chosen

bank. In addition, we set β = 0.96 and a0 = 0.1, and, as scaling factors,α = 0.36,

z = 0.01 and Y = 10. The results of the simulation are in Figures 2.1 and 2.2.

2.5.4 Steady State

Representative consumer:

Aggregate demand Q =
1

zY
Euler equation rd = (1− β)β

Firms:

Loan demand L(i, j) =
1

α

[ µR(i,j)
α(µ−1)

P

]−µ
Y

19This ensures that θ
µ < 2, the condition identified by Gabaix (2011) for granular effects to arise.
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Technology Y (i) = αL(i)

Optimal price P (i) =
µ

α(µ− 1)
R(i)

Banks:

Unrestricted loan rate R(i) =
µ

µ− 1
C(a)

Restricted loan rate R(i) =

[
1− v

(1− F (a))Γaµ−1

] −1
µ−1

C(a)

Aggregation and market clearing:

Goods market clearing Y = Q =

(
1

z

) 1
2

Aggregate loans L =

∫ J

0

L(i, j)di

Aggregate price P =

(∫ 1

0

P (i)1−µdi

) 1
1−µ

Aggregate production Y =

(∫ 1

0

Y (i)
µ−1
µ di

) µ
µ−1

2.5.5 List of Countries

Algeria, Argentina, Australia, Austria, Bangladesh, Belgium, Benin, Bolivia,

Brazil, Bulgaria, Cameroon, Canada, Chile, China, Colombia, Costa Rica, Croatia,

Czech Republic, Denmark, Dominican Republic, Egypt, El Salvador, Estonia, Fin-

land, France, Georgia, Germany, Ghana, Greece, Guatemala, Honduras, Hungary,

India, Indonesia, Ireland, Israel, Italy, Japan, Jordan, Kenya, Korea, Kuwait, Latvia,

Lithuania, Malawi, Malaysia, Mali, Mauritius, Mexico, Mozambique, Nepal, Nether-

lands, Nicaragua, Norway, Pakistan, Panama, Paraguay, Peru, Philippines, Poland,

Portugal, Romania, Russia, Rwanda, Senegal, Slovak Republic, Slovenia, South

Africa, Spain, Sri Lanka, Sudan,Sweden, Switzerland, Thailand, Tunisia, Turkey,

Uganda, United Kingdom, United States, Uruguay, Venezuela, Zambia, Zimbabwe.
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CHAPTER 3

Cross-Border Banking, Bank Market Structures and Market

Power

3.1 Motivation

The aim of this paper is to clarify, both theoretically and empirically, the role

that different forms of cross-border banking play for concentration and market power

in the banking sector. The analysis is motivated by the observation that, since the

Global Financial Crisis, patterns in international banking have changed. Banks’

foreign direct investment activities have resumed after a temporary decline in many

OECD countries and the average share of foreign-owned banks has been stable (Fig-

ure 3.1). However, cross-border lending dropped significantly and has remained

at a comparatively low level. The reduction in cross-border lending reflects, most

importantly, banks’ need to deleverage as a result of changes in risk perceptions.

In addition, policy interventions which have aimed at stabilizing domestic banking

systems have contributed to credit market segmentation.1

Measures which are taken to stabilize financial institutions and changes in the

structure of international banking in general may change domestic banking market

structures in the longer term. On the one hand, the upward trend in international

This chapter has been published as ”Cross-Border Banking, Bank Market Structures and Market
Power: Theory and Cross-Country Evidence ”, DIW Discussion Paper No. 1344, see Bremus
(2013).

1 Recent studies present evidence for an increased homeward bias in banks’ international portfolios
since the crisis. This tendency is found to be partly due to policy initiatives like nationalizations,
guarantees or regulatory rules which set incentives for banks to concentrate more on their home
economies (see for example Merler and Pisani-Ferry 2012, Pockrandt and Radde 2012 or Rose
and Wieladek 2011).
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bank FDI and large mergers and acquisitions have led to concerns about increasing

concentration in the banking industry - already before the crisis. On the other hand,

if cross-border lending is reduced and markets get more segmented, competitive

pressures in domestic banking systems may decrease. This potentially affects bank

concentration and market power. Moreover, if competitive pressures are lower, bank

efficiency can be subdued, with adverse effects on lending rates and consequently on

firms’ external financing conditions.

To date there is little evidence on the implications of cross-border banking on

bank market structures. This paper, in a first step, presents a two-country general

equilibrium model developed by De Blas and Russ (2010a) in order to theoretically

study the effects of cross-border banking on bank concentration and markups. The

model features heterogeneous banks and different modes of international banking,

namely direct cross-border lending and foreign direct investment (FDI) in the bank-

ing sector. I slightly modify the model by additionally including bank capital besides

loans and deposits in the bank balance sheet. While De Blas and Russ (2010, 2013)

theoretically study the implications of financial liberalization on banks’ net interest

margins, lending rates and on welfare, I focus on the implications of different modes

of cross-border banking on concentration. Concentration is measured by the banking

sector’s Herfindahl-index and by the three-bank concentration ratio.2 Model sim-

ulations show that concentration decreases both for increased cross-border lending

and bank FDI. Concerning market power the model predicts, as shown by De Blas

and Russ (2010, 2013), that banks’ markups rise if bank FDI is considered in the

model. However, markups are unaffected by direct foreign lending.

In a second step, I empirically study how different types of international banking

are linked to concentration and market power. To that goal, I use a linked micro-

macro panel dataset of 18 OECD-countries for the period 1995-2009. Tentative

evidence from this data shows that international banking, both in the form of foreign

lending and FDI, reduces Herfindahl-indexes and three-bank concentration ratios.

Using net interest margins as a proxy for banks’ markups, I find that market power

is positively related to bank FDI whereas it is unaffected by direct foreign lending.

The empirical evidence is thus in line with the theoretical model predictions.

My work is related to different strands of literature. A large number of studies

have addressed the question how competition and concentration in the banking sec-

tor affect financial stability.3 Theoretical and empirical results are mixed. While one

group of studies finds evidence that more concentrated and less competitive banking

systems increase stability due to increased charter values, higher monitoring incen-

2 The Herfindahl-index is defined as the sum of squared market shares, where market shares are
given by the fraction of individual banks’ credit supply in total credit. Three bank concentration
is defined as the share of the the three largest banks’ assets in total bank assets.

3 See Beck (2008) for an overview.
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tives or better diversification of large banks (Craig and Santos 1997, Hunter and

Wall 1995, Keeley 1990, Paroush 1995), other papers find a negative link between

concentration and financial stability. High concentration may harm financial sta-

bility, because banks in more concentrated systems may be ”too important”, ”too

connected” or ”too big to fail”. The resulting moral hazard enforces their risk-taking

incentives and ultimately systemic risk (e.g. Mishkin 1999, Allen and Gale 2004).

Cross-country evidence from Beck et al. (2006) suggests that economies with higher

banking sector concentration are less likely to experience a systemic banking cri-

sis. At the same time, more competition between banks reduces the risk of crises.

Hence, a higher degree of concentration does not necessarily imply less competition

(Matutes and Vives 1996). In a similar vein, Barth et al. (2004) and Beck et al.

(2006) find that higher regulatory restrictions on bank entry or bank activities en-

hance the probability of systemic banking crises. Boyd and De Nicolo (2005) point

out that banks’ market power affects the risk-taking incentives of firms via lending

rates. The higher banks’ market power and hence lending rates, the higher are

firms’ risk taking incentives. Consequently, firms’ probability of default rises. Sum-

ming up the competition-stability literature, Beck et al. (2010) conclude that even

though there is no clear consensus, tentative evidence suggests that competition in

the banking sector does not harm financial stability. In contrast to this strand of

literature, I analyze how bank concentration and the competitive environment are

affected by changes in cross-border banking activities.

According to the concept of granularity (Gabaix 2011), high market concentra-

tion can affect aggregate stability even without moral hazard or contagion: if some

very large firms (or: banks) dominate the market and are large relative to the entire

economy, idiosyncratic firm-level fluctuations can translate into aggregate volatility.

Amiti and Weinstein (2013) and Bremus et al. (2013) study the implications of high

concentration in the banking sector for fluctuations in macroeconomic aggregates.

In the spirit of Gabaix (2011), these studies show that under the presence of large

banks, idiosyncratic shocks at the bank-level can affect macroeconomic variables like

aggregate credit supply, investment and GDP. As concentration increases, bank-level

shocks can generate larger macroeconomic fluctuations which can be interpreted as

increased systemic risk. However, these studies concentrate on closed economy se-

tups and do not address the question how changes in international banking impact

on banking sector concentration and market power.

The literature on the link between cross-border banking and competition finds

that foreign bank entry is an important determinant of bank competition. Claessens

and Laeven (2004) show that both foreign bank ownership and fewer restrictions on

entry or bank activities promote competitiveness. They show that more concen-

tration does not have to coincide with less competition, and conclude that market
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contestability, i.e. the threat of entry by potential competitors, is more important for

competitive behavior than market structures like concentration. Empirical evidence

by Jeon et al. (2011) for Asia and Latin America points into the same direction.

Higher foreign bank participation fosters competition in the host market, and this is

the more so the more efficient the entering banks and the less concentrated the host

markets are. I complement this literature by proposing a theoretical explanation

of the effects of cross-border banking on concentration and competitive pressures.

Moreover, besides foreign banking in the form of foreign ownership, I study the

effects of cross-border lending on concentration and market power.

The remainder of the paper is structured as follows. Section 3.2 lays out the

benchmark model with heterogeneous banks under financial autarky. Section 3.3

discusses the model setup as well as the simulation results for two modes of cross-

border banking. In the first part, the implications of direct foreign lending are

discussed, while the findings for bank FDI are presented in the second part. Section

3.4 presents empirical evidence for a set of 18 OECD countries, while the last section

concludes.

3.2 Benchmark: Banking Market Structures in

the Closed Economy

The goal of this paper is to examine how cross-border banking affects concen-

tration and market power. But before having a look at the mechanisms at work in

an open economy setup, I consider the structure of the closed economy model as

a benchmark. The general equilibrium model described below has been developed

by De Blas and Russ (2010a) who focus on the evolution of markups after financial

liberalization. I use the model in order to study the implications of cross-border

banking for concentration in the banking sector.

The model features three types of agents: a representative household, a rep-

resentative firm and many banks. The household consumes a final good, supplies

labor to the firm and deposits to banks. The firm produces the final good under

perfect competition using labor. In order to finance the wage bill paid to work-

ers, it borrows a credit portfolio from banks. The model replicates an important

empirical regularity of the banking industry: Banks supply credit under imperfect

competition.

3.2.1 Model Setup

The Household. In the model economy, a representative consumer supplies

labor, ht in exchange for the nominal wage wt, and deposits his savings, dt, at the

certain deposit rate rd at banks. The deposit rate is risk-free, because full deposit

50



Chapter 3. Cross-Border Banking, Bank Market Structures and Market Power

insurance is assumed. The household is thus indifferent of where to deposit its

savings. The consumer receives profit income from owning firms and banks, Ω and

Π, respectively. He consumes a single final good, qt, which is defined as the numéraire

so that its price pt can be normalized to 1.

The representative consumer’s optimization problem consists in maximizing life-

time utility

u(qt, ht) =
∞∑
t=0

βt

 q1−ρ
t

1− ρ
− h

1+ 1
γ

t

1 + 1
γ


subject to the budget constraint

dt+1 + qt = (1 + rd)dt + wtht + Ω + Π (3.1)

where γ is the elasticity of labor supply and ρ denotes the coefficient of relative risk

aversion.

Solving the households’ optimization problem yields the standard Euler equa-

tion (
qt
qt+1

)−ρ
= (1 + rd)β . (3.2)

The Firm. The representative firm demands labor, ht, and a portfolio of loans

comprising J loan varieties
[∑J

1 l
d(j)

ε−1
ε

] ε
ε−1

= ld in order to produce a final good,

y, under perfect competition. Modeling loan demand based on the Dixit-Stiglitz

approach of bundling varieties is a reduced form for modeling the credit market

which simplifies aggregation. Gerali et al. (2010) and Huelsewig et al. (2009), for

example, take a similar shortcut. Assuming that the representative firm demands

a CES-basket of loan varieties is equivalent to setting up the model such that a

continuum of firms takes a single homogeneous loan from a particular bank under

a discrete choice approach (see Anderson et al. 1987 and Bruggemann et al. 2012).4

However, one could also interpret differentiated loans as services of different type,

for example with respect to maturity or collateralization. Loans are needed because

firms have to pay out the wage bill to workers before they have actually earned sales

revenues. Hence, the total volume of credit demanded by the representative firm

amounts to its wage payments.5

The representative firm produces the final output good y using labor as the only

4 For other general equilibrium models featuring imperfect competition in the banking sector and
loan differentiation, see for example Mandelman (2010) and Ghironi and Stebunovs (2010).

5 The focus of this paper is to analyze the implications of cross-border banking on bank market
structure. Therefore, I do not explicitly model why financial intermediaries exist. The objec-
tive here is to take the observation of a skewed bank size distribution as given and study the
implications of changes in international banking activities on concentration.
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input factor to the production function y = Ah1−α. Time subscripts are dropped

in the remaining analysis as the focus will be on steady state analysis. The firm’s

profit maximization problem can then be written as

max
h

Ω = Ah1−α − wh− r`d

where r denotes the lending rate and `d ≡ wh, so that

Ω = Ah1−α − (1 + r)wh .

The first order condition determines labor demand as a function of the aggregate

lending rate and the wage rate as

h =

(
(1− α)A

(1 + r)w

)1/α

. (3.3)

The optimal demand for loans in niche j derives from the firm’s cost minimiza-

tion problem and is given by

ld(j) =

[
r(j)

r

]−ε
`d (3.4)

with `d = wh. Loan demand in niche j positively depends on total loan demand

`d, and negatively depends on the lending rate in niche j relative to the aggregate

average lending rate r. The corresponding Dixit-Stiglitz aggregate interest rate

amounts to

r =

[
J∑
1

r(j)1−ε

] 1
1−ε

(see Appendix 3.6.2 and 3.6.3 for the derivations).

Banks. The model features a large number of banks which differ in terms

of their efficiency of lending and hence in their size. Similar to the modeling of

consumer preferences in the Dixit-Stiglitz framework, there is a fixed number of

credit niches j = 1, ..., J . This credit market fragmentation is in line with the

empirical evidence: although international lending has steadily increased since the

mid-1990s, small and medium enterprises still face significant differences in lending

rates across the Euro area (Allen et al. 2011). Banks’ loan differentiation can thus

be interpreted as geographical fragmentation, or it can be thought of as banks’

specialization for specific market segments, e.g. with respect to firm size or industry

(see Carletti et al. 2007).
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Bank profits consist of interest income net of funding costs

Π(j) = r(j)ls(j)− rdd(j)− ree · d(j) = r(l)ls(j)− d(j)
[
rd + ree

]
, (3.5)

where bank j’s technology is given by ls(j) = (1+e)d(j)
c(j)

; the bank funds its loan

supply by deposits, d(j), and equity, ed(j). Following Hellmann et al. (2000), I

express bank capital as a percentage of deposits, such that e = e(j)/d(j). The

bank’s non-interest cost of lending is denoted c(j) ≥ 1, and can be interpreted as a

monitoring or screening cost or as the cost of management and technology. As in

Bremus et al. (2013), the interest rate on bank equity exceeds the deposit rate by a

tax on corporate profits, re = rd(1 + τ). Moreover, I assume that banks hold equity

because they are obliged by the regulator to fund part of their lending with own

funds. The higher the cost c(j), the more deposits and equity are needed to lend

out a given amount ls(j).

Within each credit niche, a number of n rival banks compete for supplying

loans to firms. Banks differ in their efficiency of extending credit. Each of the n

competitors in niche j draws an efficiency parameter zk(j) from a truncated Pareto

distribution

F (z) = Pr (z ≤ y) =
1− zθ0y−θ

1− zθ0
where z ∈ (z0, 1] is a bank’s ability to transform deposits to loans. The efficiency

parameter zk(j) can take on values on the interval (0, 1] only, because the bank’s

non-interest cost parameter c(j) = 1/z(j) which is defined on the interval [1, 1/z0)

has to be such that the lending rate r(j) is never smaller than the bank’s funding

cost.

In each niche j, banks have some degree of market power and compete in

Bertrand fashion for loan demand. That is, they undercut lending rates r(j) of

their local rivals until the lowest-cost bank absorbs the entire loan demand ld(j)

in the niche. Ranking banks with respect to their cost draws in ascending order

such that c1(j) < c2(j) < ... < cn(j), unit costs in niche j are determined by the

lowest-cost bank and are thus given by c1(j) = min {ck(j)}.

The maximum possible markup that a bank can charge without loosing all

demand to its competitors from neighboring niches results from the bank’s profit

maximization (see Appendix 3.6.2). It is given by the Dixit-Stiglitz-markup m̄ =
ε
ε−1

. The corresponding optimal lending rate is given by the product of this markup

and the marginal cost of lending

r(j)u =
ε

ε− 1

rd + ree

1 + e
c(j) (3.6)
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where marginal cost, rd+ree
1+e

c(j), consists of the bank’s funding cost times its non-

interest cost.

However, the maximum markup can be charged only if the second best bank in

niche j has a cost parameter that is sufficiently high. More precisely, the maximum

markup can be charged only if c2(j) ≥ m̄c1(j). Otherwise, the markup the lowest-

cost bank in niche j can charge is limited by c2 and given by the cost-ratio m(j) =
c2(j)
c1(j)

. As a consequence, banks’ lending-to-deposit-rate spreads are endogenous and

determined by the gap between the cost parameters of the first and the second best

bank in each niche j.

Banks set optimal lending rates in niche j charging the endogenously determined

markup over marginal costs:

r(j) = min

{
c2(j)

c1(j)
; m̄

}
(rd + ree)c1(j)

1 + e
. (3.7)

Lending rates and wages determine loan demand ld(j). In equilibrium, the loan

market clears, so that loan demand equals loan supply ld(j) ≡ ls(j).

3.2.2 Steady State and Aggregation

The consumer optimization problem yields

rd =
1− β
β

(3.8)

h1/γ = q−ρw (3.9)

where (3.8) derives the constant deposit rate from the Euler equation, and (3.9)

is labor supply. The household supplies more labor if the wage, w, increases or if

consumption, q is reduced.

In order to compute the steady state, all variables are expressed in terms of

wages, w, and lending rates, r. Given that optimal lending rates can be computed

directly from the cost parameters, the steady state values of the model variables can

be obtained once they are expressed as functions of the lending rate and parameter

values only.6

Concerning aggregation, the loan basket demanded by the representative firm is

given by the CES-aggregate over all niches j, ld =
[∑J

1 l
d(j)

ε−1
ε

] ε
ε−1

. The represen-

tative firm’s loan demand ld equals the aggregate loan volume ` = ld = wh. Deposit

markets are assumed to be perfectly competitive. Thus, the volume of deposits,

d(j) = l(j)c1(j)/(1 + e), results directly from optimal loan demand l(j) and costs

c1(j). As full deposit insurance is assumed, consumers are indifferent at which bank

6 A step-by-step derivation of the steady state can be found in the Appendix to this chapter.
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to place their savings. In the aggregate, total deposits are determined by the sum

across all niches j, D =
∑

j d(j).

3.2.3 Calibration

Table 3.1 summarizes the parameter values used in the simulation exercises

below. The elasticity of substitution between credit varieties, ε, is backed-out from

the maximum markups in the regression sample of banks from 18 OECD countries.

In analogy to the theoretical model, net interest income as a percentage of earning

assets, i.e. the net interest margin, can be employed as a proxy for banks’ markups.7

The maximum net interest margin amounts to approximately 30 percent in the

sample of OECD countries for the period 1995-2009. This yields an elasticity of

substitution of ε = m̄/(1 − m̄) = 1.3/0.3 = 4.3. Ghironi and Melitz (2005) and

De Blas and Russ (2010b) lay out the theoretical conditions for the relation between

the intra-temporal elasticity of substitution between varieties, ε, and the dispersion

parameter of the Pareto distribution, θ. They show that θ ≥ ε−1 has to be satisfied

to guarantee a meaningful solution for the aggregate price, which corresponds to

the aggregate lending rate, r, in the here described setup. In order to fulfill these

theoretical conditions, I set θ = ε = 4.3 in the simulations reported below. The

subjective discount factor, β, is set to 0.98 such that the risk-free deposit rate

amounts to 2 percent. Assuming a risk premium of 4 percent, the net interest rate

on bank equity is set to 0.06. The rest of the parameter values are standard and

taken from De Blas and Russ (2010a). I simulate the model 1000 times and average

over the 1000 simulated economies for the results discussed in the following sections.

3.2.4 The Distributions of Costs, Markups, Lending Rates,

and Loan Volumes

Let us first have a look at the model outcomes for the distributions of the

variables of interest. Figure 3.3 plots both the empirical probability density functions

(PDFs) and the corresponding cumulative distribution functions (CDFs) for non-

interest costs, markups, lending rates and the resulting loan volumes across niches j.

The PDF of the costs of active banks in niche j shows that only a small fraction of

active banks dispose of very low costs close to c = 1. For lending rates - the product

of marginal costs and markups - the PDF resembles the PDF of non-interest costs,

but is tilted more to the right which is due to the shape of the distribution of

markups.

The distribution of loan volumes has a fat right tail and resembles the empirical

distribution of loan volumes in Figure 3.2. Loan volumes are interpreted here as a

7 For the details on the relationship between the markup and the net interest margin, see De Blas
and Russ (2010a).
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proxy for bank size. The model features a skewed distribution of bank sizes with the

bulk of banks being small to mid-sized while some banks are very large and possess

large market shares. Hence, the bank market structure in the model resembles

the empirical distribution seen above with high skewness and consequently high

concentration.

Under the Pareto-distributed efficiency parameters zk(j), Figure 3.3 reveals that

markups have a Pareto-shape: The frequency of markups decays continuously from

low markups up to the maximum Dixit-Stiglitz markup m̄ = 1.3. At the maximum

markup, the PDF displays a kink. As contestability increases, the probability of

observing maximum markups falls. The derivation of the theoretical distribution of

the markup can be found in the Appendix to this chapter. It shows that, indeed,

markups follow a Pareto distribution as in Bernard et al. (2003) which is given by

F (m) = Pr(M ≤ m)

1−
(

1
m

)θ
if 1 ≤ m < m̄

1 if m ≥ m̄ .
(3.10)

In contrast to the distribution of markups in De Blas and Russ (2010a) where effi-

ciency parameters are drawn from a Fréchet distribution, the distribution of markups

under Pareto-efficiency draws is independent of the number of rivals per niche, n.

Hence, the distribution of markups should not significantly change in response to

a change in the number of potential rivals and hence contestability in the financial

sector.

3.2.5 Increased Contestability and Concentration in the Closed

Economy

Which impact does regulatory policy have on market structures in the closed

economy setup? If entry barriers in the banking sector are lifted, how does the

following decline in the number of potential rivals per niche - i.e. the reduction in

contestability - impact on concentration and borrowing conditions for firms?

Table 3.2 illustrates that as the number of rivals per niche decreases from n =

100 to n = 2, the Herfindahl-index increases from 0.005 to 0.025. At the same

time, the market share of the three largest banks in the credit market significantly

rises from about 10 to 15%. Hence, when contestability and competitive pressures

get less intense, the big banks get bigger; concentration in the banking sector rises,

and market shares across niches become more unequal. Due to the reduction in

contestability, banks’ efficiency falls which is reflected by an increase in non-interest

costs. Consequently, the overall lending rate r rises. The increase in lending rates

makes borrowing more expensive, such that aggregate loan demand falls.

Note that in a setting with constant Dixit-Stiglitz markups m̄ = ε
ε−1

as for
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example in Di Giovanni and Levchenko (2009), both aggregate lending rates and

concentration are higher for each level of competition than in the setup with en-

dogenous markups here. Loan volumes are lower, accordingly.

3.3 Cross-Border Banking and Bank Market Struc-

tures: The Two-Country Model

Having seen the key features and implications of the model under financial

autarky, let us now have a look at the model implications for the effects of cross-

border banking on market structures. As discussed above, while foreign lending has

decreased in many OECD countries since the crisis, the upward trend in bank FDI

has resumed.

This section theoretically discusses how concentration, competition and market

power in the banking sector change under different regimes of international banking.

First, the case of arms-length cross-border lending will be analyzed. In this scenario,

cross-border banking is modeled such that domestic banks in each credit niche j face

not only competition from their n − 1 domestic rivals, but also from the n foreign

rival banks that produce the corresponding credit variety j abroad. Second, the

case of FDI in the financial sector, i.e. the presence of foreign owned banks, will be

assessed. In this setup, foreign banks may merge with domestic ones in their niche

j, so that local lending via foreign subsidiaries of multinational banks is allowed for.

3.3.1 Direct Cross-Border Lending

The model economy is now opened up to cross-border lending. There are two

regions, country H and country F , that are linked via financial markets, namely by

direct foreign lending between banks and firms. The model structure for the case

of cross-border lending is illustrated in Figure 3.4. The two economies are set up

as under financial autarky. However, credit markets are more contestable, because

banks in each niche compete with foreign rivals for loan demand now.

Model Setup and Equilibrium under Cross-Border Lending

Let us first concentrate on two symmetric economies. In both countries, H and

F , banks draw their efficiency parameters from a Pareto distribution as before, so

that we can rank banks according to their efficiency (or:cost) draws. This allows

to single out the two lowest-cost banks in each country, namely c1h(j) and c2h(j)

in country H and c1f (j) and c2f (j) in country F . As all banks that offer credit

variety j compete with each other, a new cost structure evolves in both countries if

cross-border lending is possible. Opening up the economy to international lending

is thus similar to an increase in the number of rivals per niche, n, which was studied

for the autarky-case above.
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The lowest-cost bank in each country is determined by taking the minimum of

the cost of the best domestic bank and the best foreign bank. The latter incurs an

additional cost due to distance, δi ≥ 1. Bruggemann et al. (2012) show that foreign

lending is more costly than domestic lending due to additional costs that arise from

information gathering in the foreign market, for example in the process of contract-

ing, monitoring or screening. Including the additional cost from lending abroad, the

cost parameter of the bank that supplies the whole niche j in country H is given by

cLL1h = min {c1h, δfc1f} and analogously for country F . The second best bank in each

niche in country H, which limits the size of the markup that can be charged by the

active bank, is determined by cLL2h = min {max [c1h, δfc1f ] ,min [c2h, δfc2f ]}. Thus,

bank j can supply credit in zero, one, or two niches depending on its cost relative

to its foreign competitor and the distance factors δh, δf .

Using the new cost structure in both countries, markups and lending rates are

computed as in the autarky case above. Note that if the distance factors are the

same in both countries and if they are equal to one, i.e. if banks can lend to firms

abroad at no additional cost, costs and hence markups and lending rates are exactly

the same in both countries. The best bank always supplies the entire market j, that

is in both Home and Foreign, and is limited in its setting of the markup by the

second internationally best bank.

In order to derive loan volumes and ultimately measures of concentration, the

steady state of the model has to be solved for. Solving for the equilibrium prices

and quantities works in analogy to the autarky case. However, the consumer budget

constraints are extended by profits banks make abroad and amount to

qh = whhh + Ωh + Πh
h + dhr

d
h + Πf

h − Πh
f

qf = wfhf + Ωf + Πf
f + dfr

d
f + Πh

f − Πf
h

where Πh
f are profits made by foreign banks in H while Πf

h are profits made by home

banks in F . The balance of payments can be written as

nxh = qfh − q
h
f = Πh

f − Πf
h

and goods market clearing in the open economy is given by

yi = qi + nxi

for country i = H,F . Hence, an export surplus in H is financed by positive net

profits of foreign banks operating in H. If banks’ profits are different in H and in

F , then trade does not have to be balanced.

The equilibrium allocation in the open economy can be determined by pro-
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ceeding in three steps. In a first step, firms’ labor demand is determined as in the

autarky case since labor is assumed to be immobile across countries (see Eq. (3.3)).

Deposits in each niche can be computed as

di(j) = li(j)c1i(j)/(1 + e) =

(
ri(j)

ri

)−ε
wihi

c1i(j)

(1 + e)

for i = H,F .

Second, the representative firms’ profits are given by

ΩF
i = Aih

1−α
i − wi(1 + ri)hi

while banks’ profits have to be aggregated over all niches and countries. Domestic

and foreign profits of each bank j from country H are denoted Πh
h(j) and Πf

h(j).

They amount to

Πh
h(j) = rh(j)

(
rh(j)

rh

)−ε
whhh − (rdh + reh)dh(j)

Πf
h(j) = rf (j)

(
rf (j)

rf

)−ε
wfhf − (rdf + ref )df (j)

and analogously for domestic and foreign profits for the banks from F , Πf
f (j) and

Πh
f (j). Note that the best bank in niche j - either from H or from F - may supply

credit in both countries. Deposits for credit supply in niche j are supplied locally

as they are entirely determined by credit demand and the cost of the best bank.

If there are no additional costs from lending abroad, i.e. if δh = δf = 1, cLL1 (j) is

the same in both H and F . Consequently, deposits are determined by local credit

demand so that dh(j) =
lh(j)cLL1 (j)

1+e
and df (j) =

lf (j)cLL1 (j)

1+e
.

In a third step, bank profits as well as deposits are aggregated across all niches

j. Hours worked, output and firm profits do not have to be aggregated any further

as the model is simplified by the assumption that there is one representative firm.

Finally, take the consumer budget constraints and substitute the labor supply

equation (see (3.17) in the Appendix) for q

(
whh

−1/γ
h

) 1
ρ

= whhh + dhr
d
h + Ωh + Πh

h + Πf
h − Πh

f (3.11)(
wfh

−1/γ
f

) 1
ρ

= wfhf + dfr
d
f + Ωf + Πf

f + Πh
f − Πf

h (3.12)

so that a system of two equations in the two unknown wage rates, wh and wf , results.

The system is solved using a non-linear equation solver.
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Simulation Results

Figure 5 plots the distribution of the variables of interest for the international

lending scenario against the benchmark of a closed economy. A look at the CDFs

reveals that the autarky-case stochastically dominates the cross-border lending sce-

nario for costs and lending rates. That is, the probability of observing high real-

izations of these two variables is higher in autarky than in the open economy with

direct cross-border lending. Hence, both costs and lending rates decline if foreign

banks participate in the domestic credit markets. This can also be seen from the

PDFs where the probability mass shifts to left, i.e. towards lower cost-realizations.

The simulation results show that all 1000 average lending rates are lower under

direct cross-border lending in both H and F , so that firms are better off under

internationally integrated loan markets.

Concerning lending volumes, the PDF in Figure 3.5 illustrates that they do not

change by much after opening up the economy. On average, markups remain the

same as in the closed economy. The distribution of loan volumes is somewhat more

tilted towards its mean: middle realizations are observed somewhat more frequently

while the very large realizations get a little less frequent. Interpreting loan volumes

as a proxy for banks’ size, I obtain that opening up the economy to international

lending yields a more equal distribution of bank sizes and hence less concentration.

The Herfindahl-index noticeably decreases, by 25 percent, after opening up the econ-

omy to foreign lending. This is similar to what was observed for the closed economy

when increasing contestability in the banking sector. As we will see below, the

reduction in concentration is supported by the empirical evidence for OECD coun-

tries. The small change in lending volumes results from the fact that both, sectoral

lending rates, r(j), and the aggregate lending rate r fall under direct foreign lending

while the total demand for loans by the representative firm, i.e. the wage bill, is not

significantly altered. As a consequence, the change in the distribution of sectoral

loan demand l(j) is small. Overall, in the scenario of foreign bank participation,

aggregate credit increases by 1% on average in all of the 1000 simulated economies.

When it comes to cross-border lending, the model implies that half of the niches

in each country are supplied by foreign banks if countries are symmetric and if banks

do not incur any additional costs when lending abroad. At the same time, the share

of cross-border lending in total lending is smaller with approximately 40 percent,

meaning that banks supplying market niches abroad have smaller lending volumes

in the foreign market than domestic banks, on average. Finally, having a look at

aggregate cross-border lending, the simulation results reveal that concentration is

higher in the cross-border credit market than in the domestic credit market. Hence,

the most efficient banks which are competitive enough to lend in the foreign market

assume high market shares.
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If it is costly for banks to lend abroad, e.g. due to transaction or information

costs related to international lending, the distance factor is larger than one. As a

consequence, the share of niches supplied by foreign banks as well as the share of

cross-border lending in total lending decreases in the two countries. For example, if

banks from both countries face distance costs of 10 percent, the fraction of niches

supplied by foreign banks drops from 50 percent to 40 percent while the share of

cross-border credit flows in total credit drops to roughly 30 percent. If informa-

tion frictions or barriers to entry into foreign markets increase, for example due to

financial protectionism, foreign lending gets less profitable such that banks rather

concentrate on their domestic markets. The higher the barriers to lending abroad,

the lower are competitive pressures from foreign bank participation. Hence, as dis-

cussed above, bank efficiency falls and lending rates increase so that the financing

conditions for firms get less favorable.

3.3.2 FDI in the Banking Sector

In contrast to the scenario with direct cross-border lending, the following setup

looks at a world where banks in each niche can engage in FDI by merging with foreign

banks which are active in the same market niche j abroad. The multinational bank

can then extend credit via its local affiliate in the foreign country.

Empirical evidence for Europe reveals that the best, i.e. the most productive

foreign banks tend to take over the best domestic banks in each market segment

(Vander Vennet 2003). The literature on bank mergers and acquisitions finds that

mergers have resulted in efficiency gains (DeYoung et al. 2009). Based on these

findings, foreign takeovers are modeled as follows (De Blas and Russ 2010a). Having

drawn their efficiency parameters from the Pareto-distribution as before, the best

international bank in niche j takes over the best bank in niche j abroad by paying

a takeover fee which is sufficiently high to make the foreign target bank at least

as well off as without the cross-border merger. The merged bank then serves the

foreign market under a new, mixed cost cM1 (j) = c1f (j)
1/δFDIc1h(j)

1−(1/δFDI) because

it cannot entirely establish its production technology abroad. The domestic market

of the parent bank is served at the same cost as before, namely at c1. As it is only

meaningful that active banks merge, i.e. the lowest-cost ones, the cost structure of

the second-best banks remain the same as under autarky. Overall, costs decrease

when opening up the economy to foreign mergers and acquisitions, because costs

either remain at c1(j) or drop down to cM1 (j).

Model Setup and Equilibrium under Bank FDI

The open economy equilibrium with bank FDI can be solved for very similarly

to the cross-border lending case. The only difference concerns takeover fees which
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are paid to the target bank by the lowest cost bank in niche j, i.e. the parent bank

of the merger.

Following De Blas and Russ (2010a), the buyout price offered to the target has

to be at least as high as the profit the target bank would earn without merging in

the open economy. Both the parent and the target take interest rates under bank

FDI in all other niches as given. The resulting buyout fee in niche J is then given

by

V (j) = whmax

{
raut(j)

(
raut(j)

rfdi

)−ε
− (rd + ree)c1(j)

1 + e

(
raut(j)

rfdi

)−ε
, 0

}

= max

{[
raut(j)− (rd + ree)c1(j)

1 + e

]
ld(j), 0

}
where raut(j) is the autarky-lending rate that the home bank would charge if there

were no takeovers at all while rfdi is the aggregate lending rate that the market

participants take as given under FDI-liberalization where takeovers occur whenever

C1i(j) < C1k(j), where i, k = F,H and i 6= k.

Moreover, the consumers’ budget constraints now include profits net of the

aggregated takeover fees Vh and Vf :

qh = whhh + Ωh + Πh
h + dhrh + Πf

h − Πh
f + Vh − Vf

qf = wfhf + Ωf + Πf
f + dfrf + Πh

f − Πf
h + Vf − Vh

and hence net exports can be expressed as

nxh = (Πh
f − Vh)− (Πf

h − Vf )

nxf = (Πf
h − Vf )− (Πh

f − Vh) .

The aggregate resource constraint, yh + yf , is fulfilled if

yh + yf − (whhh + wfhf + Ωh + Πh
h + rhdh + nxh + Ωf + Πf

f + rfdf + nxf ) = 0 .

Since Vh and Vf appear in both the consumers’ budget constraints qh and qf , and the

expression for net exports, nxh and nxf , they cancel out in the aggregate resource

constraints. Thus, the resource constraints are the same in the cross-border lending

and in the FDI scenario.

Simulation Results

Figure 3.6 compares the distribution of non-interest costs, markups, lending

rates and lending volumes under bank FDI to the case of financial autarky. It shows

that, for the non-interest costs, the closed economy case stochastically dominates
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the CDF under FDI, whereas for the markup, the CDF under FDI dominates the

CDF under autarky. Intuitively, this means that markups increase if banks engage

in FDI. This is explained as follows. In those niches where the markup in the

closed economy is at its optimum, i.e. m(j)AUT = m̄, it will remain the same when

FDI is allowed for. This is because the spread between the lowest and the second

lowest cost stays at least equal or gets larger under FDI, and m(j) is already at

the optimal Dixit-Stiglitz level which depends only on the constant elasticity of

substitution between varieties, ε. In those niches where the markup in the closed

economy is smaller than the Dixit-Stiglitz markup m̄, it stays the same or increases

if bank FDI takes place, since the cost of the merged bank is lower than the cost

under autarky (cM1 (j) < c1(j)), so that the spread between c2(j) and the lowest

cost grows. Hence, m(j)FDI is either the same as m(j)AUT or it is larger, implying

that average markups must increase. In fact, all of the 1000 average markups are

higher if bank FDI is allowed for. For the lending rate, however, the CDFs for the

FDI and the autarky-case are nearly identical. There is no single average lending

rate which is higher after allowing for FDI in the banking sector. Thus, firms do

not incur higher financing costs even though markups increase. For those niches

where the maximum markup has been charged under autarky already, lending rates

are given by r(j) = c1(j)m̄ rd+ree
1+e

which implies that borrowing in those niches may

get cheaper as cM1 (j) < c1(j). In the other niches where markups have been less

than the maximum, FDI has no effect on lending rates, given that lending rates are

determined by r(j) = c2(j) r
d+ree
1+e

and the cost parameter of the second best bank,

c2(j), stays the same. Hence, the overall lending rate r will fall a little due to the

niches where m̄ = mAUT (j), but it cannot increase, since in the remaining niches, it

stays the same as in the closed economy given that c2 is the same as before.

Let us now have a look at the effects of bank FDI on bank market structures.

Setting the distance factor under FDI, δFDI , equal to 2 for both countries H and

F , the simulation results show that the Herfindahl-index drops by 13 percent when

opening up. Hence, concentration drops significantly less than under direct cross-

border lending, the reason being that lending rates drop by less in the FDI scenario

such that loan volumes react less. While half of the number of niches are supplied

by foreign banks, the share of cross-border in total lending in both country H and

F is just one fifth.

Comparing the scenario of FDI with foreign lending and financial autarky, the

distributions of costs point to the fact that banks are least efficient under autarky.

As the economy is opened up to international lending and contestability increases,

active banks in each niche get more efficient. If banks do not incur additional

costs when lending abroad, costs are lowest under cross-border lending. In the FDI

scenario, costs are reduced compared to autarky, but less than under direct foreign
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lending, because merged banks supply under the mixed cost cM1 (j) > cLL1 (j).

Concerning markups, the distribution under the FDI scenario stochastically

dominates the ones under autarky and under direct cross-border lending. Hence,

markups are highest under FDI. However, the increased markups after foreign

takeovers have no negative implications for the lending costs of firms. Lending

rates under FDI are even a little lower than under autarky. Why can markups

be higher under FDI at the same lending rate as under autarky? The increase in

markups is due to the fact that efficiency of the best banks in each niche picks up

while the second best rival’s cost stays the same. Consequently, the gap between

the best and the second best bank in niche j grows which automatically allows for

higher markups.8

3.3.3 Empirical Predictions

Summing up the implications of international banking for concentration and

market power, three main hypotheses follow from the theoretical model:

1. Cross-border bank lending leads to higher competitive pressures in the credit

market. As a consequence, banks’ market shares in the domestic market get

more similar, so that concentration decreases.

2. More FDI in the banking sector increases the efficiency of lending and yields

more similar credit market shares. Hence, the degree of banking market con-

centration falls.

3. Bank FDI increases banks’ net interest margins due to efficiency gains, while

cross-border lending does not matter for banks’ market power.

The next section aims at testing these predictions that derive from the model sim-

ulations using a linked micro-macro panel dataset for 18 OECD countries.

3.4 Cross-Country Evidence

Having discussed how cross-border banking affects concentration and market

power in theory, I now turn to the empirical analysis. First, I will test whether cross-

border lending and bank FDI are related to lower banking sector concentration, as

suggested by the model. Second, the links between cross-border lending, bank FDI

and banks’ net interest margins will be analyzed.

Table 3.3 presents descriptive evidence for bank market structure in the OECD

countries using bank-balance sheet data for the period 1995-2009 from the Bankscope

database. The figures show that, since the beginning of the 2000s, the top 1% of

8 This result is driven by the specific modeling of FDI in the banking sector. Other ways of
modeling bank FDI can deliver different results.
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banks hold about 70% of bank assets in the OECD, while this share increases to

more than 90% for the largest 10% of banks in the sample.9 Hence, the banking

market in OECD countries is highly concentrated with a few large, systemically

important financial institutions (SIFIs) which are strongly involved in cross-border

activity. This observation is in line with the theoretical model presented above: the

theoretical bank size distribution is highly skewed to the right with a few large banks

which dominate the market (Figure 3.3). Moreover, the most efficient and hence the

biggest banks are active internationally in the model.

In order to investigate how different measures of cross-border banking are linked

to concentration and banks’ net interest margins, I combine bank-level with macro-

economic data. Table 3.4 presents summary statistics for the regression sample.

Bank-level information for the period 1995-2009 comes from the Bankscope-database.

I compute Herfindahl-indexes using data on banks’ total assets and total net loans

to measure concentration. Three-bank concentration ratios, average net interest

margins and z-scores as a measure of bank risk come from the Financial Structures

Database by the World Bank (see Beck and Demirgüç-Kunt 2009 and Cihak et al.

2012).

Data on stocks of inward and outward foreign direct investment in the financial

sector are available from the OECD. The measure of bank FDI used below consists

of the sum of inward and outward FDI relative to GDP. For the period 1995-2009,

this data is available for 18 OECD countries.10 Information on cross-border bank

loans (assets and liabilities) is obtained from the International Investment Positions

(IIP) of the International Monetary Fund. In analogy to the measure of bank FDI,

I compute the ratio of the sum of assets and liabilities relative to GDP. I use two

additional measures of foreign bank participation: The Chinn-Ito index of capital

controls serves as a de jure measure of financial openness (see Chinn and Ito 2008).

It gives information on legal and regulatory restrictions on cross-border financial

transactions based on the IMF’s Annual Report on Exchange Restrictions and Reg-

ulations. The Chinn-Ito index assumes values between -1.8 (financially closed) and

2.4 (financially open). Using data on foreign bank ownership from Claessens and van

Horen (2013), I compute the share of foreign owned banks among the total number

of banks for each country and year. A set of macroeconomic control variables is

taken from the World Development Indicators (WDI) by the World Bank.

9 Evidence from the European Central Bank (ECB, 2007) points into the same direction for the
EU. In 2005, 46 European banking-groups (out of a total of 8,000 banks) held nearly 70% of
total EU banking assets.

10These countries include Australia, Austria, Chile, Denmark, Finland, France, Germany, Greece,
Ireland, Italy, Japan, South Korea, Netherlands, Portugal, Sweden, Switzerland, Turkey, and the
United States.
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3.4.1 International Banking and Concentration

Using the data described above, this section studies whether more openness

towards cross-border lending and bank FDI is indeed linked to lower concentration

in domestic banking markets. Table 3.5 shows the results from country-fixed effects

regressions with the Herfindahl-index based on loans as the dependent variable. I

control for time-fixed effects on a yearly basis in all regressions. The sample period

for the baseline regressions is 1995-2006 in order to exclude the crisis period and,

thereby, effects of government interventions on openness or market structures.

Four alternative measures of international banking are included in the regres-

sions, namely foreign bank loans relative to GDP as a proxy for foreign lending,

FDI by financial intermediaries relative to GDP, the share of foreign banks, and the

Chinn-Ito index. The set of macroeconomic and banking control variables consists

of domestic credit relative to GDP, inflation, bank risk measured by the z-score11,

and bank capital relative to total assets.12

Columns 1 and 2 show that both, foreign lending and bank FDI are negatively

related to the Herfindahl-index. That is, the higher cross-border banking activity,

the lower is concentration in the credit market. The share of foreign banks has

no significant effect on the Herfindahl-index (column 3), whereas de jure openness

for international banking significantly reduces credit market concentration in the

sample. The link between the share of domestic credit relative to GDP, i.e. banking

sector size, and concentration is positive. Lower bank risk (a higher z-score) comes

along with lower concentration. However, the better capitalized a banking system is,

the higher is the Herfindahl-index. This positive coefficient on capitalization may be

interpreted as evidence for higher barriers to entry: If capital requirements are high,

barriers to entry into the banking sectors are high, because a certain level of efficiency

is required to be able to operate with higher capital and hence higher funding costs.

If entry barriers are higher, contestability is lower which can increase concentration.

Overall, the estimated coefficients should be interpreted as correlations rather than

causal effects as I do not account for possible endogeniety issues here.

The standardized regression coefficients at the bottom of Table 3.5 reveal the

economic significance of the different explanatory variables. To obtain standardized

coefficients, I first normalize the dependent variable and each regressor by subtract-

ing its mean and dividing by its standard deviation in order to eliminate units.

11The higher the z-score, the lower is bank risk. The z-score is given by the sum of the return on
assets and equity to assets relative to the standard deviation of the return on assets. The higher
the return on assets or equity to assets and the lower the volatility of the return on assets, the
lower bank risk.

12Given that the variance inflation factor (VIF) for log GDP per capita suggests multicollinearity,
I do not include this variable as a control. All other explanatory variables display VIF-values
below 10 and hence tolerance values above 0.1.
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In a second step, I re-run all regressions using the normalized variables. The esti-

mated coefficients are hence comparable and indicate the economic significance of

the different regressors in explaining the variation of the dependent variable.

Having a look at column 5 which includes all regressors, it can be observed

that the Chinn-Ito index has the strongest negative and significant effect on credit

market concentration, followed by bank FDI. Bank capital relative to bank assets

and domestic credit to GDP show an economically important positive link with

concentration.

As an alternative measure of concentration, I use the three-bank concentration

ratio from the Financial Structures Database (Table 3.6). While cross-border bank

credit does not significantly affect three-bank concentration, bank FDI, the share

of foreign banks and the Chinn-Ito index of capital controls significantly reduce

concentration. The standardized coefficients at the bottom of the Table reveal that

the three variables have high economic significance. Column 5 allows a comparison

of the strengths of the different cross-border banking variables: The link between the

share of foreign banks and three-bank concentration is economically most significant,

followed by the Chinn-Ito index and bank FDI.

In order to test whether the results are robust, the regression model has been

modified in several ways. When including the crisis-period (2007-2009), the results

get somewhat weaker. However, the effects of cross-border lending and FDI remain

significant and negative. Concerning the Herfindahl-index based on total assets in-

stead of loans, the results are very similar to those for the Herfindahl-index based

on total netloans presented in Table 3.5. Dropping years from the regression sam-

ple, one at a time, does not weaken the results; without the year 2000 or 2001,

the effect of foreign lending on the Herfindahl-index turns negative and significant

in the specification in column 5. The impact of all other regressors remains very

similar to the baseline specification. The results are also broadly robust to drop-

ping individual countries; without Switzerland, the coefficient on cross-border bank

lending turns negative and significant in the specification presented in column 5. If

only macroeconomic control variables are included in the baseline regression, the

effect of cross-border lending turns insignificant. Given that the effect is significant

once banking variables like the z-score and capitalization are included, the esti-

mated coefficient on cross-border banking may pick up opposing effects of banking

characteristics in the setup with macroeconomic controls only.

Overall, cross-border banking thus coincides with lower banking sector con-

centration in the OECD countries. The data hence support the model predictions

presented above. This finding is interesting, as it is not in line with the concern

that increased financial openness leads to consolidation and hence to increased con-

centration. Moreover, the results differ from the findings of the trade literature for
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manufacturing firms which suggests that more trade openness yields fiercer compe-

tition among exporters such that the least efficient firms exit the market and hence

concentration increases (Di Giovanni and Levchenko 2009).

3.4.2 International Banking and Market Power

In order to examine the relationship between cross-border banking and market

power, I regress net interest margins on the four different measures of cross-border

banking, and on macroeconomic and banking variables for the period 1995-2006.

The theoretical model proposes that more bank FDI coincides with higher markups,

whereas more cross-border lending does not affect net interest margins. Table 3.7

presents the regression results. While higher inflation significantly increases net in-

terest margins as found in the literature (for example Demirguc-Kunt and Huizinga

1999), higher bank capitalization and domestic credit relative to GDP tend to coin-

cide with lower market power.

Among the cross-border banking measures, foreign bank loans and net interest

margins are positively linked (column 1), but only the share of foreign banks has a

statistically significant effect in the empirical model which includes all openness vari-

ables (column 5); the higher the share of foreign banks in the total number of banks

in an economy, the higher are net interest margins. The standardized coefficients

show that also in terms of economic significance, the share of foreign banks is highly

important for the explanation of net interest margins, with the largest standard-

ized coefficient among all regressors. This finding fits the theoretical implications

discussed above. While cross-border lending does not affect bank markups under a

Pareto-distribution of bank efficiency, cross-border bank mergers and acquisitions,

or bank FDI, increase markups due to the resulting efficiency gains. The data for

the OECD countries point into the same direction.13 Overall, the explanatory power

of the model specifications presented in Table 3.7 is quite high with an R2 of about

70 percent.

The findings are robust to extending the sample period until 2009. Moreover,

dropping individual countries or years from the regression sample does not affect

the results. Including the z-score as a measure of bank risk significantly reduces the

explanatory power of the model specifications presented in Table 3.7, from about

70 percent to 35-50 percent, the z-score being statistically insignificant. Therefore,

I leave out this measure of bank risk in the baseline regressions. However, even

if the z-score is included, the effect of the share of foreign banks remains positive

and significant and the coefficient on bank FDI turns significantly positive in some

13The fact that cross-border lending does not impact on net interest margins may be interpreted
as evidence in favor of a Pareto distribution of bank efficiency. Under a Fréchet distribution
of bank efficiency parameters, an increase in contestability would reduce banks’ markups rather
than leaving them unaffected.
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specifications, too.

Overall, the regression results for the OECD countries are in line with the theo-

retical implications. While foreign bank ownership and bank markups are positively

related, cross-border lending does not seem to matter much for net interest margins.

3.5 Conclusion

The aim of this chapter is to analyze - both theoretically and empirically - the

role international banking plays for market structures in the banking industry. The

theoretical implications are based on a general equilibrium model with heterogeneous

banks which lend to firms under imperfect competition. Cross-country evidence for

18 OECD economies over the period 1995-2009 is in line with the theory. Both

foreign lending and foreign bank ownership coincide with lower concentration in

the banking sector. By contrast, the implications of these two different modes of

cross-border banking differ for the market power of banks. While foreign ownership

increases average net interest margins, foreign lending does not seem to matter much

for bank markups in the OECD.

My findings may inform the current debate on changes in the international reg-

ulation of the banking sector. The theoretical and empirical results suggest that

cross-border banking and the associated international capital flows reduce concen-

tration. Hence, policy initiatives which - explicitly or implicitly - limit international

banking should take the potential effects on bank market structure into account.

Financial protectionism which reduces overall cross-border financial activity could

lead to less contestability and hence to an increase in concentration. According

to the granularity literature, increased concentration in the banking industry may

lead to stronger variation in aggregate variables like credit, investment or GDP. If

a reduction in cross-border bank activities leads to higher bank concentration, the

link between volatility at the bank-level and macroeconomic volatility gets stronger.

This, in turn, can have adverse effects on aggregate stability in the longer term.

Moreover, the literature on bank competition comes to the conclusion that market

contestability tends to increase financial stability which is another argument against

more market segmentation in banking.

With respect to the different modes of international banking, bank FDI could

be more stability-enhancing than cross-border lending, even though both modes re-

duce concentration. Following the ”concentration-stability hypothesis”, the increase

in markups in case of FDI strengthens the resistibility of banks against adverse

shocks: Higher markups boost banks’ profits and thus provide a buffer against ad-

verse shocks. Furthermore, higher markups increase the bank’s charter value which

may reduce its incentives to take excessive risks according to Keeley (1990) and

others. This, in turn, reduces the probability of systemic banking crisis and thus
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supports stability in the financial system. In addition to this, in the model used

here, the increase in markups under FDI does not imply an increase in concentra-

tion and lending rates; concentration and lending rates moderately fall if more bank

FDI takes place. Following the argument by Boyd and De Nicolo (2005), if lending

rates do not rise, there are no incentives for firms to assume greater risks.

However, it has to be kept in mind that these distinct mechanisms of banks’ risk-

taking choices are not modeled in the framework presented here. Moreover, there

are other important mechanisms which affect the stability of financial systems. For

instance, adverse shocks to one region may spill-over to other regions if financial

systems are linked by cross-border banking activities.

There are several tasks that could be addressed in future research. Modeling

banks’ risk taking explicitly in a framework with heterogeneous banks could allow

to shed light on the stability implications of international banking. Another way of

addressing stability issues could be to study granular effects in the banking sector

in the open-economy setup of the model.
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3.6 Appendix to Chapter 3

3.6.1 Figures and Tables

Figure 3.1 – International Banking

This Figure shows different measures of international banking for 18 OECD countries. Data on
cross-border lending is taken from the Balance of Payments Statistics by the IMF. It denotes the
sum of banks’ loans (assets plus liabilities) relative to a country’s GDP. Bank FDI includes
outward- and inward FDI of financial intermediaries relative to GDP. The data are publicly
available from the OECD. The share of foreign banks measures the number of foreign bank in the
total number of banks in a given country. It is computed from data provided by Claessens and
van Horen (2013). The lines depict the median values across the 18 OECD countries.
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Figure 3.2 – Empirical Histograms of Bank Sizes in the OECD

This Figure displays the empirical distribution of bank sizes based on (a) loans and (b) on assets

in billion USD for 18 OECD countries. The top 5% of banks are not plotted for reasons of

visibility.
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Figure 3.3 – Distributions under Autarky

This Figure presents cumulative distribution functions (CDFs) and the corresponding probability

density functions (PDFs) for the financial autarky scenario. Simulations are based on a number

of n = 10 rival banks per niche.

Figure 3.4 – Structure of the Two-Country Model

This Figure illustrates the model structure for the scenario of cross-border lending. Besides a

representative consumer and a representative firm, there are many banks which compete across

niches (Dixit-Stiglitz setup) and within each niche j (Bertrand competition).
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Figure 3.5 – Distributions: Autarky versus Cross-Border Lending

This Figure presents cumulative distribution functions (CDFs) and the corresponding probability

density functions (PDFs) for the financial autarky and the cross-border lending scenario.

Simulations are based on a number of n = 10 rival banks per niche. Foreign banks do not incur

any distance costs (δf = 1), whereas home banks incur a distance cost of 10 % when lending in

country F .

Figure 3.6 – Distributions: Closed Economy versus Bank FDI

This Figure presents cumulative distribution functions (CDFs) and the corresponding probability

density functions (PDFs) for the financial autarky and the bank FDI scenario. Simulations are

based on a number of n = 10 rival banks per niche.
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Table 3.1 – Parameter Values

Parameter Value Description

θ 4.3 Shape parameter of the distribution of efficiency levels

ε 4.3 Elasticity of substitution between credit varieties

n [2,100] Number of rivals per niche

J 100 Number of niches

γ 1 Elasticity of labor supply

ρ 2 Coefficient of relative risk aversion

β 0.98 Subjective discount factor

rd 0.02 Deposit rate

1− α 0.64 Labor share of income

z0 0.1 Lower bound of Pareto distribution of bank efficiency

e 0.1 Bank capital as a fraction of deposits

re 0.06 Interest rate on bank equity

This Table presents the parameter values used in the simulation exercises.

Table 3.2 – Values of Aggregate Variables for Different Levels of
Contestability

n Markup

(m)

Lending

rate (r)

Domestic

credit (`)

Herfindahl-

index

3-bank

concentr.

100 1.18 0.02 0.561 0.005 0.097

10 1.18 0.03 0.553 0.017 0.144

2 1.18 0.04 0.545 0.025 0.154

This Table shows simulated average outcomes for markups m, lending rates r, loan volumes

`, the squareroot of the Herfindahl-index,
√
HHI, and the three-bank concentration ratio. n

denotes the number of rivals per niche, i.e. contestability.
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Table 3.3 – Concentration of Bank Assets in OECD Countries

Percent of assets held by...

Year Number of banks largest 1% of

banks

largest 10% of

banks

1995 3,633 57.3 85.8

1996 3,708 54.7 85.5

1997 3,766 55.7 86.9

1998 3,909 55.0 86.9

1999 13,571 66.3 90.8

2000 13,622 66.8 91.0

2001 13,547 69.1 91.3

2002 14,047 70.0 91.2

2003 14,171 71.4 92.1

2004 14,129 74.3 93.4

2005 15,076 73.2 93.9

2006 13,645 71.8 93.5

2007 13,489 72.2 93.8

2008 13,111 73.3 94.3

2009 12,554 72.6 94.2

This table shows the evolution of asset concentration for an unbalanced panel of 18 OECD

countries for the period 1995-2009. The higher the share of assets held by the largest x % of

banks in the OECD, the higher concentration.
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3.6.2 Optimization Problems

Household

Solving the households’ optimization problem with respect to the three choice

variables qt, ht, dt+1 yields, together with the budget contraint (3.1), the following

system of first order conditions for optimal consumption, labor supply and savings:

q−ρt = λt (3.13)

h
1/γ
t = λtwt (3.14)

λt = βλt+1(1 + rd) (3.15)

where λt represents the additional utility of relaxing the budget constraint by one

unit, i.e. the marginal utility of consumption.

Plugging marginal utility (3.13) into (3.15) yields the standard Euler equation(
qt
qt+1

)−ρ
= (1 + rd)β (3.16)

which determines the optimal intertemporal allocation of consumption. The marginal

benefit of consuming one additional unit in period t equals the marginal cost of fore-

going consumption in period t+ 1.

To obtain labor supply, substitute (3.13) into (3.14) to get

qρt = wth
−1/γ
t . (3.17)

Firm

The optimal demand for loans from bank j results from the firm’s cost mini-

mization calculus

min
ld(j)

L =
J∑
1

ld(j)r(j)− µ

[ J∑
1

ld(j)
ε−1
ε

] ε
ε−1

− `d
 , (3.18)

where ε is the intratemporal elasticity of substitution between the J credit varieties.

Derivation of the Lagrangian with respect to loan demand from bank j, ld(j), yields

the following first order condition

r(j) = µ(`d)1/εld(j)−1/ε , (3.19)

where µ is the shadow price of the constraint, that is, the amount that is spend

more if total loan demand ld increases by one unit. This is the aggregate interest

rate on loans, r, such that µ = r. Plugging r into (3.19) and simplifying, we obtain
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the demand for loans in niche j

ld(j) =

[
r(j)

r

]−ε
`d (3.20)

with `d = wh. Loan demand in niche j positively depends on total loan demand `d.

It negatively depends on the lending rate in niche j relative to the aggregate average

lending rate r.

Banks

Banks maximize profits by setting the optimal lending rate r(j). Recall that

bank technology is given by ls(j) = (1+e)d(j)
c(j)

. Rewriting this equation and substitut-

ing d(j) into the bank profit function yields

Π(j) = r(j)ls(j)− [rd + ree]c(j)

1 + e
ls(j) . (3.21)

Deriving this expression with respect to the lending rate r(j) and setting the deriva-

tive equal to zero, I obtain

∂Π(j)

∂r(j)
= l(j) + r(j)

∂l(j)

∂r(j)
− [rd + ree]c(j)

1 + e

∂l(j)

∂r(j)
, (3.22)

where ∂l(j)
∂r(j)

= −εl(j)/r(j). Hence,

∂Π(j)

∂r(j)
= l(j)− εl(j) + ε

[rd + ree]c(j)

1 + e

l(j)

r(j)
≡ 0 (3.23)

ε− 1 = ε
[rd + ree]c(j)

1 + e

1

r(j)
(3.24)

r(j) =
ε

ε− 1

[rd + ree]c(j)

1 + e
(3.25)

where ε
ε−1

is the constant Dixit-Stiglitz markup and [rd+ree]c(j)
1+e

is the marginal cost

of lending.

3.6.3 Derivation of the Dixit-Stiglitz Aggregate Interest Rate

Knowing that aggregate loan demand is given by `d =
[∑J

1 l
d(j)

ε−1
ε

] ε
ε−1

, take

(3.19) to the power of −(ε− 1) to get ld(j)
ε−1
ε :

r(j)−(ε−1) = r−(ε−1)(`d)
−ε−1
ε ld(j)

ε−1
ε . (3.26)
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Take the sum from 1 to J over (3.26) to get

J∑
1

r(j)−(ε−1) = r−(ε−1)(`d)
−ε−1
ε

J∑
1

ld(j)
ε−1
ε (3.27)

and isolate r by taking the above equation to the power of − 1
ε−1

:

[
J∑
1

r(j)1−ε

] 1
1−ε

= r(ld)
1
ε

[
J∑
1

ld(j)
ε−1
ε

] 1
1−ε

︸ ︷︷ ︸
(ld)−1/ε

(3.28)

⇔

[
J∑
1

r(j)1−ε

] 1
1−ε

= r(`d)1/ε(ld)−1/ε (3.29)

⇔ r =

[
J∑
1

r(j)1−ε

] 1
1−ε

(3.30)

3.6.4 Steady State in the Closed Economy

As a first step, compute labor supply hs as a function of the wage rate w. For

this goal, substitute q from the labor supply Eq. (3.9) and y from the production

function in the aggregate resource constraint y = q and solve for h(w):

y ≡ q (3.31)

Ah1−α = w1/ρh−
1
γρ (3.32)

h
(1−α)γρ+1

γρ = w1/ρA−1 (3.33)

hs = w
γ

(1−α)γρ+1A−
γρ

(1−α)γρ+1 (3.34)

set 1 + (1− α)γρ = x and substitute to get

hs(w) = w
γ
xA−

γρ
x . (3.35)

As a second step, compute the wage w as a function of the aggregate lending

rate r:

hd(w) ≡ hs(w) (3.36)[
(1− α)A

(1 + r)w

]1/α

= w
γ
xA−

γρ
x (3.37)

w
x+αγ
αx = A

x+αγρ
αx

[
1− α
1 + r

]1/α

take (· · · )
αx

x+αγ (3.38)
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w = w(r) = A
x+αγρ
αγ+x

[
1− α
1 + r

] x
αγ+x

(3.39)

⇔ w(r) = A
1+γρ
αγ+x

[
1− α
1 + r

] x
αγ+x

. (3.40)

Step three consists in substituting w into labor supply (3.35) to get employment

as a function of r.

h =

[
A

1+γρ
αγ+x

[
1− α
1 + r

] x
αγ+x

] γ
x

A−
γρ
x (3.41)

⇔ h(r) =

[
1− α
1 + r

] γ
αγ+x

A
(1+γρ)γ
(x+αγ)x

− γρ
x (3.42)

Further simplify the exponent of A:

(1 + γρ)γ − γρ(x+ αγ)

(x+ αγ)x
=
γ [(1 + γρ)− ρ(x+ αγ)]

x(x+ αγ)
(3.43)

and rewrite the nominator as

γ
[
1 + γρ− ρ− (1− α)γρ2 − ραγ

]
(3.44)

= γ

1 + γρ(1− α)︸ ︷︷ ︸
x

−ρ (1 + (1− α)γρ)︸ ︷︷ ︸
x

 (3.45)

= γ [(1− ρ)x] . (3.46)

Hence, the employment Eq. (3.42) simplifies to

h =

[
1− α
1 + r

] γ
αγ+x

A
γ(1−ρ)
x+αγ . (3.47)

Finally, plug h(r) into production y to get y = q as a function of r:

y = Ah1−α = A

([
1− α
1 + r

] γ
αγ+x

A
γ(1−ρ)
x+αγ

)1−α

(3.48)

⇔ y(r) =

[
1− α
1 + r

] γ(1−α)
αγ+x

A1+
γ(1−ρ)(1−α)

x+αγ = q(r) (3.49)

The aggregate lending rate r is determined above from aggregation of lending rates

in each niche j (see Eq. (3.7)).
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3.6.5 Distributions of Model Variables

Each bank draws its efficiency parameter z(j) from a bounded Pareto function

of the form

F (z) =
1− zθ0z−θ

1− zθ0
(3.50)

with support (0, 1]. The mimimum of z equals z0 = 0.1 while the maximum is fixed

at 1. This implies that the marginal cost of lending one unit, (rd+ree)c
1+e

, is greater

than the bank’s funding cost (rd+ree)
1+e

, i.e. that c > 1. Hence, the probability that

c < 1, F (z > 1) = 0.

How to draw efficiency-parameters from the Pareto function

Since the cost parameter c needs to be greater or equal to 1, the support of the

efficiency parameter z = 1/c is limited to z ∈ (z0, 1]. Hence, the Pareto distribution

needs to be limited with the lower bound z0 = 0.1 as above and an upper bound

equal to one. The corresponding bounded Pareto function is given by

F (z) = Pr (z ≤ y) =
1− zθ0z−θ

1− zθ0
(3.51)

(1− zθ0)F (z) = 1− zθ0z−θ (3.52)

z = z0

[
1− (1− zθ0)F (z)

]− 1
θ (3.53)

where F (z) takes on values on the interval [0, 1].

Distribution of the cost parameter c

We have that efficiency z = 1/c ∼ Pareto(z0, 1, θ) = F (z; z0, 1, θ) = Pr(Z ≤ z).

To obtain the distribution of the non-interest cost parameter c(j), write down the

complementary distribution Gc(c) to start with:

Gc(c) = Pr(C > c) = Pr(1/Z > c) = Pr(Z ≤ 1/c) = F (c−1, z0, θ)

Hence, the distribution of c is given by

G(c) = 1−Gc(c) = 1− F (c−1, z0, θ) = 1− 1− (z0c)
θ

1− (z0)θ
(3.54)

=
(z0c)

θ − (z0)θ

1− (z0)θ
(3.55)

Equivalently to drawing z from F (z), c cand be drawn from G(c):

[
1− zθ0

]
G(c) = (z0c)

θ − zθ0
(z0c)

θ =
[
1− zθ0

]
G(c) + zθ0

c =
1

z0

{[
1− zθ0

]
G(c) + zθ0

}1/θ
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Deriving the distribution of the markup

Following Malik and Trudel (1982), the quotient of two order statistics that are

independently drawn from a Pareto distribution can be derived as follows.

Given that efficiency Z ∼ Pareto with support [0,∞], i.e. C ∈ [0,∞], the

first step consists in deriving the PDF of the ratio Q = Zi
Zj

where i < j and

Z1 < Z2 < ... < Zn. According to Malik and Trudel (1982), the PDF of Q is given

by

h(q) =
θqθ−θn−θj−1

β(j − i, n− j + 1)

(
1− qθ

)j−i−1
, (3.56)

where β(a, b) is the Beta-function β(a, b) = (a−1)!(b−1)!
(a+b−1)!

. As I want to compute h(q)

for the highest and the second-highest efficiency level, I set i = n− 1 and j = n, so

that (3.56) can be rewritten as

hn−1,n(q) =
θqθ−θn−θn−1

β(1, 1)

(
1− qθ

)0
(3.57)

= θqθ−1 . (3.58)

To compute the CDF of 0 < Q < 1, integrate h(q), such that

H(q) = θ

∫ q

0

xθ−1dx = θ

[
1

θ
xθ
]q

0

(3.59)

= qθ . (3.60)

Let us now turn to the ratio M̃ = C2

C1
= 1/Q. The complementary distribution of

M̃ is given by

F c(m̃) = Pr(M̃ ≥ m̃)

= Pr(1/Q ≥ m̃) = Pr(Q ≤ 1/m̃)

= H(m̃−1) .

Hence, I have that

F (m̃) = 1− F c(m̃) = 1−H(m̃−1) = 1−
(

1

m̃

)θ
which shows that the cost-ratio M̃ = C2/C1 follows a Pareto-distribution with

minimum z0 = 1. The distribution of the markup M thus also follows a Pareto-

distribution. However, it is truncated at the Dixit-Stiglitz markup m̄, such that

F (m) = Pr(M ≤ m)

1−
(

1
m

)θ
if 1 ≤ m < m̄

1 if m ≥ m̄
(3.61)
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This is the same result as in Bernard et al. (2003). The probability of observing the

maximum markup is independent of the number of rivals n. As dispersion increases

(θ falls), the probability of observing the maximum markup, Pr[M(j) ≥ m̄] =

1− Pr[M(j) ≤ m̄] = m̄−θ increases.
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CHAPTER 4

Granularity in Banking and Financial Openness

4.1 Motivation

This chapter contributes to an improved understanding of links between the

real and financial sector. We focus on granular effects in banking and how these

effects are influenced by financial openness. Granular effects arise if markets are

very concentrated. If a few large banks coexist with many small banks, idiosyncratic

shocks to individual banks do not have to cancel out in the aggregate but can affect

macroeconomic growth. The importance of granular effects has been shown for

aggregate fluctuations in the US (Gabaix 2011), for international trade (Di Giovanni

and Levchenko 2009), and for domestic banking markets (Amiti and Weinstein 2013,

Bremus et al. 2013). Thus, besides issues of connectedness or moral hazard, large

banks can affect aggregate growth simply by being large.

Consequently, many current policy initiatives aim at restricting bank size by im-

posing bank levies with progressive tax rates or by imposing higher capital buffers

on systemically important banks. At the same time, banking markets are becoming

increasingly segmented, and many policy initiatives - explicitly or implicitly - aim

at reducing financial openness.1 Yet, we know little, both empirically and theoret-

ically, on the interaction between size effects in banking, financial openness, and

This chapter is based on joint work with Claudia M. Buch. It has been published as ”Granularity
in Banking and Growth: Does Financial Openness Matter?”, CESIfo Working Paper No. 4356, see
Bremus and Buch (2013b).

1 Rose and Wieladek (2011) find that, after nationalization, foreign banks reduce the share of loans
going to the UK, which can be interpreted as evidence for financial protectionism. In Europe,
state support for banks was often conditioned on the requirements to close foreign affiliates. Also,
banks’ sovereign debt portfolios in Europe have exhibited an increasing degree of “home bias”
since the outbreak of the sovereign debt crisis (Pockrandt and Radde 2012).
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macroeconomic outcomes. Closing this gap is the purpose of this paper.

We use a linked micro-macro panel dataset to analyze how granular effects in

banking and financial openness affect aggregate output. Our bank-level data are

obtained from Bankscope. In line with Gabaix (2011), we measure granular effects

- the “banking granular residual” - as the weighted sum of bank-specific shocks to

total assets where the weights reflect banks’ market shares. We account for the fact

that the impact of bank-level shocks may differ for countries with different degrees

of financial openness. Our research has three main findings: (i) idiosyncratic bank-

level shocks are positively related to GDP growth, (ii) a high degree of financial

openness lowers growth, and (iii) granular effects from the banking sector tend to

be more pronounced in economies which have a low degree of financial openness.

Previous literature has shown that the link between financial openness and

aggregate outcomes is non-linear (Kose et al. 2011): At low levels of institutional

or financial development, financial openness may harm growth. At high levels of

institutional development, financial openness increases growth. Klein and Olivei

(2008) show that capital account openness increases financial depth and thereby

economic growth. The link between financial openness and growth volatility depends

on the size of domestic credit markets in a non-linear way as well (Kose et al. 2003,

Kose et al. 2009).

We complement this research by analyzing inter-linkages between granular ef-

fects in banking and financial openness. Granular effects reflect distortions in the

domestic banking sector in the form of a dominance of large banks. In financially

closed economies, firms have few substitutes to bank credit. They cannot easily

switch to non-bank or foreign suppliers of finance. Hence, the effects of idiosyn-

cratic shocks hitting large banks may be particularly severe. The impact of large

banks may become less important for domestic macroeconomic developments if a

country is financially more open.

Granularity in banking has, so far, been analyzed in closed-economy settings.

Empirically, size distributions in banking resemble a fat-tailed power law distribution

which is necessary to generate granular effects (Bremus et al. 2013). Moreover,

granularity in banking matters for short-run output fluctuations in Eastern Europe

(Buch and Neugebauer 2011), and shocks to large banks affect the probability of

default of smaller banks in Germany (Blank et al. 2009). Using credit register data

to isolate loan supply shocks, Amiti and Weinstein (2013) show that credit supply

shocks matter for aggregate loan supply and investment in Japan.

Analyzing granular effects in open economies is a straight-forward extension

of previous work. In the international trade literature, Di Giovanni and Levchenko

(2009) extend the original idea by Gabaix (2011) and show the implications of greater

trade openness for macroeconomic volatility. They use a Melitz-type model of het-
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erogeneous firms in which firm size distributions that follow a power law evolve

(Melitz 2003). The model can be used to show that macroeconomic volatility is a

function of idiosyncratic shocks and of market structure, measured through an in-

dustry’s Herfindahl index. Following the liberalization of external trade, large firms

emerge endogenously because the most productive firms get bigger and the least

productive, smallest firms exit. This mechanism can explain the positive correlation

between trade openness and output volatility found in many empirical studies (Di

Giovanni and Levchenko 2009).

Comparable models in international banking have been developed more recently.

Financial openness may affect market structure in banking markets. De Blas and

Russ (2010, 2013) model financial openness through FDI of banks and through cross-

border lending in the presence of heterogeneous banks. These two forms of financial

openness may have different effects on the banking sector’s Herfindahl index. Cross-

border lending puts competitive pressure on domestic banks, market shares may

become more similar, and the degree of concentration falls (Bremus 2013 or chapter

3). If competition gets more intense, banks absorb a larger part of idiosyncratic

shocks by adjusting markups instead of lending rates. As a result, the pass-through

of bank-level shocks to the real economy gets weaker. This mitigates granular ef-

fects. Bank FDI may increase or decrease concentration. If the most efficient banks

from abroad merge with the most efficient domestic banks and if the smallest banks

drop out of the market, the big banks would get bigger. This would magnify the

link between bank-level shock and macroeconomic outcomes via increased concen-

tration. But bank FDI may also decrease concentration if banks’ market shares get

more similar as presented by Bremus (2013). Hence, different channels of financial

openness can have different implications for the strength of granular effects. It ulti-

mately remains an empirical question whether financial openness affects the strength

of granular effects in banking.

In order to analyze these linkages, Part 4.2 introduces the data and explains how

we measure granularity, growth, and financial openness. Part 4.3 has the empirical

model and results, and Part 4.4 concludes.

4.2 Data and Measurement of Granular Effects

In this paper, we analyze whether idiosyncratic shocks affecting large banks

influence the aggregate economy and whether this link depends on the degree of

financial openness. Below, we describe how we measure idiosyncratic and macroe-

conomic growth as well as financial openness. Details on the measurement and the

data sources are given in the Data Appendix 4.5.2.
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4.2.1 Granularity in Banking

We apply the concept of granularity to the banking sector. Granularity effects

arise if the distribution of firm sizes is highly dispersed. If many small firms coexist

with a few very large ones such that concentration is high, idiosyncratic shocks to

large firms can be felt in the aggregate (Gabaix 2011). Hence, market structure

matters for macroeconomic outcomes.

Technically speaking, the necessary condition for granularity to emerge is that

firm sizes are power-law distributed. Under a normal distribution, idiosyncratic

shocks cancel out across a large number of firms in the aggregate because the Cen-

tral Limit Theorem holds. Under a fat-tailed power law distribution, however, the

Central Limit Theorem breaks down. As a consequence, firm-specific fluctuations

can have aggregate effects.

Gabaix’s original application of granularity links variation in GDP growth to

idiosyncratic shocks hitting large US manufacturing firms. He shows that GDP

growth is proportional to the growth rate of total factor productivity (TFP), which

can be expressed as the sum over firms’ market shares times idiosyncratic TFP-

shocks (dπit). GDP growth can thus be written as

dGDP

GDP
= λ

N∑
i=1

(
Sit

GDPt

)
· dπit, (4.1)

where Sit are firm i’s sales in period t, and λ is a factor which determines propor-

tionality.2 Gabaix (2011) labels the sum across the weighted idiosyncratic shock

terms the “granular residual”. He computes the granular residual as the weighted

sum of idiosyncratic firm-level productivity shocks which is given by

Γt =
N∑
i=1

(
Si,t−1

St−1

)
· (git − ḡt) , (4.2)

where git is firm i’s productivity growth while ḡt is the average productivity growth

in an economy at time t and the weights are firm i’s sales market share.

We apply the concept of granularity to the banking sector. Our source for

bank-level data is Bankscope, a commercial database provided by Bureau van Dijck.

Bankscope provides income statements and balance sheets for banks worldwide. This

restricts the time frame for our analysis. While macroeconomic data are available

for a much longer time period, reliable micro-level bank data start only in the mid-

1990s. We compute the banking granular residual (BGR) for a set of 80 countries as

the weighted sum of bank-level shocks to assets or credit in each country and year,

2 Depending on the model framework, λ can reflect different parameter combinations. See the
original paper by Gabaix (2011) for a detailed derivation.

92



Chapter 4. Granularity in Banking and Financial Openness

the weights being banks’ asset (credit) market shares.

A number of screens are imposed on the banking data in order to eliminate

errors due to misreporting. We exclude the bottom 1% of the observations for total

assets, and we drop observations where the credit-to-assets or the equity-to-assets

ratio is larger than one. We drop banks with negative assets, credits, or equity. In

order to eliminate large (absolute) growth rates that might be due to bank mergers,

we winsorize growth rates at the top or bottom percentile, i.e. we replace them

with the respective percentiles. In terms of specializations of banks, we keep bank

holding companies, commercial banks, cooperative banks, and savings banks.

Our measure of granular shocks closely follows Gabaix’s (2011) original proposal

to calculate the growth rate of a firm’s sales and subtracting the average growth rate

across all firms for each year. This difference is a simple proxy of firms’ idiosyncratic

growth shocks. Because we are using data for banks from many countries, we slightly

modify this method by subtracting, from each bank’s growth rate of assets (or loans),

the mean growth rates across all banks (except bank j) in each country and year.

The reason for taking the average across all banks except bank j is that, for some

countries, a rather small number of bank observations is available only. If we subtract

the average across all banks (including bank j) from bank j’s asset (credit) growth,

we may eliminate most of bank j’s idiosyncratic variation. This holds in particular

if there is a small number of bank observations and if bank j is large.

Finding a clear analogy between the sales of non-financial firms (used by Gabaix)

and the turnover or the sales of banks is not straightforward. We instead compute

both banks’ asset and credit growth shocks for three reasons.

First, differences in accounting systems across countries may impair the com-

parability of balance sheet and profit and loss items across countries and over time.

Therefore, we opt for relatively simple and straightforward balance sheet items -

total assets and loans - to measure the activities of banks.

Second, differences in productivity or efficiency of banks translate into differ-

ences in lending or bank size, which we can proxy through a bank’s loans or assets

(De Blas and Russ 2013). Direct measures of bank productivity or efficiency would

be much more dependent on data quality and comparability across countries.

Third, the volume of credit issued by banks is the most direct measure of banks’

link to the real economy. The bank lending channel literature discusses how mone-

tary policy and thus macro shocks affect the real economy through changes in bank

behaviour. Using linked bank-firm data, Amiti and Weinstein (2013) find that id-

iosyncratic shocks at the bank-level can have a significant impact on aggregate loan

supply and investment, and hence on the real economy. Bremus et al. (2013) (see

chapter 2) show how shocks to bank efficiency translate to macroeconomic output in

a simple general equilibrium model which features banks of different efficiency and
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of different size.

Having computed asset (credit) growth shocks for each individual bank, we

calculate a measure of granular effects in the banking sector for each country and

year. The banking granular residual is obtained by multiplying the idiosyncratic

shocks with the market share of each bank, and summing across all banks per country

and year:

BGRit =
N∑
j=1

AssetSchockji,t ·
Assetsji,t
Assetsi,t

. (4.3)

Assetsji,t denotes total assets of bank j in country i at time t while Assetsi,t are

aggregate bank assets in country i, year t.

Figure 4.1 illustrates the evolution of the banking granular residual over time.

Idiosyncratic bank-level shocks based on loans and based on assets are in the same

order of magnitude and evolve similarly over time. The two alternative measures of

the BGR have similar moments with a mean of about zero and a standard deviation

of roughly 0.1 (Table 4.1). Finding a zero mean for the panel dataset does not mean

that idiosyncratic shocks average out at each point in time. Figure 4.1 rather shows

that average fluctuations in bank-level asset and credit growth shocks rather vary

between -0.55 and 0.52.

Note that we do not have information for each individual bank on the share

of assets abroad or at home. Because international banking markets are dominated

by the large banks, the idiosyncratic shocks that we measure might also contain

elements of idiosyncratic risk stemming from developments on international markets.

This, however, does not affect the general validity of our approach because we are

interested in the effects of idiosyncratic shocks affecting large banks on the domestic

economy, irrespective of where these shocks originate. We also account for the

effects of aggregate financial openness by allowing granular effects to differ between

financially closed and open economies.

4.2.2 Macroeconomic Growth

To calculate macroeconomic growth, we use a country-sample which is suffi-

ciently diverse to capture possible non-linearities and cross-country differences. We

thus start from a dataset which includes a large set of countries. We keep those

with complete strings of observations for at least ten years for key variables such

as cross-border assets and liabilities, GDP growth, and domestic credit. We also

include a set of standard growth regressors. Macroeconomic data for GDP, GDP

per capita, domestic credit relative to GDP, inflation, school enrollment rates, the

trade share, and government expenditure relative to GDP are taken from the World

Development Indicators (WDI) by the World Bank.

This sample includes 80 countries for 14 years (1996-2009). Our dependent vari-
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able is growth of real GDP per capita. It is calculated by taking the first differences

of log real GDP per capita. In order to prevent large outliers from affecting the

results, growth rates are winsorized at the top and bottom percentile. The effects of

winsorizing on sample means are minimal: winsorizing slightly increases the mean

from 2.53%, to 2.537% while it somewhat lowers the standard deviation from 3.63%

to 3.59%. Table 4.1 shows that the mean growth of GDP per capita in the sample

is 3% with a minimum growth rate of -15% (Estonia 2009, Latvia 2009, Lithuania

2009) and a maximum growth rate of +12% (China 2007, Kuwait 2003, Latvia 2006,

Venezuela 2004).

Figure 4.1 shows the evolution of GDP growth and of the banking granular

residual over time. The median growth rate of real GDP per capita is in the range

of -3 to 5% in our sample, whereas GDP growth has been higher with median rates

between -3 and 6%. On average, GDP growth has trended upward since the mid-

2000s, but this increase has reversed with a significant drop since the onset of the

global financial crisis in 2007.

4.2.3 Financial Openness

To measure financial openness at the country-level, we use three de facto and

two de jure measures. The first de facto measure is taken from the dataset on

cross-border assets and liabilities by Lane and Milesi-Ferretti (2007). We extend

their data for the period 2008-2009 using data from the International Investment

Positions (IIP) which are available from the International Financial Statistics (IFS)

by the IMF.3 In similar empirical models in the international trade literature, the

degree of openness is measured as the sum of imports and exports relative to GDP.

We thus use the sum of total foreign assets and total foreign liabilities relative to

GDP as a proxy for financial openness.

As a second de facto measure, we use the sum of cross-border bank loans (assets

and liabilities) relative to GDP. These data come from the IFS and are available for

a smaller set of countries only.4 The maximum number of country-year observations

is 922 in our baseline regression using total cross-border assets and liabilities as a

measure of de facto financial openness. It declines to 562 if we include cross-border

bank assets and liabilities as a measure of financial openness instead.

The third de facto measure captures FDI in banking. We use information on the

share of foreign banks in the number of all banks in a given country. Our measure

is a count variable on the total number of banks (domestically and foreign owned)

which we retrieve from Claessens and van Horen (2013).

3 Total foreign assets and liabilities comprise direct investment, portfolio investment, other invest-
ment like for example bank loans, and reserve assets and liabilities.

4 More precisely, the data can be found in the International Investment Positions in the category
“Other Investment”, sub-category “Loans”, “Banks”.
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Our first measure of de jure financial openness comes from Chinn and Ito (2006,

2008). These authors use the IMF’s Annual Report on Exchange Restrictions and

Regulations to construct a measure of capital controls. It is based on dummy vari-

ables which codify restrictions on cross-border financial transactions. The minimum

number is -1.82 (financially closed), the maximum number is 2.46 (financially open).

In addition, we employ information on the de jure openness of the banking

sector, namely an index of inflow restrictions and an index of outflow restrictions

on financial credit which has been computed by Schindler (2009) from the Annual

Report of Exchange Arrangements and Exchange Restrictions of the IMF for the

period 1995-2005. The dataset has been extended by Klein (2012) and it is available

for 72 out of the 83 countries which are included in our regression sample.5 The

original indicators assume a value of 1 if there are restrictions on inflows or outflows

of financial credits and a value of 0 if no such restrictions are imposed. We rescale

the binary variables such that a value of zero indicates financial restrictions and a

value of 1 indicates no restrictions on inflows or outflows of financial credit. Hence,

all openness measures are scaled in the same way, and a higher value indicates a

higher degree of financial openness.

Table 4.2 shows the correlations between our measures of financial openness.

Correlations between total cross-border assets and cross-border assets of banks are

quite high (0.74). Also, the measures of de jure openness are quite closely correlated

with each other (around 0.7). The remaining correlations are much smaller and

below 0.5. The main reason for these low correlations is that the de jure measures

are less dispersed than the de facto measures of financial openness: most advanced

economies have liberalized capital accounts. But the actual degree of financial open-

ness may be very different across countries.

4.2.4 Additional Control Variables

In addition to effects of granularity, we study the impact of credit to GDP for

GDP growth. Credit to GDP is often used as a proxy for the size of the financial sys-

tem. The larger - and the more developed - a banking sector is, the higher should be

aggregate growth and the lower should be macroeconomic volatility because banks

can allocate savings more efficiently. However, credit to GDP and thus leverage can

also be taken as an indicator for overheating of the banking system, thus harming

growth (Arcand et al. 2012, Cecchetti and Kharroubi 2012) and increasing macroe-

conomic volatility (Beck et al. 2013, Huizinga and Zhu 2006). Historical evidence

shows that leverage cycles have implications for macroeconomic instability and crises

(Taylor 2012). Overall, the expected sign of the credit variable is thus not clear.

5 We are grateful to Michael Klein for kindly providing an updated dataset on capital controls.
For a description of a previous version of this data, see Klein (2012).
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Figure 4.3 shows the evolution of the credit to GDP ratio over time. Especially in

the 2000s, credit to GDP has significantly increased.

We also include consumer price inflation, initial income as measured by log GDP

per capita in 1996, the logarithm of the secondary school enrolment rate, the ratio

of exports plus imports to GDP, and government final consumption expenditure

relative to GDP as typical additional macroeconomic control variables.

4.3 Regression Model and Results

In order to analyze whether the impact of the banking granular residual on

the aggregate economy is related to the degree of financial openness, we proceed

in three main steps. First, we estimate a panel regression model (Tables 4.4(a) -

4.4(c)) where we also include interaction terms for the BGR and financial openness.

Second, we explore the link between granularity in banking, financial openness, and

GDP growth by estimating a panel threshold model (Table 4.6). Moreover, we

test the robustness of our findings with respect to time (Table 4.5). Finally, we use

instrumental variables regression to address potential endogeneity issues (Table 4.7).

4.3.1 Empirical Model

With data on idiosyncratic credit growth shocks at hand, we regress aggregate

growth on the banking granular residual, on macroeconomic characteristics, and on

financial openness:

Growthit = λt + β1BGRi,t + β′2Xi,t + β3FOi,t + εi,t (4.4)

where Growthit is growth of real GDP per capita, λt is a vector of time fixed ef-

fects capturing global macroeconomic factors, and BGRi,t is the banking granular

residual. Xi,t is a vector of macroeconomic control variables which comprises the

ratio of domestic bank credit to GDP, inflation, initial income, the log of the sec-

ondary school enrollment rate, the trade share and government final consumption

expenditure relative to GDP. FOi,t includes measures of financial openness.

In a second step, we add interaction terms between the BGR and our six dif-

ferent measures of financial openness to Eq.(4.4), such that the model becomes

Growthit = λt + β1BGRi,t + β′2Xi,t + β3FOi,t + β4BGRi,t · FOi,t + εi,t. (4.5)

This allows us to study the interplay between the degree of financial openness and

the effect of bank-specific shocks on GDP per capita growth.

Granularity and Aggregate Growth

Table 4.4 presents the regression results based on Eqs. (4.4) and (4.5) for different
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de facto (Table 4.4(a)) and de jure measures of financial openness (Tables 4.4(b)

and 4.4(c)) as explanatory variables.

Our results show that the banking granular residual matters. Shocks hitting

large banks’ asset growth do not cancel out in the aggregate but affect aggregate

outcomes. The banking granular residual has a positive and significant impact on

GDP growth with coefficient estimates between 0.03 and 0.09. The results are very

similar if the BGR based on banks’ loans is used (not reported). Given that the

standard deviation of GDP per capita growth is 0.04 while the standard deviation of

the BGR based on assets is 0.07 (Table 4.1), the normalized beta coefficient for the

BGR is between 0.05 and 0.16 depending on the model specification. Or, in other

words, about 5-16% of the variation in GDP per capita growth in our sample can

be attributed to bank-specific shocks to asset growth. In a study using bank and

firm-level data for the Japanese economy, Amiti and Weinstein (2013) find an even

larger effect of granular shocks at the bank-level; in their study, bank-specific shocks

account for approximately 40% of aggregate lending and investment fluctuations.

Openness and Growth

De facto financial openness has a significantly negative impact on GDP growth

in our sample (Table 4.4(a)). The economic significance of the impact of cross-border

assets and liabilities and of foreign bank loans is larger than the economic significance

of the BGR with normalized beta coefficients of 0.2. The share of foreign banks is

insignificant. The result that greater openness lowers short-run growth may seem

surprising, given that increased financial openness should improve the reallocation

of capital across countries and thus stimulate growth. However, it links into a large

body of literature analyzing the fact that capital does not necessarily flow from rich

to poor countries (the “Lucas Paradox”) and that institutional constraints may pre-

vent an efficient relocation of capital across countries (Alfaro et al. 2008). Hence, we

have checked whether this result is driven by countries which have weaker financial

institutions or lower financial development such that increased financial openness

cannot unfold growth-enhancing effects. When including interactions between fi-

nancial openness and credit to GDP as in Kose et al. (2011), the direct effect of

financial openness becomes insignificant in many cases. When including, both, the

interaction between financial openness and credit to GDP and the interaction be-

tween financial openness and the square of credit to GDP, we find that financial

openness measured by cross-border bank loans has a negative effect on growth if

financial depth is low. As credit to GDP increases, the effect gets positive. For

very high levels of credit to GDP, the effect gets weaker again. Thus, the impact of

financial openness on growth depends on the level of credit over GDP of an economy.
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Are Granular Effects Weaker or Stronger in Financially Open Economies?

We answer the question whether financial openness affects the strength of gran-

ular effects by including interactions between the different openness measures and

the banking granular residual. These interaction terms are significant for total assets

and liabilities and thus for a broader measure of openness. They are insignificant

for foreign bank loans relative to GDP and for the shares of foreign banks. This

finding indicates that different types of international capital flows are needed in or-

der to weaken the link between bank-specific asset or credit shocks and aggregate

outcomes. Besides foreign bank lending, other substitutes for domestic credit seem

to be useful to shield an economy from idiosyncratic bank-level shocks.

Figure 4.4 illustrates the marginal effect of the BGR on GDP growth depending

on the level of financial openness (Column 3 of Table 4.4(a)). The relationship

between the BGR and aggregate growth is decreasing in the share of foreign assets

and liabilities. For low levels of financial openness, the BGR has a positive and

significant impact on GDP growth. As foreign openness increases, the effect of the

BGR gets weaker. For values of financial openness above roughly 3.9, the marginal

effect of the BGR on GDP per capita turns insignificant. Typical countries which

fall in this group are Belgium, the Netherlands, Sweden or the UK and thus high-

income countries. Countries which fall in the group below this threshold are, for

example, Bulgaria, China, Mexico, but also Spain and the United States.

De jure measures of financial openness do not matter for GDP growth (Table

4.4(b)). One reason is that the measures of de jure openness are less dispersed than

the de facto measures. The maximum value of the de jure measures is observed

much more frequently than the highest values of de facto openness are. Hence, the

de jure openness indicators are less differentiated and do not allow for studying the

effects of the high levels of openness. For example, the Chinn-Ito index for Germany

has taken on the maximum value of de jure capital account openness (2.46) across

the entire sample period, whereas German de facto openness, measured by foreign

assets plus liabilities relative to GDP, has increased by about 150% between 1996

and 2009.

Most of the countries in our sample have not changed the degree of financial

openness over time. To account for the persistence of the de jure measure of fi-

nancial openness, we re-run the regression models presented in Table 4.4(b) on the

sub-sample of countries which experienced changes in the respective de jure mea-

sures at least once in the sample period. This specification is more in line with Henry

(2007) who points out that the neoclassical growth model suggests a temporary in-

crease in growth as a result of a change in financial openness and a permanent level

effect. Using data for countries that changed the degree of financial openness only

significantly reduces sample size. Table 4.4(c) has the regression results. While the
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effect of the BGR turns insignificant if the Chinn-Ito index is interacted with the

BGR (Column 3), it remains positive and significant for the inflow and outflow re-

striction variables (Columns 4-7). The direct effects of the de jure financial openness

measures remain insignificant.

Control Variables

We control for standard determinants of growth as well as the ratio of credit

over GDP. This ratio is highly significant and negative with point estimates between

0.016 and 0.035. As the standard deviation of credit to GDP is 0.58 and the standard

deviation of GDP growth is 0.04, the beta coefficient lies in the range of 0.23 and

0.5. Hence, the fraction of GDP growth that can be explained by the level of credit

to GDP is much higher than the fraction explained by the BGR. We obtain similar

results in unreported regressions using private credit by deposit money banks relative

to GDP.

The sign of credit to GDP clearly supports the interpretation of this variable as

a proxy for leverage in the financial sector: the higher leverage, the lower is growth.

If credit to GDP was solely a proxy for financial development, we would expect to

find a positive impact on growth. In this vein, Beck et al. (2013) present empirical

evidence for 77 countries over the period 1980-2007 which suggest positive effects

of credit to GDP on GDP per capita growth for medium- and long-run averages of

growth rates. Our analysis differs because we look at year-to-year growth of GDP.

Hence, we have re-run our model for medium- and long-run averages instead.6 In

models using the cross-sectional, long-run variation in growth across countries or

using non-overlapping 4-year averages of the data, credit over GDP is insignificant.

Hence, the negative growth effect is confined to short-run fluctuations of growth

only. The direct effect of financial openness on growth stays negative and significant

for foreign assets plus liabilities to GDP and for foreign bank credit in the regressions

using 4-year averages of the data. The coefficient on the BGR remains positive and

significant in the model specifications where foreign assets plus liabilities to GDP

or the Chinn-Ito index is included. In the cross-sectional regressions, the effects of

both financial openness and the BGR turn insignificant, though.

Results for the remaining determinants of growth are largely in line with expec-

tations (Table 4.4). Higher inflation reduces growth, which suggests an interpreta-

tion of inflation as a measure of uncertainty depressing GDP growth (Kremer et al.

2013). As expected, the impact of initial income is mostly negative but insignificant,

while a higher secondary school enrollment rate fosters growth. Trade has a slightly

positive and significant impact, and government expenditure relative to GDP harms

growth. This is in line with the results presented by Beck et al. (2013) for medium

6 The regression tables are available upon request.
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and long-term growth.

Using, again, cross-sectional regressions using average values of all variables

across our entire sample period show negative and significant effects of initial in-

come on GDP per capita growth while the effect of the share of secondary school

enrollment is positive as in the year-by-year regression. All other variables do not

significantly affect long-run growth in our sample. When running panel regression

across non-overlapping 4-year averages of the data for the period 1996-2007, growth

increases in schooling and trade openness while it is reduced the higher initial income

and inflation are.

Robustness with Respect to Time

How robust are our results to modifications of the time period? In particular,

does including or excluding the crises years affect our results? In Table 4.5, we ad-

dress this question by estimating the model specification from Table 4.4(a), Column

3 for (i) 1996-2000, 2001-2005 and 2006-2009, for (ii) the 1990s and the 2000s, and

(iii) for the pre-crisis and crisis period (2007-2009). The negative impact of credit to

GDP is clearly reminiscent of the pre-crisis period. The same is true for the direct

effect foreign assets plus liabilities relative to GDP. For the years since 2007, the

impact of these two variables is insignificant. The impact of the banking granular

residual also depends on the time period. Its positive link to aggregate growth is,

however, driven by the more recent period and cannot be observed when looking at

the period until the mid-2000s only. This explains why concerns about bank size

and the systemic effects of large banks have become more prevalent in recent years.

In unreported regressions, we drop each year, one-by-one, from the regressions

based on Table 4.4(a), Column 3 in order to check whether our findings are driven

by individual years. The effect of the BGR stays positive and significant through-

out, while the effect of its interaction with financial openness remains negative and

significant. Also, the results for domestic credit to GDP, inflation, initial income,

and foreign assets plus liabilities relative to GDP are unaffected from excluding

individual years from the sample.

In sum, the results from our baseline regressions are in support of granularity

effects: variation in aggregate growth can be explained by bank-level, idiosyncratic

shocks, weighted by banks’ market shares. GDP growth is weaker in countries with

high credit to GDP and thus high leverage. Financial openness as measured by

different de facto measures mitigates growth. De jure financial openness has no

significant impact on aggregate output growth. Also, granular effects tend to be

weaker in financially open economies.
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4.3.2 Sample Splits with Regard to the Degree of Financial

Openness

In unreported regressions, we have also experimented with different sample

splits into groups of financially open and financially closed countries. The difficulty

with this approach is that any classification of countries is arbitrary. Tables 4.3 and

4.3(b) provide lists of the countries that fall into each of the categories for our two

key measures of de facto and de jure openness, namely the sum of foreign assets

and liabilities relative to GDP and the Chinn-Ito index. When taking the mean of

the main de facto measure to split the sample, all countries which have a ratio of

foreign assets plus liabilities to GDP below 2.21 fall into the subset of “financially

closed” economies. However, these are not necessarily countries with restrictions on

cross-border financial transactions. Italy, for instance, is a country with a degree of

de facto financial openness close to the sample mean. For de jure financial openness,

all countries with a value of the Chinn-Ito index below 1.01 fall into the subset of

“financially closed” countries. The Chinn-Ito measure of financial openness provides

a more accurate picture of financial openness in a regulatory sense, and it is also the

less dispersed measure. Table 4.3 groups countries with respect to de facto financial

openness. There are much more countries which have an average stock of foreign

assets plus liabilities relative to GDP below the sample mean (“financially closed”)

than countries which have de facto financial openness above the sample mean. When

splitting up countries according to the mean of de jure openness (Table 4.3(b)), many

countries switch to the group of financially open economies.

In sum, results based on sample splits are rather ad hoc, and results are very

sensitive to the specific choice we made with regard to classifying entire countries.

We thus refrain from reporting and interpreting these results which, of course, are

available upon request.

4.3.3 Panel-Threshold Model

Having seen that the link between bank-level and aggregate growth varies with

financial openness, we will now shed more light on possible breakpoints in this

relationship. For this purpose, we estimate a panel-threshold model which endoge-

nously allows estimating possible threshold effects of financial openness. The panel-

threshold approach takes into account that the effect of the BGR on GDP growth

may depend on the degree of financial openness. In each sub-domain of financial

openness identified, the relationship between the BGR and GDP growth is linear.

The slope coefficients are allowed to differ, which was not possible in the regression

approach using interactions above.

In order to study whether the link between the BGR and growth differs across
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different ranges of financial openness, we estimate the following regression model:

Growthit = λt + δ1I(THi,t ≤ γ) + β1BGRi,tI(THi,t ≤ γ)

+ β2BGRi,tI(THi,t > γ) + β′3Xi,t + εi,t

where λt are time-fixed effects, Xi,t is a vector of control variables, and THi,t is the

threshold variable which is financial openness here. I(·) is an indicator function

which equals one if the condition in brackets is true and zero otherwise. The first

indicator function equals one if the threshold variable, THi,t, is smaller than the

threshold γ. The second indicator function takes the value of one if the threshold

variable is greater than γ. Thus, the indicator functions split up the observations

of BGRi,t into two regimes, depending on the threshold. The slope coefficient on

BGRi,t is allowed to differ across the two regimes. If the threshold variable is below

γ, the effect of bank-level shocks on aggregate growth is given by β1, while it is

given by β2 if the threshold variable assumes values larger than γ. Following Bick

(2010), we control for differences in the regime-specific intercept by including a

regime-specific constant δ1.

The panel threshold model is estimated in two steps (Hansen 1999). In a first

step, the threshold (γ) is estimated by least squares. In a second step, we estimate

the slope coefficients (β1 and β2) using this threshold estimate.7

Following Hansen (1999, 2000), confidence intervals for the threshold estimate

are based on the likelihood ratio statistic for testing the null hypothesis that the

threshold equals its true value. The asymptotic confidence interval for γ is given

by the “non-rejection region” for this test on γ, i.e. it is given by the set of values

for which the likelihood ratio statistic does not exceed the critical value. Inference

on the regime-dependent slope coefficients can be performed as if the estimated

threshold were the true value (Hansen 1999, p.352).

Table 4.6 has the regression results based on an unbalanced panel for the pe-

riod 1996-2009. We run threshold regressions for all de facto measures of financial

openness and for the Chinn-Ito index. Restrictions on financial credits are left out,

because they are binary variables. The effects of the macroeconomic control vari-

ables are qualitatively the same as in the regressions presented above.

For foreign assets plus liabilities to GDP as well as for the share of foreign

banks, we confirm that the impact of the BGR on GDP growth depends on financial

openness. If these two measures of de facto financial openness are below their

estimated thresholds, the BGR and growth are positively linked. The threshold

estimate is 2.8 for foreign assets plus liabilities to GDP which is a little higher but

7 Our estimation code heavily draws on Matlab-codes kindly provided by Alexander Bick (see
http://www.wiwi.uni-frankfurt.de/professoren/fuchs/bick/).
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close to the sample mean. For the share of foreign banks, the estimated threshold

of 0.09 is significantly lower than the sample mean (0.29). If financial openness is

higher than the estimated thresholds, GDP growth is not affected by bank-specific

shocks. This finding is in line with the results using interaction terms discussed

above (Table 4.4(a)): Countries with a low degree of de facto financial openness are

affected more by bank-level shocks.

If we take the Chinn-Ito index as a threshold variable, the BGR has a positive

and significant effect on GDP per capita growth if the Chinn-Ito index is larger than

-0.9. This threshold is very low compared to the sample mean (1.01). Hence, as

the dispersion of the Chinn-Ito index is very low compared to the de facto openness

measures, the effect is driven by countries with a rather low degree of financial

openness.

When taking the BGR based on banks loans as a regime-dependent regressor

(not reported), the results point into the same direction: In this case, the BGR

has a positive and significant effect on growth if the three de facto measures of

financial openness are below their estimated thresholds. For the Chinn-Ito index as

a threshold variable, the BGR positively impacts on growth for values of the index

above -0.9, as for the BGR based on bank assets.

4.3.4 Instrumental Variable Regressions

Endogeneity of the banking granular residual with regard to macroeconomic

volatility should not be a concern in our model: The idiosyncratic shocks are delib-

erately cleaned from macroeconomic effects, and market structure in banking does

not vary with the cycle.

Yet, the degree of financial openness as well as credit to GDP, and the remain-

ing macroeconomic control variables (initial income, the trade share, government

consumption expenditures relative to GDP and inflation) might be endogenous with

regard to GDP per capita growth. Countries may, for instance, close their financial

systems in times of crisis or they may export and import more when growth is high.

In Table 4.7, we thus estimate the regression models (without interactions) from

Table 4.4(a) and 4.4(b) using instrumental variables regressions. We use the third

lags of each potentially endogenous variable as instruments, apart from inflation

where the first lag is used. In addition, we use heteroskedasticity-based generated

instruments as proposed by Lewbel (2012) and implemented in Stata by Baum

and Schaffer (2012). Lewbel’s method allows constructing instruments as simple

functions of the model variables when no external instruments are available. It can

also be used, as we do here, to add heteroscedasticity-based instruments to the set

of external instruments in order to increase efficiency.

Table 4.7 shows that the BGR turns insignificant in the regressions using foreign
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bank loans or the Chinn-Ito index as (instrumented) openness measures. For all

remaining regressions, the effect of the BGR on growth stays positive and significant.

For our different measures of financial openness, the IV-results point to a negative

and significant effect on growth for all measures apart from the share of foreign banks.

Hence, this result is even more pronounced than in the baseline OLS-regressions

presented above. The impact of credit to GDP remains negative if instrumented,

but turns insignificant in many cases. The degree of secondary school enrollment

significantly increases growth throughout, whereas initial income has a negative and

significant effect which points to convergence. Inflation does not affect growth when

instrumented.

4.4 Summary

We have explored how the structure and the openness of the banking system

affect aggregate growth. Our special focus has been on granular effects. Granularity

arises if the market structure in an industry is highly concentrated such that very

few large firms coexist with many small firms. Such size patterns prevail in banking.

In this case, idiosyncratic shocks to large banks do not have to cancel out across a

large number of banks in the aggregate. We find that bank-specific shocks matter:

The banking granular residual has a positive and significant impact on the growth of

real GDP per capita. Hence, the higher is the size concentration in banking markets

or the larger idiosyncratic shocks, the stronger are linkages between bank-level and

macroeconomic growth fluctuations.

We find that financial openness, measured through the ratio of cross-border

assets and liabilities over GDP is associated with lower growth. What matters is

the actual, de facto, degree of financial openness. All de jure measures of openness,

which measure the presence of capital controls, are insignificant. Financial openness

also affects the strength of granular effects. Effects of bank-level shocks tend to be

of little importance for macroeconomic outcomes in financially more open countries.

Financially closed countries experience stronger granular effects from the banking

sector.

A higher ratio of bank credit relative to GDP - and thus a higher degree of

“leverage” in the banking system - harms short-run GDP growth. The potential

destabilizing effect of high leverage is acknowledged in the macro-prudential policies,

and credit to GDP serves as a basis for the calculation of countercyclical capital

buffers for banks (Houben et al. 2012). Our results show that this result is driven

by the pre-crisis period; the effect of leverage on growth has been insignificant for

the period 2006-2009.

Our results imply that there are different channels through which the linkages

between bank-level shocks and macroeconomic outcomes can be influenced. First,
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reducing the degree of size concentration in banking mitigates the importance of

bank-level shocks for the macroeconomy. Higher competitive pressures in the bank-

ing sector could thus extenuate the pass-through of bank-level shocks to the real

economy. This, in turn, would reduce granular effects and hence macroeconomic

fluctuations. Second, higher competitive pressure could also increase idiosyncratic

risk at bank level because compressed profit margins could induce banks to move

into riskier activities. Accounting for this endogenous link between market struc-

ture in banking and (bank-level) risk is an issue that we have not addressed in this

paper. Third, the increasing fragmentation of financial markets that we observe as

a response to the financial crisis could aggravate granular effects.
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4.5 Appendix to Chapter 4

4.5.1 Figures and Tables

Figure 4.1 – GDP and Idiosyncratic Growth

This figure shows growth in real GDP per capita, real GDP,and idiosyncratic growth at the
bank-level, once based on banks total assets and once based on credit. The banking granular
residual is the weighted average of idiosyncratic asset (credit) growth shocks where the weights
correspond to the market shares of each bank. Credit growth shocks are the residuals of the
difference between bank j’s asset (credit) growth and the country mean excluding bank j. Source:
World Development Indicators, Bankscope, own calculations.
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Figure 4.2 – Financial Openness

This figure shows the evolution of different measures of financial openness across our sample

period. The left panel plots three de facto measures of financial openness, namely total foreign

assets plus liabilities relative to GDP, total foreign bank loans (assets plus liabilities) relative to

GDP, and the share of foreign banks in the total number of banks. The right panel plots the

Chinn-Ito index of capital controls, the index of financial inflow openness and the index of

financial outflow openness, i.e. three de jure measure of financial openness. The graph shows the

mean values for the full country sample, with all variables being normalized by their values in

1996 in order to enhance visibility. Source: International Financial Statistics, Claessens and van

Horen (2013), Chinn and Ito (2008), Klein (2012), own calculations.
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Figure 4.3 – Banking Market Structures

This figure shows the evolution of aggregate leverage, i.e. the mean share of domestic credit to

GDP taken from the World Development Indicators at the left panel. The right panel plots the

sample mean of the three-bank concentration ratio from the Financial Structures database across

the sample period. Source: World Development Indicators, Financial Structures Database, own

calculations.
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Figure 4.4 – Interaction between the Banking Granular Residual and
Financial Openness

This figure shows the marginal effect of the Banking Granular Residual (BGR) on GDP growth

for different levels of financial openness, measured as the ratio of foreign assets plus liabilities to

GDP. The computation of the marginal effect depending on de facto financial openness is based

on the regression in Table 4.4(a), Column (3). Dashed lines show the 95%-confidence bands.
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(b) De jure Financial Openness (Chinn-Ito index)

Financially open (Chinn-Ito > 1.0) Financially closed (Chinn-Ito <=1.0)
Country Mean Min Max Country Mean Min Max
Australia 1.3 1.1 2.2 Algeria -1.2 -1.2 -1.2
Austria 2.5 2.5 2.5 Argentina 0.2 -1.2 2.2
Belgium 2.2 1.7 2.5 Bangladesh -1.2 -1.2 -1.2
Bolivia 1.3 0.9 1.4 Benin -1.2 -1.2 -1.2
Canada 2.5 2.5 2.5 Brazil -0.0 -0.1 0.2
Costa Rica 1.1 0.4 1.2 Bulgaria 0.1 -1.2 2.5
Czech Republic 1.4 -0.1 2.5 Cameroon -1.2 -1.2 -1.2
Denmark 2.5 2.5 2.5 China -1.2 -1.2 -1.2
Egypt 1.7 0.7 2.5 Colombia -0.5 -1.2 1.1
El Salvador 2.4 1.9 2.5 Croatia 0.5 -0.1 1.1
Estonia 2.4 1.9 2.5 Dominican Rep. 0.1 -1.6 1.9
Finland 2.5 2.5 2.5 Ghana -1.2 -1.2 -1.2
France 2.5 2.5 2.5 Honduras 0.3 -0.1 1.1
Georgia 1.3 0.7 1.4 India -1.2 -1.2 -1.2
Germany 2.5 2.5 2.5 Korea, Rep. -0.4 -1.2 0.4
Greece 1.7 0.3 2.5 Malawi -1.3 -1.9 -1.2
Guatemala 2.0 1.2 2.5 Malaysia 0.2 -0.1 1.1
Hungary 1.4 -0.1 2.5 Mali -1.2 -1.2 -1.2
Indonesia 1.3 1.1 2.2 Mexico 1.0 0.1 1.1
Ireland 2.5 2.5 2.5 Mozambique -1.2 -1.2 -1.2
Israel 1.7 -1.2 2.5 Nepal -1.2 -1.2 -1.2
Italy 2.5 2.5 2.5 Pakistan -1.2 -1.2 -1.2
Japan 2.4 2.2 2.5 Philippines 0.1 0.1 0.1
Jordan 2.1 0.1 2.5 Poland -0.4 -1.2 0.1
Kenya 1.1 1.1 1.1 Romania 0.6 -1.2 2.5
Kuwait 1.4 1.1 2.2 Russia -0.4 -1.9 -0.1
Latvia 2.3 1.9 2.5 Rwanda -1.2 -1.2 -1.2
Lithuania 2.4 1.9 2.5 Senegal -1.2 -1.2 -1.2
Mauritius 1.7 0.2 2.5 Slovak Republic -0.2 -1.2 1.4
Netherlands 2.5 2.5 2.5 South Africa -1.2 -1.2 -1.2
Nicaragua 2.5 2.5 2.5 Sudan -0.3 -0.9 0.4
Norway 2.3 1.7 2.5 Thailand -0.3 -1.2 -0.1
Panama 2.5 2.5 2.5 Tunisia -1.2 -1.2 -1.2
Paraguay 1.1 -0.9 1.4 Turkey -1.0 -1.2 0.1
Peru 2.4 1.1 2.5 Venezuela 0.3 -1.3 2.5
Portugal 2.4 2.2 2.5 Zimbabwe -1.2 -1.2 -1.2
Slovenia 1.1 -1.2 2.5
Spain 2.4 1.9 2.5
Sweden 2.4 2.2 2.5
Switzerland 2.5 2.5 2.5
Uganda 2.2 0.2 2.5
United Kingdom 2.5 2.5 2.5
United States 2.5 2.5 2.5
Uruguay 2.3 1.7 2.5
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4.5.2 Data Appendix

List of countries: Algeria, Argentina, Australia, Austria, Bangladesh, Belgium,

Benin, Bolivia, Brazil, Bulgaria, Cameroon, Canada, China, Colombia, Costa Rica,

Croatia, Czech Republic, Denmark, Dominican Republic, Egypt, El Salvador, Es-

tonia, Finland, France, Georgia, Germany, Ghana, Greece, Guatemala, Honduras,

Hungary, India, Indonesia, Ireland, Israel, Italy, Japan, Jordan, Kenya, Korea, Rep.,

Kuwait, Latvia, Lithuania, Malawi, Malaysia, Mali, Mauritius, Mexico, Mozam-

bique, Nepal, Netherlands, Nicaragua, Norway, Pakistan, Panama, Paraguay, Peru,

Philippines, Poland, Portugal, Romania, Russia, Rwanda, Senegal, Slovak Repub-

lic, Slovenia, South Africa, Spain, Sudan, Sweden, Switzerland, Thailand, Tunisia,

Turkey, Uganda, United Kingdom, United States, Uruguay, Venezuela, Zimbabwe.

Banking granular residual: To compute the banking granular residual as de-

scribed in the text, we use bank-level data on total net credits and total assets from

the Bankscope database for the period 1995-2009.

Capital controls: We use the Chinn-Ito Index as a de jure measure for financial

openness. This variable measures a country’s degree of capital account openness

and is available for the period 1970-2010 and 182 countries. It ranges from -1.82 to

2.46 with a sample mean of zero. The smaller the Chinn-Ito Index, the lower (de

jure) financial openness.

Credit to GDP: Domestic credit provided by the banking sector (relative to GDP)

is taken from the WDI.

Foreign bank loans: Sum of foreign bank loans (assets and liabilities) relative to

GDP, International Investment Positions, IFS.

GDP growth, GDP per capita: in constant 2000 US-Dollars, WDI.

Government expenditure (in % of GDP): Final consumption expenditure of

the central government as a share of GDP, WDI.

Inflation: US annual CPI -inflation(2005=100), WDI.

Inflow/outflow controls on financial credit: Indexes on inflow and outflow

restrictions on commercial credit have been provided by Michael Klein. The mea-

sures are based on the Annual Report of Exchange Arrangements and Exchange

Restrictions from the IMF and take on a value of zero if there are no restrictions on

financial credit in place. A value of one reflects restrictions. We rescale this variable

such that it can be interpreted in line with the other openness measures. That is,

a value of zero means that restrictions are in place and hence financial openness is

low, while a value of one means that no such restrictions are in place and hence
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financial openness is higher.

Schooling: Gross secondary school enrollment rate, i.e. total enrollment in sec-

ondary education, regardless of age, expressed as a percentage of the population of

official secondary education age, WDI.

Share of foreign banks: We compute the number of foreign banks relative to all

banks in a given country and year from data provided by Claessens and van Horen

(2013).

Total foreign assets and liabilities: We use data on total foreign assets and

liabilities in US-Dollars from the database by Lane and Milesi-Feretti (2007) which

is available for the period 1970-2007 for 178 countries. We extend the time series for

the year 2008 and 2009 using corresponding data from the International Financial

Statistics by the IMF. We deflate the data using the US-Consumer Price Index

(2005=100) from the World Development Indicators.

Trade share: Sum of exports and imports relative to GDP, WDI.
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CHAPTER 5

Unemployment and Portfolio Choice

5.1 Motivation

In the aftermath of the global financial crisis, more and more people in the US

are unemployed an extended period of time. While long-term unemployment has

been a long-standing issue on the German policy agenda with roughly 50 percent

of unemployed being jobless for more than a year (see Figure 5.1), it now becomes

an issue in the US as well: between 2008 and 2011, the share of those who are

unemployed for more than a year in total unemployment has significantly increased

from 10 percent to more than 30 percent. Moreover, the average duration of unem-

ployment has increased to a long-term high (see also Ilg 2010, Economist 2010). At

the same time, the need to reduce budget deficits makes it harder to provide income

support by extending unemployment benefits.

Besides relying on unemployment insurance, households can insure against un-

employment risk by accumulating wealth through private savings. The extent to

which households use unemployment insurance or private savings to hedge labor

income risk significantly differs across countries. The aim of this chapter is to the-

oretically analyze the impact of an increase in unemployment risk on the optimal

portfolio decisions of households in the US and in Germany. In the presence of

greater labor income risk and longer average durations of unemployment, how do

individuals change their share of savings invested in risky stocks and risk-free bonds?

And how do these effects vary for different levels of unemployment insurance and

This chapter is based on joint work with Vladimir Kuzin. A previous version has been published
as ”Unemployment and Portfolio Choice: Does Persistence Matter?”, IAW Discussion Papers No.
77, see Bremus and Kuzin (2011).
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different durations of unemployment? Studying the effects of labor market frictions

and social security on the portfolio decisions of households is important for two

reasons. On the one hand, individual portfolio choice allows agents to share con-

sumption risks, to build up wealth and hence to smooth consumption paths over

life. It is thus relevant for policymakers to know how investment behavior and thus

precautionary savings and preparedness for retirement are affected by increased un-

employment risk. On the other hand, portfolio choice drives the demand for risky

versus risk-free assets at the aggregate level. It thereby influences the refinancing

conditions of firms and governments.

Our paper contributes to the literature on the effects of labor income risk on

portfolio choice1 in three main respects. First, we explicitly model the unemployment

process in a life cycle model of consumption and portfolio choice using Markov-chains

with three possible states: apart from being employed, consumers may be either

short-term or long-term unemployed. The setup is similar to the one presented by

Cocco et al. (2005) and Gomes and Michaelides (2003), who consider the optimal al-

location of savings between riskless and risky assets over the life cycle in a calibrated

model of consumption and portfolio choice. We augment their model by introducing

unemployment risk following Engen and Gruber (2001) and Imrohoroglu et al. (1995,

1999).2 We show that modeling unemployment risk explicitly yields results that are

similar to those obtained when imposing a small probability of a disastrous labor

income shock as in Carroll (1997) and Cocco et al. (2005): young agents significantly

reduce the optimal share of risky assets in their portfolios if no unemployment in-

surance is in place. However, when receiving unemployment benefits, we find that

investment behavior closely resembles the case without unemployment risk.

Second, we differentiate between short- and long-term unemployment by allow-

ing for three instead of only two employment states in the Markov-process. Even

though labor market frictions are not explicitly modeled, long-term unemployment

could capture frictions like bad qualification profiles in the labor force. Our results

suggest that the US-equity share in the portfolio of households is significantly re-

duced until midlife even if basic unemployment insurance is established. We show

that a high expected mean duration of the long-term unemployment state is essential

for the reduction in the equity share.

Third, we compare the model implications for the US with those for Germany.

For that purpose, we estimate age-income profiles using German household panel

data and calibrate the fundamental parameters to German data. The impact of

1 See for example Guiso et al. (1996), Campbell and Viceira (2002), Gomes and Michaelides (2003),
Cocco et al. (2005), Polkovnichenko (2007), Chai et al. (2009) and Sanchez-Martin et al. (2012).

2 Engen and Gruber (2001) show a negative impact of unemployment insurance on asset accumu-
lation in a life cycle framework and empirically confirm this result in a panel study for the US.
However, they do not consider the optimal portfolio allocation between risky and risk-free assets.
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unemployment risk on portfolio choice critically depends on two factors: On the one

hand, social security benefits play a key role for portfolio choice by compensating

for an increase in unemployment risk. On the other hand, the underlying income

evolution matters for the choice between risky and risk-free assets. Using stylized

income profiles as inputs to our model, we show that the steepness of the income

profiles during the first years of professional life is crucial for households’ response

to unemployment risk. This finding extends the results presented by Cocco et al.

(2005) who study the sensitivity of portfolio choice to income profiles for different

educational groups when there is no explicit unemployment risk. In contrast to the

results for the benchmark case, our results with short- and long-term unemployment

suggest that different income profiles significantly alter the investment decisions of

households.

The remainder of the paper proceeds as follows. Section 5.2 discusses the

model and Section 5.3 the corresponding optimization problem. The calibration

and parametrization is presented in Section 5.4. Section 5.5 is devoted to the re-

sults: the first subsection provides the policy functions for different setups while the

second subsection lays out our simulation results based on these policy functions.

Section 5.6 concludes.

5.2 The Model

Our model is based on the life cycle framework with optimal consumption and

portfolio choice presented in Cocco et al. (2005). We extend their model by intro-

ducing unemployment risk, which is modeled similar to that in Imrohoroglu et al.

(1995). The model describes a partial equilibrium where households are ex ante

homogeneous, that is they have identical preferences and are subject to the same

mortality and labor income risks. Ex post, households differ with respect to age,

employment status and wealth. They choose consumption and the share invested in

risky assets endogenously, while labor supply and retirement age are assumed to be

exogenous.

5.2.1 Preferences

The economy is inhabited by a continuum of individuals who live for a maximum

of T periods, facing mortality risk in each period of life t. Let t = 1, ..., T denote

adult age. Each individual works up to period K when she reaches retirement age.

Individual i maximizes expected discounted lifetime utility

Et

T∑
t=1

δt−1

[
t∏

k=1

pk

]
u(Ct) (5.1)
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where δ is the subjective discount factor and pt reflects the conditional probability

of survival from age t to t + 1.3 Preferences are modeled by the constant relative

risk aversion utility function

u(Ct) =
C1−γ
t

1− γ
(5.2)

which positively depends on consumption at age t, Ct, while γ is the coefficient of

relative risk aversion. The intertemporal elasticity of substitution is given by 1/γ.

5.2.2 Income

As in Gourinchas and Parker (2002) individuals earn stochastic labor income

during their working life which can be decomposed into a permanent and a transitory

part. Since labor income risk is not completely insurable against shocks, the model

exhibits a certain degree of market-incompleteness. As of retirement age K agents

receive a constant fraction of their last labor income in terms of retirement benefits.

Thus, retirement income is stable.

Worker’s Income

During professional life, individuals face a stochastic risk of becoming unem-

ployed. We extend the standard case of two employment states - unemployment

and employment - by a third state, thus allowing for a differentiation between short-

and long-term unemployment. Let s ∈ S = {e, us, ul} be the employment oppor-

tunities state which is assumed to follow a first-order Markov-chain. If s = e, the

consumer is offered the opportunity to work. Whenever an individual is given the

opportunity to work, he supplies labor inelastically. If s = uk, k = s, l the agent is

short-term (us) or long-term (ul) unemployed.

The transition matrix for the employment opportunities state is given by Π(s′, s) =

[πij] , i, j = e, us, ul where each element πij = Prob {st+1 = j|st = i} reflects the

probability that a particular state i is followed by state j so that

Π(s′, s) =

 πee πeus πeul
πuse πusus πusul
πule πulus πulul

 . (5.3)

Let f(t, Zit) = ft be a deterministic function of age t and of a vector Zit contain-

ing other individual characteristics which reflects the age-dependent labor income

profile of agent i. Each individual’s labor income can then be expressed as

Yt =

ftPtΘt for t = 1, ..., K − 1 if s = e

ζkft−τPt−τ for t = 1, ..., K − 1 if s = uk, k = s, l
(5.4)

3 By definition p1 = 1 and pt = 0 for t > T .
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where τ is the duration of the unemployment state and ζk is the benefit replacement

ratio. In case the investor is unemployed, he receives a constant fraction ζk of his

permanent labor income based upon the last period he worked in. Depending on the

unemployment duration, the replacement ratio differs. If an agent is jobless for only

a short period of time (k = s), they receive higher benefits than if they are long-term

unemployed (k = l). Going back to Hall and Mishkin (1982), labor income can be

decomposed into two components. On the one hand, Θt is a transitory shock to

labor income distributed as Θt ∼ LN(−σθ/2, σ2
θ), which mirrors temporary factors

like one-time bonuses or sickness benefits. On the other hand, Pt is the permanent

component of labor income which evolves according to

Pt+1 =

Ut+1Pt for t = 1, ..., K − 1 if s = e

Pt for t = 1, ..., K − 1 if s = uk, k = s, l.
(5.5)

where Ut+1 is a log-normally distributed shock to the permanent component of labor

income with Ut ∼ LN(−σu/2, σ2
u). Permanent shocks to labor income are, for

example, job changes, chronic health problems, or pay increases. The rate of change

of the age-specific deterministic component of labor income is given by Gt+1 =

ft+1/ft if the agent is given the working opportunity. Overall, labor income is a

serially correlated process subject to both temporary and permanent shocks as well

as a positive probability of becoming unemployed in every period.

Income During Retirement

Once agents reach the retirement age, K, they receive funding from the social

security system. Similarly to unemployment benefits, retirement income is deter-

ministic and modeled as a constant fraction λ of permanent income earned in the

last period of working life

Yt = λfK−1PK−1 for t = K, ..., T (5.6)

implying that Gt = Ut = 1 during retirement.

5.2.3 Asset Market

On capital markets, the individual can either invest in bonds, Bt, or in risky

assets, St. The riskless bond has a constant gross real return of Rf whereas stocks

earn a gross real return of Rt. Excess returns are composed of the mean return on

equity, µ, plus a disturbance term η:

Rt −Rf = µ+ ηt . (5.7)
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The expectation of the excess return is given by the mean equity-premium E(Rt −
Rf ) = µ and the return on equity is assumed to be independently and identically

distributed as Rt ∼ LN(ln(Rf + µ)− ση/2, σ2
η).

5.2.4 Budget Constraint

Each period in his lifetime, the individual allocates his cash-on-hand, Mt, to

bonds, risky assets, and consumption, Ct. Hence, cash-on-hand in period t + 1 is

defined as

Mt+1 = [αtRt+1 + (1− αt)Rf ]At + Yt+1 (5.8)

where At = Mt − Ct reflects assets after all transactions are taken in period t and

thus represents the agent’s savings. The variable αt stands for the proportion of

savings invested in stocks at time t.

5.3 Optimization Problem

So far, we have two control variables, namely consumption, Ct, and the equity

share, αt, together with the four state variables Mt, Pt, ft and st. Given that our

optimization problem is homogeneous in the permanent components of labor income,

Pt and ft, we normalize it by these two variables, such that the state space is reduced

to two dimensions. For a detailed derivation see Appendix 5.7.2. Defining Xt
Ptft

= xt,

the normalized Bellman equation of the maximization problem can be written as

vt(mt, st) = max
ct,αt

{
u(ct) + δptG

1−γ
t+1Et

[
U1−γ
t+1 vt+1(mt+1, st+1)

]}
(5.9)

subject to the normalized budget constraint

mt+1 = [αtRt+1 + (1− αt)Rf ]
(mt − ct)
Gt+1Ut+1

+ yt+1 . (5.10)

Writing out the expectation over the employment state st explicitly, the individual’s

dynamic programming problem can be stated as

vt(mt, st) = max
ct,αt

u(ct) + δptG
1−γ
t+1

∑
st+1

π(st+1|st)ẼtU1−γ
t+1 vt+1(mt+1, st+1)

 (5.11)

where he maximizes the recursive value function vt subject to the budget constraint

(5.10) and the non-negativity constraint at ≥ 0.

The levels of the value function, consumption, and all other variables can be

obtained from

Vt(Mt, Pt, ft, st) = (Ptft)
1−γvt(mt, st) and (5.12)
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Ct(Mt, st) = Ptftct(mt, st) (5.13)

where we multiply the normalized functions with the appropriate income-factors as

in Carroll (2009).

Since no analytical solution to this finite-horizon maximization problem exists,

we use numerical methods to obtain the optimal policy functions ct(mt, st) and

αt(mt, st). First, we specify a terminal decision rule and then solve the problem

using backward induction. Following Carroll (2006), we discretise the state space

and compute the values of the policy functions at each grid-point of possible values

of the state variables mt and st. We then interpolate between the discrete points

of the functions ct and αt to get an approximation to the optimal decision rules.

Having computed the interpolated policy functions at time t, the corresponding

value function can be determined. We construct the solutions for earlier periods by

recursion from t = T to t = 1.

5.4 Calibration

We calibrate the model to both the German and the US context. Unless other-

wise stated, parameter values and functions for the US are taken from Cocco et al.

(2005). The model period corresponds to one year.

Table 5.1 summarizes the parameter values used in our benchmark simulations.

Individuals in both economies enter professional life at age 20 and live up to a

maximum age of 100 so that our model accounts for T = 81 years. We set average

retirement age to K = 62 for Germany, according to Eurostat-data for 2008. In the

US, agents stop working at age 65. Following Cocco et al. (2005), the coefficient of

relative risk aversion, γ, is fixed at the value of 10 for both economies, the subjective

discount rate, δ takes on a value of 0.96 which corresponds to an annual interest

rate of 4 percent. Furthermore, we assume Rf , the real interest rate on the riskless

asset, to be 2 percent while the mean return on stocks, µ, is set to 6 percent, hence

implying an equity premium of 4 percent. The correlation between equity returns

and shocks to labor income, φ, is set to zero as in Cocco et al. (2005).

According to OECD-data, the gross pension replacement rate, λ, i.e. pension

benefits as a share of individual lifetime average earnings, is 55 percent in the US

and 57 percent in Germany for 2010. Concerning the gross replacement rate for

unemployment benefits, we refer to the OECD (2010) where the replacement rate

for those who are unemployed for a period up to one year is ζs = 0.64 in Germany

and 0.28 in the US, whereas the replacement rate significantly drops for individuals

who are long-term unemployed (five year unemployment spell, see Table 5.1).

The vector of conditional survival probabilities for the US and Germany, pt,

is computed from the mortality tables provided by the Human Mortality Database
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(http://www.mortality.org).

The transition probabilities for the Markov process are chosen such that the un-

conditional probability of being either short-term or long-term unemployed matches

US and German data. Taking into account that the average US-unemployment rate

between 2000 and 2008 was 5.1 percent with a share of long-term unemployment

of roughly 10 percent of total unemployment, we calibrate the matrix Π such that

the unconditional probability of being short-term unemployed amounts to 4.6 per-

cent while the corresponding probability for long-term unemployment is 0.5 percent.

We define short-term unemployment as being without a job of one period, whereas

long-term unemployment averages six periods in duration in our model.

Controlling for both unconditional probabilities as well as for the persistence of

unemployment, the transition matrix we employ for the US is given by

Π(s′, s) =

 0.956 0.044 0

0.8923 0.091 0.0167

0.15 0 0.85

 (5.14)

where we set πeul = 0, because an individual is short-term unemployed first,

before being counted as long-term unemployed. Hence, the state s = e cannot

be followed directly by the state s = ul. Moreover, once an individual is long-term

unemployed in our model, he can either stay in this state or return to work. However,

it is impossible to switch from the state of long-term to short-term unemployment

and consequently we set the corresponding probability πulus equal to zero. The

calibration of the employment process for Germany is done accordingly. With an

average unemployment rate of 9.1 percent for the period 2000-2008 and a share of

long-term unemployment of 52 percent the transition matrix is given by

Π(s′, s) =

0.956 0.044 0

0.748 0.091 0.161

0.15 0 0.85

 . (5.15)

For the scenario with two employment states, where s ∈ S = {e, us}, we adjust

the transition matrix so that short-term unemployment rates of 4.6 percent and 4.4

percent for the US and Germany are achieved, respectively. Imposing an average

duration of short-term unemployment of one period, we get

Π(s′, s) =

(
0.956 0.044

0.909 0.091

)
(5.16)

for the US and
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Π(s′, s) =

(
0.958 0.042

0.909 0.091

)
(5.17)

for Germany. The deterministic part of the German labor income process, ft, is

constructed following Cocco et al. (2005). A detailed description of the estimation

procedure and the data can be found in Appendix 5.7.3.

To estimate age-income profiles for Germany, we use household-data from the

German Socio Economic Panel (SOEP).4 In a first step, we regress the logarithm

of real net household income on a set of age dummies and a vector Zit, which con-

tains household-specific variables such as household head gender, family status, the

number of children, and household size. We control for family-specific heterogeneity

using the fixed-effects estimator. In a second step, the coefficients of the age dum-

mies are regressed on a third order age-polynomial to get smoothed profiles for the

model simulations.

Tables 5.2 and 5.3 show the regression results for four different specifications

for Germany. First, we estimate the deterministic part of the labor income process

for the whole sample. Second, the sample is subdivided into three education groups

relative to high school education. Apart from the education group holding less than

a high school degree, the coefficients of the age dummies are highly significant and

the age-income profiles are hump-shaped over the working life. For our simulations

we use the income profile for the group of households holding more than a high

school degree (see Figure 5.2) in order to get comparable results to those presented

in Cocco et al. (2005).

The variances of the temporary and permanent shock to labor income in Ger-

many, σ2
θ and σ2

u, are taken from Fuchs-Schündeln (2008) who followed the variance

decomposition procedure described in Carroll and Samwick (1997) using the original

West German SOEP sample.

5.5 Results

We divide our analysis into three parts. First, we compare the policy functions

and simulation results for the benchmark case without unemployment risk with the

case of short-term unemployment for the US. In this setup, the investor may find

herself in two different states in each period of her working life. If s = e, she is

given an employment opportunity. If s = us, she is short-term unemployed. In

this scenario we consider two subcases. First, only a minimum of insurance against

unemployment is available (ζ = 0.1). Second, we introduce unemployment insurance

with an income replacement ratio of ζ = 0.28, which is in line with US data. We

show that unemployment insurance, as established in the US, helps to offset the

4 See SOEP Group (2001) for a detailed description of the data.
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increased labor income risk. The share invested in stocks evolves thus very similarly

to the benchmark case without unemployment risk. Hence, the replacement ratio

seems to be important for portfolio choice.

For our second case, we consider a setup where the agent faces three possible

employment states. Besides the two states s = e, us she faces the additional risk

of being long-term unemployed, i.e. s = ul. In this scenario, we again differenti-

ate between two subcases: First, we realistically calibrate the transition matrix Π,

matching both the persistence of unemployment and the unconditional probabilities

of being short-term or long-term unemployed to US data. When long-term unem-

ployment is taken into account, we observe that the equity share is reduced, even

in the presence of unemployment insurance. This drop is particularly important for

young investors.

Second, we set the conditional probabilities equal to the unconditional ones,

such that the realizations of the possible states are independent over time. That is,

unemployment states are not persistent, such that the average durations of unem-

ployment are not accounted for. Even though (unconditional) unemployment rates

are still matched to the data, individuals arbitrarily ”jump” from one employment

state to another. The model shows that the persistence of unemployment plays a

key role in explaining low equity shares in the portfolio of young investors: without

accounting for the average duration of unemployment optimal portfolio choice over

the life cycle closely resembles the case without any unemployment risk.

As a third case, we repeat the exercises above for Germany and find that the

effects observed for the US are significantly mitigated in case of the reaction to

long-term unemployment. We run sensitivity checks in order to single out the ef-

fects of changes in different parameter values. The sensitivity checks reveal that

the change in the policy functions and in the simulation results go back to the dif-

ference in age-income profiles and replacement ratios. In order to systematically

analyze where this result comes from, we feed different stylized income profiles into

the model. This exercise shows that - given the same social security system - the

steepness of the income profile during the early years of professional life drives the

reaction of optimal portfolio choice to unemployment: The steeper the profile in the

beginning of professional life, the more pronounced is the decline in the equity-share

under short- and long-term unemployment. However, these effects are mitigated or

even completely eliminated if the benefit replacement ratios are sufficiently high.

Thus, in a model featuring basic unemployment insurance, different age-income pro-

files, e.g. due to different education levels, lead investors to respond differently to

unemployment risk.
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5.5.1 Policy Functions

In this section we discuss the policy function for the optimal share invested

in stocks, α(t,mt). The function α(t,mt) mirrors the optimal decision rule for an

investor of age t disposing of a certain amount of cash-on-hand mt. We present the

policy functions for the share invested in stocks as contour plots for each scenario

studied.

The contour plots can be read in the following way. Figure 5.3 illustrates the

optimal decision rule for the benchmark scenario in the US where we elmininate

any unemployment risk. Age t is plotted at the vertical axis while the level of cash-

on-hand, mt, is on the horizontal axis. The corresponding numerical values of the

associated portfolio share of stocks α(t,mt) are indicated on the contour lines. The

darker the area between the contour lines, the lower the associated values of α. For

a given level of cash-on-hand (imagine a vertical line at m = 4 for example), the

contour lines show that the share invested in stocks falls from close to one down to

0.56 at approximately age 48. Afterwards, α increases somewhat until retirement

age K = 65 is reached. During the rest of her life, the investor continuously reduces

the equity share as she approaches end of life T .5

Looking at the plot the other way around, let us fix age at 40, for example, and

examine the evolution of αt across different levels of cash-on-hand. The contour lines

reveal that the equity share is close to one up to m = 2.5. As wealth m increases

further, αt starts to descend, but at a diminishing rate as the contour lines lie farther

away from each other for higher levels of cash-on-hand. For m = 10 for example, an

investor aged 40 optimally invests about 32 percent of his savings in risky assets.

Benchmark: No Unemployment Risk

We now turn to the interpretation of the baseline scenario without any un-

employment risk. This scenario closely resembles the one analyzed in Cocco et al.

(2005).

Let us concentrate on the retirement period first, where labor income is mod-

eled under the simplifying assumption of being constant and certain. At any given

age, the equity share decreases as cash-on-hand grows. This is explained as follows.

Future retirement income can be understood as a substitute for riskless asset hold-

5 Even though most theoretical models as well as conventional wisdom maintain that young agents
should invest nearly all of their wealth in equity while older investors should reduce their equity
shares (see e.g. Bodie et al. (1992), Malkiel (1996)), empirical evidence suggests that equity
holdings are hump-shaped over the life cycle (see, for example, Ameriks and Zeldes 2004, Poterba
and Samwick 2001). Benzoni et al. (2007) allow for cointegration between stock and labor markets
in a life cycle model. They show that in their model, young agents invest less in stocks than
middle-aged individuals since young agents’ future stream of income is a substitute for stocks
rather than bonds in this setup. Hence, their model produces life cycle equity holdings which
come closer to the stilized facts. We could incorporate correlation between stock and labor
markets by changing the value of φ here. However, this is beyond the scope of this study.
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ings. In other words, the stream of future retirement income reflects implicit bond

holdings in the individual’s asset portfolio. Agents who dispose of little wealth buy

more stocks, because their future retirement income and hence their implicit risk-

free asset position is larger relative to their financial wealth than for richer investors.

Expressed in mathematical terms, Samuelson (1969) and Merton (1969) show that

under the assumption of complete markets and absent any labor income, the fraction

of wealth invested in stocks is given by

α∗ =
µ

γσ2
η

. (5.18)

Hence, the optimal equity share α∗ is independent of both wealth and age in this

setup. However, when introducing a constant stream of labor income, Merton (1971)

and Bodie et al. (1992) reveal that investors take total wealth, that is financial

wealth, Mt, plus human capital measured as the present discounted value of all

future labor income, PV Yt, into account when choosing their optimal portfolio equity

share, such that

α∗ =
αtMt

Mt + PV Yt
. (5.19)

where α∗ denotes the fraction of total wealth held in stocks while αt reflects the

share of financial wealth invested in the risky asset. From equation (5.19) it follows

that relative to total wealth, the portfolio equity share is constant. Since we are

interested in the evolution of αt here, let us rewrite equation (5.19) in the following

way:

αt = α∗
[
1 +

PV Yt
Mt

]
. (5.20)

Equation (5.20) illustrates the forces which drive the optimal share of financial

wealth invested in stocks: it depends on the ratio of human capital, PV Yt, to fi-

nancial capital, Mt. Since this ratio changes over the life cycle, αt changes as time

passes. On the one hand, for a given level of cash-on-hand, Mt, the present value of

future labor income falls as the agent gets older due to (i) the shorter time-horizon,

and (ii) the hump-shape of the deterministic part of labor income. Thus, the equity

share αt tends to diminish with age. On the other hand, at any given level of human

capital, αt decreases in financial capital Mt. At the limit, the share of financial

wealth held in stocks converges against α∗, the optimal equity share relative to total

wealth. First, at the end of life, when the present value of future labor income ap-

proaches zero, αt converges toward α∗. Moreover, as the investor gets richer and Mt

goes toward infinity his portfolio behavior increasingly resembles the optimal choice

under complete markets. Consequently, these two mechanisms at work in the model

imply that young agents hold a high fraction of their financial capital in the risky

assets explicitly, whereas elder and richer investors tilt their portfolio toward safe
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assets.

Having described the evolution of the equity share during retirement, we now

turn to working life, when labor income is stochastic. Holding age fixed, Figure 5.3

reveals that the optimal decision rule for the equity share is still decreasing in cash-

on-hand. Hence, stochastic labor income also seems to be a substitute for bonds

rather than stocks and thus acts as an implicit bond holding. This is due to the

fact that the shocks to the labor income stream are only weakly correlated with

the disturbances to equity returns as in Cocco et al. (2005). For any given level of

wealth mt, the contour lines illustrate that during the first part of professional life,

αt falls and this happens at a slower pace for higher levels of mt. The reduction in

the equity share can be explained by the fact that the present value of future labor

income is high during the first years of adult life and then eventually diminishes.

As of that point, investors start to substitute for implicit bond holdings. They

buy more bonds explicitly due to their precautionary savings motive: on the one

hand, they built up buffers in order to insure against negative labor income shocks.

On the other hand, they accumulate wealth to prepare for retirement when income

falls to the constant fraction λ of labor income, aiming at a smooth consumption

path over their whole life. As of age 48, the equity share begins to rise again as

investors approach the retirement period where future retirement income will be

certain. Moreover, they already have accumulated risk-free buffer stocks in order to

protect against disturbances to labor income.

Scenario 1: Short-Term Unemployment and the Effects of Unemployment

Insurance

Figures 5.4(a) and 5.4(b) show the contour lines for the scenario with unemploy-

ment risk but only very basic insurance imposing a replacement ratio of 10 percent.

In comparison to the baseline scenario without unemployment risk, the following

patterns appear: For high values of wealth and starting at approximately age 30,

the contour plots for the optimal share invested in stocks behave similarly to those in

the benchmark scenario. Unemployment risk mainly affects young investors: In the

employment state (Figure 5.4(a)), the equity share is lower for given mt than without

unemployment risk. This tendency is amplified in the unemployment state (Figure

5.4(b)) where the share invested in stocks is lower for poor investors during the entire

working life. The small share invested in stocks by young investors, especially while

unemployed, results from the fact that young individuals start out with low levels of

labor income. When unemployed, they get only very basic benefits. Consequently,

they invest a significant share of their (small amount of) savings in bonds in order

to substitute for missing implicit risk-free asset holdings from labor income. During

their last years in the labor force, agents quickly increase equity shares since they
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have accumulated a sufficient stock of wealth and approach constant and certain

retirement income.

Holding age fixed, the optimal share invested in stocks starts at a low level

for young investors. As mt increases over life, the equity share increases and then

decreases again. The rise in αt kicks in at higher levels of cash-on-hand the younger

the investor is, especially if being jobless. If a young person is unemployed, she will

only invest in risky assets if rich. Once the investor reaches midlife, she has already

accumulated a certain amount of buffer stock savings, so that even at low levels of

cash-on-hand she is able to invest more in stocks than a younger person.

Having discussed the effects of unemployment risk on the optimal decision rules

α(t,mt) in the absence of unemployment insurance, let us now introduce unemploy-

ment insurance with a replacement ratio of 28 percent, as in the US. Figures 5.4(c)

and 5.4(d) show the contour lines for α(t,mt) with insurance for the employment

and short-term unemployment state, respectively. When comparing with Figure 5.3,

it is observable that the optimal policy rule for the employment state is similar to

the benchmark case without any risk of becoming unemployed. Figure 5.4(c) indi-

cates that if the agent is jobless, the optimal share invested in stocks is below the

one in the benchmark scenario and in the employment state for the young and poor.

However, the negative effect of unemployment risk is dampened if social security

systems are in place: a comparison of Figures 5.4(c) and 5.4(d) shows that young

and poor agents invest a greater share in stocks when granted a certain level of

unemployment insurance.

Scenario 2: The Effects of Long-Term Unemployment

We now extend the framework with the risk of being not just short-term, but

also long-term unemployed. We use the transition matrix Π that is calibrated to US

data as described in Section 5.4. That is, we take the unconditional probabilities of

becoming short-term and long-term unemployed into account and also consider the

persistence of the different employment states as reflected by average durations.

Figure 5.5 illustrates the optimal policy functions α(t,mt) for the three employ-

ment states s = e, us, ul allowing for persistence in the unemployment process. In

all three subfigures, the portfolio share invested in stocks is less for young agents

when comparing the policy functions to the benchmark case. Apart from very low

levels of cash-on-hand mt, the equity share lies below the one in the baseline sce-

nario during the first period of working life. This tendency is reinforced going from

the employment over the short-term unemployment to the long-term unemployment

state. Moreover, for those individuals who are close to retirement age and endowed

with very little cash-on-hand, the optimal equity share is significantly reduced. Not

surprisingly, the picture is especially pronounced in the long-term unemployment

136



Chapter 5. Unemployment and Portfolio Choice

state (Figure 5.6(c)) where the optimal equity share is heavily downsized. For ex-

ample, at the age of 40 and for a given level of wealth of mt = 4, the optimal share

invested in stocks drops to about 24 percent in case of long-term unemployment

while if employed the corresponding share is roughly 55 percent. Hence, the risk of

being jobless for an extended period of time is crucial for the investment decision of

a US-household.

In order to further analyze the factors responsible for the negative effect of un-

employment risk on the equity share chosen by households, we change the transition

matrix Π such that the unconditional probabilities of being in one of the three states

are calibrated as before. However, we eliminate the persistence component of unem-

ployment by equalizing conditional and unconditional probabilities. Consequently,

the employment states do not mirror the high expected duration of unemployment

displayed in the data. The resulting policy functions for the equity share αt are

presented in Figure 5.6. Without persistence, the policy functions look qualitatively

similar to the benchmark scenario without unemployment risk apart from the dark

area at very low levels of cash-on-hand. For young and poor households, the opti-

mal decision rule resembles the case of short-term unemployment with insurance (see

Figure 5.4(d)): While young and disposing of little wealth, investors reduce their

equity share. The reduction is more pronounced the longer the average duration of

unemployment is. Yet, agents respond much less to labor income risk if we do not

consider the expected duration of the unemployment states.

Summing up, the following key features can be deducted from Figures 5.3 to 5.6.

In all three scenarios, for a given level of cash-on-hand, the equity share decreases

during retirement as t approaches the final period T . The higher the value of mt,

the slower the fall in αt, since the reduction in future retirement income is relatively

less important for wealthy agents than for poorer ones. During the working period,

αt decreases in wealth in the majority of cases, except for the unemployment states

where we observe non-monotone behavior for low levels of wealth. Overall, the

higher labor income risk - either presented by low unemployment benefits or by the

risk of long-term unemployment - the lower the share that young investors hold in

risky assets. Thus, we can state that labor income risk crowds out capital market

risk for this age group. We see in the next section that our simulation results mirror

this pattern when averaging the evolution of the equity share over the life cycle for

a large number of investors.

5.5.2 Simulation Results

We simulate our model 10,000 times using the Monte Carlo method and average

over the 10,000 simulated investors to compute the representative evolution of the

share invested in stocks over the life cycle. The following section begins with the
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baseline scenario for the US abstracting from unemployment risk. Subsequently, we

discuss the simulation results for the scenarios including both short- and long-term

unemployment. Finally, we compare the results found for the US to the German

case.

Benchmark: No Unemployment Risk

Figure 5.7 shows the evolution of consumption, income, and cash-on-hand over

the life cycle for our baseline scenario.6 The graph closely matches the results pre-

sented in Cocco et al. (2005). Income is slightly hump-shaped during working life,

reaching its maximum at about age 48. A kink is observed at US average retire-

ment age K = 65 when income drops to the fraction λ of the last labor income.

Afterwards, during retirement, earnings are constant, as we impose the simplify-

ing assumption that there are neither temporary nor permanent disturbances to

retirement benefits.

Consumption follows a smooth path that closely matches income during the first

half of adult life. Afterwards it remains largely constant. Cash-on-hand strongly

increases due to the high growth rates of deterministic labor income during the first

years of adult age. At about age 48, wealth is accumulated at a somewhat lower rate

until the agent leaves the labor force. Once the retirement period starts, wealth is

run down rapidly and at an increasing rate the closer the agent nears the end of life.

This is due to mortality-enhanced impatience given that we omit bequest motives.

Figure 5.8 plots the share invested in stocks for the benchmark scenario together

with the graphs for scenario 1 where short-term unemployment is introduced. The

solid line represents the benchmark case. The graph shows that during the first years

of professional life, all savings are invested in stocks. This results from the fact that

the deterministic labor income profile is very steep during the first ten years of adult

life and the present value of future earnings, PV Yt, is high. At the same time the

level of wealth, Mt, is still low. Consequently, young investors’ portfolio share held

in stocks is elevated because the ratio of the expected discounted future stream of

labor income to wealth, PV Yt
Mt

, is high.

After the first ten years of working life, the asset share falls until approximately

55, as investors demand more and more bonds during midlife in order to assemble

savings for the retirement period. Put differently, the present discounted value

of future labor income decreases as the investor ages - on the one hand because

the future income stream shortens, on the other hand because the age-dependent

component of labor income gets flatter and eventually falls - whereas the stock

of cash-on-hand grows, leading to a decrease in the ratio PV Yt
Mt

of the two variables.

6 Consumption, income and wealth evolve similarly for all cases studied here. This is why we
present the graphs only once. The only difference which appears is that wealth peaks at a some-
what lower level in case of no unemployment insurance and persistent long-term unemployment.
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Approaching the end of life, the equity share rises somewhat. This can be attributed

to the fact that wealth erodes at a faster rate than the present discounted value of

future retirement income does just before the end of life. Thus, even though the

share invested in stocks shifts in with age during this period, the net effect on αt is

positive.

Scenario 1: Short-Term Unemployment and the Effects of Unemployment

Insurance

While there is no unemployment risk in the benchmark scenario, we now inves-

tigate the outcome for two employment states, namely s ∈ S = {e, us}. First, let

us look at a situation where only rudimentary unemployment insurance is available

with a replacement ratio ζ of 10 percent. Hence, investors’ labor income is now

subject to higher risk. The dashed line in Figure 5.9(a) reveals that under these

circumstances, the evolution of the equity share significantly changes for young in-

vestors: it drops down to about 0.7 at the beginning of working life compared to a

value of nearly one in the benchmark scenario. The share invested in risky assets

sharply rises until age 30 before it starts falling again and comes back to normal at

age 35. For the remaining life-time, the curve closely matches the one associated

with the benchmark scenario, given that older investors have already accumulated

precautionary savings and a certain stock of wealth so that they are less affected by

unemployment risk than younger investors.

Once US-unemployment insurance is introduced with a replacement ratio of

ζ = 0.28, the dotted line in Figure 5.9(a) reveals that we are basically back to the

benchmark scenario with high equity shares for young investors and lower ones for

older individuals. Thus, the replacement ratio seems to be of vital importance for

the investment decision of households that face a certain degree of unemployment

risk. The results point out that the consequences of short-term unemployment for

the portfolio share held in risky assets can be compensated by a sufficient level of

unemployment insurance in our model. Unemployment insurance thus acts as a

substitute for safe assets in households’ portfolios.

Scenario 2: The Effects of Long-Term Unemployment

In the second scenario, we evaluate the results for the three different employment

states adding the possibility of being long-term unemployed. When an individual

is short-term unemployed meaning that he is out of work for at most one year he

receives 28 percent of his last income. Once he is unemployed for more that one

year, he is considered being long-term unemployed and the benefit replacement ratio

reduces to 10 percent.

In Figure 5.9(b) it can be seen that if the Markov-chain for the employment

state is calibrated realistically (dashed line), that is including both unconditional
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probabilities and persistence, the portfolio share invested in risky assets is signifi-

cantly below what we observe without unemployment risk (solid line). As before,

the cohort of young investors is mainly affected. Until the age of 40, agents invest

considerably less in stocks when confronted with the risk of becoming short- and

long-term unemployed. Under these circumstances, the US social security system

is unable to offset the negative impact associated with long-term unemployment.

It cannot avoid that young to middle-aged individuals considerably reduce their

portfolio shares held in risky assets.

The dotted line in Figure 5.9(b) points to the key mechanism driving our results.

Once we abstract from the persistence of unemployment, the evolution of the equity

share closely matches its path in the baseline scenario. Therefore we conclude that

the persistence component of unemployment is crucial for the investment decision of

households in the US; the high expected duration of the unemployment states thus

suppresses young workers’ portfolio share invested in stocks.

Scenario 3: Comparison to the German Case

Given that labor market frictions have been an issue in German labor market

policies for years, we now look at the model outcome for Germany. In the following,

we replicate the same exercises as for the US above.7 We then compare the model

implications for the quite generous German social security system with those from

the American case. In addition, we analyze how differences in the deterministic

age-income profiles impact on the model implications, keeping replacement ratios

and all other parameter values fixed.

Figure 5.10(a) plots the evolution of the optimal equity share chosen by German

households in a world with short-term unemployment. Analogously to Figure 5.9(a),

the solid line represents the benchmark case while the dashed line shows the outcome

allowing for short-term unemployment without social security. The dotted line plots

the profile of the equity share under the assumption that households are covered

by unemployment insurance, like in Germany, where the replacement ratio is 64

percent.

The graph reveals that the results with the income profile estimated for Ger-

many look very similar8: Without unemployment insurance (dashed line), German

households diminish their portfolio equity shares to around 70 - 80 percent during

the first years of professional life. However, for the second scenario with long-term

unemployment (see Figure 5.10(b)) the previous results found for the US are signif-

icantly mitigated. Using the German calibration, no significant difference between

persistent and non-persistent unemployment can be detected. The evolution of the

7 The contour plots of the optimal decision rules for the German case are available upon request.
8 Simulation results are shown for the calibration using the age-income profile for the education

group holding more than a high school degree as for the US.
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equity shares resembles a world without unemployment nearly perfectly.

What is behind the different reactions of households’ equity shares to long-term

unemployment? Comparing the simulation results for different parameter constella-

tions, two main candidates emerge. On the one hand, the magnitude of unemploy-

ment benefits plays a crucial role for the response of equity holdings over the life

cycle. This is what we already noted before when analyzing the reaction to short-

term unemployment. On the other hand, the steepness of the age-income profiles

that are fed into the model seem to matter for investment behavior.

Keeping all parameters fixed at the values consistent with US-data but plugging

different age-income profiles into the model, we find that the response of the equity

share to unemployment risk varies with different income paths. In order to pin

down how the shape of income profiles affects the simulation results, we plug styl-

ized piecewise-linear income profiles displaying the same present discounted value of

income at age 20 into the model. Figure 5.10 plots the hypothetical income profiles

that we use to study how different shapes and slopes affect portfolio choice while

Figure 5.11 shows the corresponding results under short-term unemployment.

As Figure 5.12(b) shows, the steeper the labor income profile at the beginning

of professional life, the more responsive are young agent’s equity shares to unem-

ployment risk. Looking at the income profiles f1 and f5 that feature high growth

rates of income in the first period of professional life, you observe that the corre-

sponding equity shares start out at relatively low levels: agents who face uninsurable

unemployment risk invest about 60 - 70 percent of their savings in stocks initially.

In contrast to this, for flatter income profiles like f2, f3 and f4, the reaction to

unemployment risk is less pronounced. Figure 5.12(b) reveals that for these income

profiles, investors start out with a higher equity share of nearly 100 percent. Hence,

the steeper the income profile is in the twenties, the lower the starting value of the

equity share αt, no matter how the income profile is shaped toward retirement age

K. This is due to the fact that with steep earnings profiles, the present discounted

value of future labor income increases during the first years of working life, given

that earnings are very low during this period of life, but earnings growth is high.

Consequently, at young ages when labor income is low, agents significantly reduce

their equity shares if unemployment risk is modeled. However, as soon as the present

value of future earnings rises, they expand the share of savings spent on the risky

asset. Investors who have a flatter age-income profile do not see the present value

of income grow by much, but rather face a constant present value of income in

the beginning which starts falling eventually. Thus, we find a weaker hump-shaped

evolution of their equity share.

Moreover, Figure 5.12(a) shows that the faster income grows at the beginning,

the later does the portfolio share invested in stocks start to drop in the baseline
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scenario. For example, comparing the solid line (f1) with the dashed line (f2) you

can see that for the steeper income profile f1, the equity share starts to decline

later than for the flatter profile f2. Hence, young professionals with faster earnings

growth invest more in stocks than those with flatter income profiles do.

Another point that we can take away from Figure 5.11 is the following. The

lower deterministic income is when the agent approaches retirement age, the lower is

the share invested in stocks toward the end of life (compare f1 and f5 with f3 and f4),

both for the benchmark and in a world featuring unemployment. Not only does αt

drop faster for profiles f3 and f4, it also drops further, so that agents who have lower

income when becoming retirees invest significantly less in stocks (between 20 and 40

percent for profiles f3 and f4) than agents who receive a hypothetical income stream

f1 or f5. The latter invest between 40 and 50 percent of their savings in stocks.

Hence, for investment behavior during retirement, only the income evolution close

to retirement age matters in the model whereas income growth at the beginning of

professional life does not seem to play a crucial role.

Finally, Figure 5.12 illustrates investment behavior over the life cycle under long-

term unemplyoment. Figure 5.13(a) reveals that, all other things equal, no matter

how steep the different income-profiles are in the beginning of professional life, the

equity share is markedly reduced if the investor faces the risk of getting unemployed

for an extended period of time. Differences in the evolution of the equity share

only appear in the mid-twenties. For the case abstracting from persistence, Figure

5.13(b) shows that we get basically back to the benchmark behavior, even though

for the steep income profiles a slight reduction in the equity-share can be observed

in the beginning of working life. This is pattern is similar to what we examined in

the case of short-term unemployment.

Overall, we have shown that portfolio choice is sensitive to the evolution of

labor income over the life cycle. Running model simulations with US social secu-

rity payments but different hypothetical age-income profiles, we have seen that the

equity share is significantly mitigated in response to long-term unemployment for

all profiles. Hence, when it comes to explaining why investors in Germany do not

react to persistent unemployment, we have to turn to the second key determinant

of portfolio choice: Plugging benefit replacement ratios corresponding to the Ger-

man social security system into the model, we find that the evolution of the equity

share closely resembles the benchmark case without unemployment risk. Thus, when

comparing investment behavior across the US and Germany, we have shown that

the more generous German social security system is able to offset increased unem-

ployment risk even in case of long-term unemployment: investors behave as in the

benchmark scenario because unemployment benefits are high enough to compensate

increased labor income risk. As opposed to this, long-term unemployment affects
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investment behavior of US-households since unemployment benefits are too low at

longer horizons to trade off increased income risks.

5.6 Conclusion

The goal of this paper is to investigate the impact of unemployment risk on

the savings and portfolio decisions of households in the US and Germany. We use

a calibrated life cycle model of consumption and portfolio choice that features un-

employment risk. We allow for three employment states: besides the possibility of

being employed or unemployed, we extend the state-space by explicitly differentiat-

ing between short-term and long-term unemployment. This extension is motivated

by the fact that long-term unemployment plays not only an important role in de-

scribing German labor market dynamics. The 2008-09 recession made long-term

unemployment an issue in the US as well.

Our main findings are summarized as follows. When considering only short-term

unemployment, we theoretically show that unemployment benefits such as those cur-

rently established in the US and Germany are able to countervail the negative impact

of unemployment risk on the portfolio share invested in risky assets. Consequently,

investors choose their equity shares as if they were facing no unemployment risk

at all. Unemployment insurance thus acts as a substitute for the risk-free asset in

households’ portfolios.

Yet, the picture changes when taking long-term unemployment into account. In

this case, even if the US-social security systems helps insuring against part of the

increased labor income risk, the equity share in the portfolio of young investors is

significantly reduced due to enhanced precautionary savings. We show that this out-

come is predominantly driven by the persistence of unemployment: When running

the risk of being unemployed for an extended period of time, households’ invest-

ment behavior becomes more conservative in the US under the given social security

system.

The results significantly differ for the German case. While households’ reaction

to an increase in short-term unemployment is similar to the US, the reaction to

long-term unemployment is minimal. We show that the different responses to un-

employment risk can primarily be attributed to the different levels of social security

benefits.

Summing up, unemployment benefits are important for counteracting the neg-

ative effects of increased labor income risk on portfolio choice: As soon as people

face the risk of being unemployed for an extended period of time the equity share is

depressed, even in the presence of basic benefit payments as in the US. Given that

optimal portfolio behavior is crucial not only for individual risk sharing but also

for the refinancing conditions of governments and firms on financial markets in the
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aggregate, our findings present an additional reason to tackle long-term unemploy-

ment. Both in Germany and in the US, long-term unemployment and the associated

labor market frictions remain an important issue in the aftermath of the crisis. A

reduction of long-term unemployment would not only relieve fiscal budgets in times

of an urgent need for consolidation. It would also support favorable refinancing

conditions for governments and firms by fostering investment in risky assets.

Moreover, as risky assets correspond to equity and risk-free assets correspond to

bonds here, the increase in the risk of getting long-term unemployed affects leverage

in the concerned economies: If the persistence of unemployment increases, house-

holds shift their savings from risky assets (equity) to bonds (debt). Consequently,

leverage, i.e. the ratio of debt to equity, raises. However, in order to get to a sus-

tainable financial structure in the aftermath of the financial crisis, leverage should

rather be reduced. Given the individual portfolio decisions described in our model

above, a decrease in aggregate leverage may be hampered by increased long-term

unemployment risk.
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5.7 Appendix to Chapter 5

5.7.1 Figures and Tables

Figure 5.1 – Incidence of Unemployment by Duration
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Figure 5.2 – Age-Income Profiles for the US and Germany, Different
Education Levels
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Figure 5.3 – Contour Lines for the US-Equity Share, No Unemployment Risk
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Figure 5.4 – Contour lines for the US-Equity Share, Short-term
Unemployment
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(b) Short-term unemployment, no insurance
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Figure 5.5 – Contour Lines for the US-Equity Share, Long-term
Unemployment
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cash−on−hand

ag
e

0.80952
0.57143

0.
42

85
7

0.38095

0.33333
0.28571

0.2381

0.2381
0.28571

0.33333

0.52381

0.380950.428570.52381

0.95238
0.80952
0.71429
0.66667
0.61905

0.57143

0.52381

0.47619

0.42857

0.38095

0.33333

0.28571

0.2381
0.19048

2 4 6 8 10
20

30

40

50

60

70

80

90

(c) Long-term unemployment (s = ul)

148



Chapter 5. Unemployment and Portfolio Choice

Figure 5.6 – Contour Lines for the US-Equity Share, No Persistence
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Figure 5.7 – Simulation Results for Consumption, Income and Wealth
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Figure 5.8 – Simulation Results for the US-Equity Share
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Figure 5.9 – Simulation Results for the German Equity Share
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Figure 5.10 – Hypothetic Stylized Age-Income Profiles
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This Figure shows hypothetic age-income profiles of different shapes and slopes. All profiles have

a net present values of PDV20 = 740 and are denoted in Thousand $US.
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Figure 5.11 – Simulation Results for Different Hypothetic Age-Income
Profiles, Short-term Unemployment
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(b) Short-term unemployment, no insurance

This figure simulation results using different hypothetic age-income profiles. f1 - f5 denote the

different profiles presented in the previous figure.
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Figure 5.12 – Simulation Results for Different Hypothetic Age-Income
Profiles, Long-term Unemployment
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Table 5.1 – Parameter Values for the US and Germany

Parameter Description Value US Value GER

T Life span (20 to 100) 81 81

K Average retirement age 65 62

γ Coefficient of relative risk aversion 10 10

δ Subjective discount factor 0.96 0.96

µ Mean return on equity (µ− 1) 0.06 0.06

σ2
η Volatility of equity log-return 0.152 0.152

Rf Real riskless rate 1.02 1.02

σ2
u Variance of shock to permanent labor earnings 0.0106 0.012

σ2
θ Variance of transitory shock to labor income 0.0738 0.038

φ Correlation between stock returns and earning shocks 0 0

ζs Benefit replacement rate (short term unemployment) 0.28 0.64

ζl Benefit replacement rate (long term unemployment) 0.1 0.36

λ Benefit replacement rate (retirement) 0.55 0.57

Table 5.2 – Age-Income Profiles: Fixed-Effects Regression

LOGINCOME All No high school High school More than high school

Male 0.126*** -0.109 0.0708*** 0.197***

(0.0147) (0.0682) (0.0212) (0.0422)

Married 0.158*** 0.117*** 0.135*** 0.131***

(0.00746) (0.0230) (0.00972) (0.0148)

Children -0.217*** -0.260*** -0.218*** -0.177***

(0.00426) (0.0145) (0.00540) (0.00820)

Hhsize 0.290*** 0.339*** 0.293*** 0.229***

(0.00402) (0.0124) (0.00506) (0.00799)

Constant 9.163*** 9.295*** 9.198*** 9.096***

(0.0217) (0.0593) (0.0282) (0.0599)

Observations 30835 3763 18637 8009

Number of groups 3609 654 2432 999

R-squared 0.300 0.272 0.282 0.327

Standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1
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Table 5.3 – Age-Income Profiles: Coefficients in the Age Polynomial

All No high school High school More than high school

Age 0.0855 0.0300 0.0530 0.3787

Age2 -0.0135 -0.00539 -0.00770 -0.0723

Age3 0.000674 0.000255 0.000332 0.0046

Constant -1.251 -0.334 -0.714 -5.681
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5.7.2 Optimization Problem

Abstracting from the state variable st for the moment, we normalize the opti-

mization problem with Pt and ft in the following way.

In a first step, consider equation (5.8) and divide by Pt+1ft+1 such that

Mt+1

Pt+1ft+1

= [αtRt+1 + (1− αt)Rf ]

(
Mt

Ptft
− Ct
Ptft

)
Ptft

Pt+1ft+1

+
Yt+1

ft+1Pt+1

. (5.21)

Defining Xt
Ptft

= xt, (5.21) can be written as

mt+1 = [αtRt+1 + (1− αt)Rf ]
(mt − ct)
Gt+1Ut+1

+ yt+1 (5.22)

where Ut is the stochastic growth rate of permanent labor income and Gt reflects the

growth rate of the deterministic part of the labor income process, ft. Normalized

labor income yt is given by

yt =


Θt for t = 1, ..., K − 1 if s = e

ζk for t = 1, ..., K − 1 if s = uk k = s, l

λ for t = K, ..., T.

(5.23)

In a second step, we setup the Bellman equation for the consumer’s optimization

problem in the next-to-last period of life, abstracting for the moment from the

employment state st. The consumer maximizes utility subject to equations (5.2)-

(5.8) choosing CT−1 and αT−1:

VT−1(MT−1, PT−1, fT−1) = max
CT−1,αT−1

{u(CT−1) + δpT−1ET−1VT (MT , PT , fT )} .

(5.24)

Given that the consumer will die at the end of period T , she will consume all cash-

on-hand implying that MT = CT and hence

VT−1(MT−1, PT−1, fT−1) = max
CT−1,αT−1

{
u(CT−1) + δpT−1ET−1

[
M1−γ

T

1− γ

]}
. (5.25)

Now, let us expand equation (5.25) by Ptft in order to express it in lower case letters

VT−1(•) = max
cT−1,αT−1

{
(PT−1fT−1)1−γ c

1−γ
T−1

1− γ
+ δpT−1ET−1

[
(PTfT )1−γm1−γ

T

1− γ

]}

= (PT−1fT−1)1−γ max
cT−1,αT−1

{
u(cT−1) + δpT−1(GT )1−γET−1(UT )1−γ

[
m1−γ
T

1− γ

]}
︸ ︷︷ ︸

=vT−1(mT−1)
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so that we finally have

VT−1(MT−1, PT−1, fT−1) = (PT−1fT−1)1−γvT−1(mT−1) . (5.26)

The same logic can be applied for all earlier periods t = 1, ..., T − 2.

5.7.3 Age-Income Profiles

The deterministic part of the labor income process, ft, is constructed following

Cocco et al. (2005). We use household-data from the original West German Socio

Economic Panel (SOEP) data from 1992 to 2008 as a proxy for the European context.

In order to allow for endogenous means of insuring against labor income risk, we take

a broad measure of household labor income which includes total family income from

labor earnings, private retirement income, private transfers, public transfers, and

social security pensions less total family taxes.9 As we are interested in the income

evolution during professional life, we include households whose head is between

22 and 63 years old in our sample. Younger and older individuals are not included

because the sample size in these age groups is small and self-selection is an important

feature. Focusing on the labor force, we drop household heads who are either retired

or serving an apprenticeship, but keep those who are unemployed.

To construct the age-income profiles, we first regress the logarithm of net real

household income on a set of age dummies and a vector Zit that contains household-

specific variables like gender of the head of household, marital status, the number

of children, and household size. First, we estimate the deterministic part of the

labor income process for the whole sample. Second, the sample is subdivided into

three education groups relative to high school education. For the highest education

group, we drop households with heads younger than 25 given that agents enter the

labor force later than those in lower education groups. We control for family-specific

effects by using the fixed-effects estimator as in Cocco et al. (2005). Table 5.2 shows

the regression results for the four different specifications.

In a second step, the coefficients of the age dummies are regressed on a third

order polynomial in age, such that we get smoothed profiles for the model simulations

(see Table 5.3). Apart from the education group holding less than a high school

degree, the coefficients of the age dummies are highly significant10 and the age-

income profiles are hump-shaped over the working life. For our simulations we use

the income profile for the group of households holding a high school degree (column

3), since the sample size is largest for this subset.

9 Specifically, we use Household Post-Government Income minus Asset Income from the PEQUIV-
dataset of the GSOEP and deflate this measure of nominal household income using the CPI with
2006 as a base year.

10For brevity, we do not show the regression results for the whole set of age dummies. The complete
table for the regression results is available upon request.
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CHAPTER 6

Concluding Remarks and Outlook

This thesis has studied three main research questions in order to analyze the link-

ages between microeconomic structures and aggregate outcomes in the realm of

macroeconomics and financial markets. First, it has been investigated whether the

presence of large banks as reflected by high bank market concentration impacts on

the aggregate economy. Second, the question of how the international integration

of financial markets impacts on domestic banking market characteristics has been

analyzed. Third, the focus was shifted to the question how increased macroeconomic

risks influence individual investment decisions of households. The present chapter

sums up the key findings of this thesis related to each of these questions. In addition,

some avenues for future research which are closely related to the topics addressed

above are discussed.

Does the presence of large banks impact on macroeconomic outcomes?

Based on the findings presented in Chapters 2 and 4, the answer to this first research

question is: yes! A theoretical model with banks of different efficiency and size shows

that shocks to large banks can be felt in the aggregate if (i) the bank size distribution

is heavily skewed to the right and if (ii) banks pass shocks on to their customers by

adjusting lending rates. The transmission of idiosyncratic, bank-level shocks to the

macroeconomy works through the credit market. If banks change their lending rates

in response to idiosyncratic shocks, firms change their loan demand accordingly. In

the simple model setup presented in Chapter 2, there are no substitutes to bank

credit. Hence, changes in lending conditions directly translate into changes in firms’

external financing conditions and finally in their output. The more dispersed the

bank size distribution and hence the higher concentration, the stronger are the
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linkages between bank-level and aggregate growth fluctuations.

Regression results from a large panel dataset confirm granular effects from bank-

ing: Both country fixed-effects regressions (Chapter 2) and more traditional growth

regressions (Chapter 4) demonstrate that the banking granular residual, i.e. the

weighted sum of bank-specific shocks, has a positive and significant effect on macroe-

conomic variables like GDP growth. In brief, the higher banking sector concentration

or the larger bank-specific shocks, the closer is the link between bank-level and GDP

growth.

One crucial point in the empirical analysis has been the identification of bank-

specific shocks. Following Gabaix (2011), Chapters 2 and 4 have used the difference

between bank-specific and country-specific credit (or total asset) growth as a measure

of idiosyncratic credit shocks. This approach has been used for data availability

reasons. If bank-level data were available for more countries for a longer period of

time, regression-based approaches could be used to estimate credit shocks in future

research. An even more accurate method to identify bank-level shocks would be to

use credit registry data which gives information on both sides of a credit contract,

namely on banks and on firms. When augmenting this data with information on firm

characteristics, one could control for changes in credit growth which result from the

firm side rather than from bank characteristics as in Amiti and Weinstein (2013).

To date, linked bank-firm data is available for research only for individual countries

though.

Another question related to granularity in banking is how idiosyncratic bank

risk changes with the size of banks. Are large banks less prone to shocks because

of better diversification? Or does moral hazard lead to more risky business models

of large banks? Gabaix (2011) presents evidence that the idiosyncratic volatility of

firms somewhat decreases in firm size. However, he theoretically shows that this

decrease in volatility is not enough to eliminate granular effects. Moreover, the

empirical evidence points to granular effects in practice - both for firms and for

banks. Still, it would be interesting to study the relation between bank size and

bank risk in greater detail.1

How does the international integration of financial markets impact on do-

mestic banking market characteristics? The second research question has been

devoted to the effects of financial openness on bank concentration and on granular ef-

fects. Chapters 3 and 4 have demonstrated, both theoretically and empirically, that

international financial integration impacts on bank market structures. In a general

1 Preliminary findings from panel regressions on the basis of bank balance sheet data suggest that
idiosyncratic bank risk decreases the larger a bank is (Bremus and Buch 2013a). However, this
risk-mitigating effect seems to level off at a certain size. For the very large banks, risk increases
again in bank size.
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equilibrium model with heterogeneous banks, both cross-border lending and bank

FDI lower concentration in the domestic banking sector. Bank FDI boosts average

net interest margins, whereas cross-border lending leaves bank markups unaffected

in a setup with a Pareto-distribution of bank efficiency.

The empirical evidence for a set of 18 OECD countries over the period 1995-

2009 is in line with these theoretical implications: The more involved a country’s

banking system is in FDI or in cross-border lending, the lower is concentration. A

higher level of inward and outward bank FDI coincides with higher average bank

markups. By contrast, a higher volume of cross-border loans does not matter much

for banks’ net interest margins.

With respect to financial openness and granularity in banking, Chapter 4 has

presented evidence that granular effects are more pronounced in financially closed

economies. This may be due to the fact that (i) concentration tends to be higher

in financially closed countries, that (ii) the dominance of large domestic banks is

more severe if there is no access to foreign credit markets, and that (iii) competitive

pressures between banks are weaker if foreign bank activity and hence contestability

is low. This can reinforce the pass-through of bank-specific shocks to firms.

Apart from assessing the effects of financial openness on granularity, an inter-

esting avenue for future research could be to test some of the model implications

from Chapter 2 in greater detail. For example, the model predicts that granular

effects from the banking sector should be more pronounced in countries where bank-

ing sectors are less developed. If firms’ search costs for a loan are high because of a

small number of banks or low transparency in the credit market, banks have more

market power. Consequently, they can pass shocks on to their clients more easily.

This would intensify granular effects. Hence, it could be empirically tested whether

granular effects indeed depend on banking sector size, the number of banks in an

economy, or on other measures related to banking sector development.

How do increased macroeconomic risks affect investment decisions of in-

dividual households? The third broad research question focuses on the implica-

tions of labor income risk for individuals’ portfolio choice. Households can rely on

private savings or on public unemployment insurance to hedge against the risk of

becoming unemployed. These hedging mechanisms are used differently across coun-

tries. Simulation results from Chapter 5 suggest that increased unemployment risk

and especially the risk of getting unemployed for an extended period of time reduce

the portfolio equity share of young households in the US. In Germany, however,

long-term unemployment does not significantly alter portfolio decisions according to

the calibrated model. It has been illustrated that different investment responses to

unemployment risk across countries can be attributed to both differences in social

163



Chapter 6. Concluding Remarks and Outlook

security payments and to the distinct evolution of income across the life cycle.

These findings suggest that, in times of pressing needs for fiscal consolidation,

a reduction in long-term unemployment is not only important to relieve public bud-

gets. It could also ameliorate the funding situation of firms, because households

tend to invest more in equity if the expected duration of unemployment is low.

Moreover, more investment in equity and less in debt titles would help, especially

the households in Germany, to better share risks and to benefit from firm profits in

good times.

Overall, this thesis has demonstrated that it is essential to look at the micro-

foundations of macroeconomic developments when thinking about real and financial

stability. Moreover, the findings illustrate that it can be fruitful to look at the

large players in a market instead of the average ones for understanding aggregate

movements. Looking ahead, further research on the micro-macro linkages and on the

interactions between financial markets and the real economy is needed in order to

better inform the debate on how to properly coordinate micro- and macro-prudential

policies.
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