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Zusammenfassung

Die Teilnahme am heutigen StraRenverkehr ist anstrengend und gefahrlich. O
wohl die Fahrzeuge vermehrt passive Sicherheit bieten, werden jeden Tag Mensct
getdtet und verletzt. Die Mdglichkeiten der passiven Sicherheitssysteme sind nahe
ausgeschopft, so dald aktive Systeme notwendig geworden sind, um allen Verkeh
teilnehmern eine héhere Sicherheit zu bieten. Aktive Assistenzsysteme bendtigen e
ins Fahrzeug eingebaute Sensorik, um den aktuellen Zustand der Fahrzeugumgeb
zu erfassen. Aufgrund der Echtzeitauswertung der Daten wird entweder der Fahi
vom System gewarnt, oder das System greift z.B. durch Steuern oder Bremsen in ¢
Fahrzeug ein.

Die Erfassung der Umgebung fiir eine Maschine bedingt die dreidimensionale Ve
messung des FahrzeugaufRenraums. Sensoren, die eine direkte Vermessung bi
sind z.B. Radar- oder Lidar-Systeme. Kameras, als passive Sensoren, missen mir
stens zu einem Stereosystem kombiniert werden, um die Ableitung der Entfernui
eines Objektes zu ermdglichen. Bilder sind jedoch eine Quelle vielfaltiger Informa
tionen, und deshalb werden Kameras fur die maschinelle Umgebungserfassung €
gesetzt. Ein Beispiel fiir ein System ist das automatisierte Staufahren auf der Ba
der Stereobildverarbeitung. Dies ist die Rahmenanwendung dieser Dissertation.

Menschen mit ihrem Augenpaar verwenden ein hohes Mal3 an modellbasierte
Wissen fir die Wahrnehmung einer Situation. Die heutigen computerbasierten Al
wendungen kénnen eine solche Herangehensweise nicht realisieren. Das Fehlen e
Umgebungsmodells kann zu einer fehlerhaften Darstellung des Fahrzeugaul3enrat
fuhren, besonders dann, wenn sich wiederholende Muster im Bild vorhanden sin
Ein zeitweiliger Verlust eines Bildes, z.B. durch den Scheibenwischer, oder der kon
plette Ausfall einer Kamera beeintrachtigen die VerlaRlichkeit des Systems. All dies
Probleme kdnnten durch das Hinzufligen einer weiteren Kamera geldst werden. K
meras sind jedoch teuer und der mégliche Bauraum im Fahrzeug ist begrenzt.

Das Stereokamerasystem fiir das Fahrzeugfolgefahren ist hinter der Windschu
scheibe angebracht, so daf? die Kameras nach vorne schauen. Von dieser Position
bilden die Kameras auch die Motorhaube des Fahrzeugs ab. Die Haube ist eine gla
glanzend lackierte Freiflache, die die Umgebung reflektiert, die auch direkt von de
Kamera gesehen wird. Diese Reflexionen beinhalten im wesentlichen die gleichen |
formationen, die auch eine zusatzliche Kamera liefern wiirde. Durch die Krimmun
der Flache ist das Bild jedoch verzerrt, und die Lackierung fuhrt zu einer Verminde
rung des Kontrasts.



iv Zusammenfassung

In dieser Dissertation wird gezeigt, dafl3 Reflexionen auf Freiflachen in der Bildver-
arbeitung genutzt werden kénnen. Au3erdem werden die dazu notwendigen Metho-
den entwickelt.

Die Dissertation besteht aus drei Teilen:

Der erste Teil beginnt mit einer detailierten Analyse der Probleme, die sich durch
die Verwendung einer Freiflache in einem optischen System ergeben. Dann wird die
relevante Literatur vorgestellt. Darin zeigt sich, daR bisher Reflexionen auf Freifla-
chen nur als Fehlerquelle fur Bildverarbeitungsalgorithmen betrachtet wurden. Zur
Verwendung der in den Reflexionen beinhalteten Information gibt es dementspre-
chend keine Methoden. Die Entwicklung méglicher Methoden beschliel3t den ersten
Teil.

Die Kalibrierung der Kamera und die Vermessung der Oberflachen sind funda-
mentale Anforderungen fir jede der Rekonstruktionsmethoden und bilden den zwei-
ten Teil dieser Arbeit. Es wird ein neues Verfahren zur bildbasierten Datengewin-
nung in der Kalibrierung prasentiert, das die existierende Kalibriertechnik in mehre-
ren Stufen verbessert. Es ermdglicht zum einen die genauere Positionsbestimmung
der Bildmerkmale und zum anderen die Verwendung von nur teilweise sichtbaren
Kalibrierobjekten. Dies dient auch vielen anderen Anwendungen. Auf der Basis der
Kalibriermethode wird eine neue Technik zur Vermessung der Oberflachentopogra-
phie eingefuhrt. Diese arbeitet mit einer Bilderserie und ist auf reflektierende Flachen
anwendbar.

Der letzte Teil der Dissertation ist zwei Methoden zur Informationsextraktion aus
den Reflexionsbildern gewidmet. Das erste Verfahren ist in sofern nicht klassisch als
keine Rekonstruktion des Bildes zu einer Lochkameraperspektive stattfindet. Es ba-
siert auf der Erweiterung einer linearen Beschrankung der Stereobildverarbeitung zu
einem generelleren nicht-linearen Versténdnis der Abbildungsgeometrie. Die zweite
Methode ist eine klassische Rekonstruktion des Bildes durch den Vergleich der Re-
flexionsrichtungen der Freiflache mit denen eines virtuellen ebenen Spiegels. Dieses
Verfahren wurde auf zwei Arten realisiert. Einmal wurde ein tabellarischer bzw. ein
polynomialer Ansatz gewahlt, der auf der zentralen Recheneinheit (CPU) des Com-
puters verarbeitet wird. Die zweite Implementierung benutzt den Hauptprozessor der
Grafikkarte (GPU) zur Bildrekonstruktion. Die Verwendung der GPU bietet viele
neue Mdglichkeiten zur Bildverarbeitung im allgemeinen. Beide Verfahren wurden
mit Bildern aus dem Versuchsfahrzeug getestet. Fir eine Methode wurde eine manu-
elle Abstandsmessung durchgefiuhrt.

In dieser Dissertation wird die Ubliche Annahme, daf? Reflexionen auf Freiflachen
nur Fehlerquellen in der Bildverarbeitung darstellen, widerlegt. Reflexionen auf Frei-
flachen sind Informationsquellen, selbst wenn die Flache nicht als Element eines op-
tischen Systems konzipiert wurde.



Abstract

Participating in today’s road traffic is tiring and dangerous. Even though vehicle
provide more and more passive safety, fatalities and injuries occur every day. The ps
sive safety systems have reached a level of sophistication that active systems becc
necessary to provide additional safety to all traffic participants. An active assistan
system requires on-board sensors to perceive the actual state of the vehicle’s envir
ment. Upon the real-time evaluation of the data, the system either warns the driv
about a danger ahead or intervenes on its own, e.g. by steering or braking.

The perception of the environment for a machine implies the three-dimensional re
construction of the surrounding. Sensors that directly provide the Euclidean measul
ment are e.g. radar or lidar. Cameras, as passive sensors, must be combined at |
to a stereo system in order to enable the derivation of the distance of a certain obje
However, images are a source of manifold information and hence camera systems
used for machine perception. One example of such a system is the autonomous st
and-go driving based on stereo-image processing. This is the framework applicati
of this thesis.

Humans with their pair of eyes use an extensive model-based knowledge to supp
their perception. Today’s stereo-vision systems cannot depend on such an approz
The lack of an environment model may lead to an erroneous scene representation,
in the presence of repetitive patterns. The temporary loss of an image, e.g. caused
a passing windshield wiper, or the long-termed loss of a camera reduce the reliabili
of the application. All of these problems could be solved by adding a third camerat
the system. However, cameras are expensive and the space in the vehicle is limite

The stereo-camera system for the vehicle-following application is mounted behir
the windshield of the car, looking ahead. At this position the cameras also take ¢
image of the engine hood of the car. This is a free-formed, shiny varnished, ar
smooth car-body part that reflects the scene which is observed directly by the camer
This reflection essentially contains the same information that would be provided kb
an additional camera. However, the reflected image is distorted, due to the curvatt
of the surface, and contrast-diminished by the varnishing.

To prove the feasibility of using reflections on free-formed surfaces in image pro
cessing is the topic of this thesis. The development of methods to extract the infc
mation is presented as well.



Vi Abstract

The thesis is divided into three parts:

The first part starts with a detailed analysis of the problems arising from the use of
free-formed surfaces in an optical system. Subsequently, a review of the related work
is presented. It shows that so far reflections on free-formed surfaces are only consid-
ered to be a source of error for image-processing algorithms. Accordingly, methods
to incorporate the contained information into an application are not available. The
development of feasible approaches to reconstruct the distorted image-information is
the conclusion of the first part.

The camera calibration and the surface reconstruction, the basic requirements for
each of the reconstruction methods, form the second part of the thesis. A new method
for the imaged-based data-acquisition in the calibration effort is presented. It im-
proves the existing calibration technique in multiple steps. Not only the determina-
tion of the image features is enhanced but a method to recover only partially visible
calibration targets is introduced. This serves for many other applications as well. On
the basis of the camera calibration technique, a new method to recover the surface’s
topography is elaborated. It operates on a series of images and is suitable for reflective
surfaces.

The last part of the thesis is devoted to the detailed presentation of two methods for
the extraction of the contained information. The first method is a non-classical ap-
proach in the sense that the distorted image is not reconstructed to a pinhole-camera
view. It depends on an extension of a usually applied linear constraint in stereo-image
processing to a more general non-linear understanding of the restriction. This forms
the basis of the direct information extraction. The second method is a classical re-
construction of the image, based on the comparison of the reflection directions of
the free-formed surface and a virtual planar mirror. This method is implemented in
two ways, both obeying the real-time requirement of the application. The first im-
plementation is a table-based or polynomial-based reconstruction performed by the
central processing unit (CPU) of the computer. The second implementation uses the
graphics processing unit (GPU), i.e. the main computational unit on the computer’s
graphics-card, to reconstruct the image. The usage of the GPU offers manifold new
possibilities for image processing in general. Both implementations are tested on
images acquired in the experimental vehicle. For one method a coarse distance deter-
mination is conducted.

In this thesis the common assumption that reflections on a free-formed surface are
only a source of error for image-processing algorithms is refuted. Reflections on a
free-formed surface, even if it is not designed to serve as a part in an optical system,
provide useful information.
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Abbreviations and Symbols

The following abbreviations, symbols and conventions will be used throughout th
thesis.

Scalars are represented by a minor letter,&.gectors either by a bold-faced one,
e.g.a, or by an index notation, e.@, a matrix by a capital bold-faced one, e4.
and a transposed matrix By . & is a point in homogenous coordinates.

Pixel coordinates are defined such th@t0) is the center of the upper left pixel
of the image. Thereforén, — 1,0) is the upper right corner aneh, — 1,n, — 1) the
lower right corner of the image.

ASAP Advanced System Analysis Program

CAD Computer Aided Design

CCD Charged Coupled Device

CMOS Complementary Metal Oxide Semiconductor
CPU Central Processing Unit

Ccv Computer Vision

DMA Direct Memeory Access

GPU Graphics Processing Unit

IC2 for 'l see too’, Vision-based Vehicle Following System
LCD Liquid Crystal Display

LED Light Emission Diode

UTA Urban Traffic Assistant

q quaternion

T matrix of the internal camera parameters

Te matrix of the external camera parameters

X retina

w point in the world coordinate system

m point in the image coordinate system
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horizontal image coordinate

vertical image coordinate
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focal length

focal length measured in pixels, in andv-direction
center of projection, principle point
image coordinates of principle point
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rotation matrix

translation vector

unity matrix

vector of the lens distortion parameters
distortion parameter
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back-projected image point

data point

point of correspondence

normal vector to a plane
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CHAPTER1

Introduction

1.1 Motivation

Participating in today’s road traffic is a tiring and dangerous task. Unfortunately
the times of joyful driving become less and less. The increasing number of vehicle
on a road network with fixed length leads to more congestion and stressful situ
tions. Considering human deficiencies, such as having a short attention span o
limited multi-tasking ability, the monotonous situations and the overload of the drive
stipulate potential danger. Car manufacturers have constructed counter-measures
decades. The passive security is steadily enhanced by applications such as the sur
mentary restraint systems or the side-impact protection. But also active componel
were introduced. The anti-lock brake-system (ABS) keeps a car steerable while bra
ing. The systems detects a blocked wheel and immediately releases the brake fc
short period of time. The revolving wheel is able to redirect the vehicle. Anothe
system is the electronic stability program (ESP). It individually attaches or release
the brake on single wheels to avoid skidding in curves. According to the Germa
Statistical Office, ESP in Mercedes passenger cars caused a drop of 15% in fatal
cidents (Becker, 2002). However, all these systems take only the ego-vehicle in
account. The adaptive cruise control (ACC) measures the distance to a leading ¢
and adjusts the speed accordingly. ABS and ESP are within the category of secur
systems whereas the ACC increases the convenience of the driver. But all of the the
are so callediriver assistance systerassisting the driver while driving. They ac-
quire data from on-board sensors which perceive either the state of the ego-vehicle
its surrounding environment.

But even with these systems still thousands of people die in traffic accidents eve
year. Many more are injured. With the undamped need for mobility in all aspects ¢
life, one cannot expect the traffic load to diminish. Accordingly, the security providec
by the car must be increased, for the driver as well as for the other road users. Hen
the vehicle has to become more and more aware of its environment and intelligent
its reaction to it. Intelligence in this context is defined as the capability to perceive, t
recollect, to adapt and to intervene.



2 Chapter 1: Introduction

Theintelligent vehicledepends on the data about the current state of the ego-vehicle
and the environment. Data provided by external sources such as a Global Positioning
System (GPS), traffic jam warnings, or digital maps only assist in the coarse posi-
tioning of the vehicle and route guidance. Dynamically evolving situations are only
perceivable with on-board sensors, fast data evaluation, and decision making.

Available sensors for intelligent vehicles are millimeter-wave radar, ultrasonic sen-
sors, laser radar, infrared-pattern systems, and cameras in different wavelength bands.
Except for the camera, the sensors are active. Active sensors send out a signal and the
echo is evaluated in order to directly retrieve the depth information. However, these
sensors usually lack from sufficient angular resolution or have a limited opening an-
gle. In addition, the signal quality is subject to the environment. In the case of an
ultrasonic sensor the wind literally blows away the signal, or spray in rain scatters the
laser beams. Cameras, exploiting the vision cues, produce gray-scale or color images
that do not provide direct Euclidean measurements. The depth has to be recovered
using multiple cameras providing supplementary information.

Based on the acquired data the following, potentially dangerous situations are han-
dled by driver assistance systems which are either today’s off-the-shelf systems, or
which are planned for the future:

¢ Intelligent Cruise Control (ICC) : On a congested highway the task is to stay
in the driving lane, follow the preceeding vehicle at a safe distance, and obey
the speed limit. ICC systems are usually based on radar or lidar sensors. The
speed is kept by the cruise control. Hence, a system keeping a safe distance to
a leading car is called intelligent cruise control.

e Lane Keeping Assistant Most roads are marked with lanes. The system de-
tects the driving lane assigned to the ego-vehicle. This is done either by an
optical recognition of the lane or with the help of magnetic markers attached to
the road. The system either warns the driver if the vehicle is about to leave the
lane, or automatically keeps the vehicle in it.

e Lane Changing Assistant Changing a lane on a busy highway is dangerous.
The supporting system must be able to reliably detect the lanes, a vehicle on
the side, and a vehicle coming from behind. To solve this task, either multiple
cameras or a combination of cameras and other sensors are required. The joint
evaluation of the data enables the system either to warn the driver or prevent
the vehicle from changing lanes.

¢ Intersection Assistant On intersections, especially in cities, most of the acci-
dents occur. An intersection assistant system requires a combination of vision
and radar or lidar systems. Intersections, with vehicles coming from the sides,
pedestrians crossing the road, and cyclists, sharing the own lane, are complex.
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Figure 1.1: A Stereo-Camera Image-Pair with Repetitive Patterns: The pillars of the guardre
are repetitive patterns.

e Traffic Sign Assistant This system informs the driver about current speed lim-
its and other regulations. Itis vision-based and assisted by external informatic
such as digital maps and GPS. In situations with multiple lanes and multipl
signs, the applicable traffic-sign to the ego-vehicle must be determined.

e Traffic Jam Pilot: Automated stop-and-go driving is the task of the traffic jam
pilot. This system operates in the low velocity range. The data is acquired wit
vision systems and radar or lidar. The objective is to reduce the stress of tt
stop and go driving. In contrast to the cruise controls this systems extends tt
velocity range down to the standing situation.

e Platooning System Operating trucks on highways in platoons is appealing
to companies running a large fleet. In an automated platoon only the leadin
vehicle is driven manually. The platooning system is an adaption of the traffic
jam pilot to the truck requirements.

e Auto Pilot: This systems completely takes over the control of the ego-vehicle
It comprehends the functionality of the systems above. The implementation c
such a system on the basis of off-the-shelf hardware components is the maj
goal of the assistance systems research.

With an increasing number of such intelligent vehicles on the road, traffic become
safer. However, these applications provide security for human beings. Therefore, t
systems must be safe and reliable.

1.2 Obijective of this Thesis

This thesis is developed in a working group that focuses on vision-based vehicl
following systems. The principle of following a leading vehicle is the basis of severa
applications mentioned above: the intelligent cruise control (ICC), the automate
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stop-and-go driving, and the platooning. The framework application for this the-
sis performs automated stop-and-go driving on the basis of stereo-image processing.
Fig. 1.1 shows a stereo image-pair of a typical vehicle-following scene.

The distance is retrieved by a feature detection in the images, a subsequent match-
ing process in the image pair, and a triangulation on the basis of the precedent data.
The critical step in the process is the matching of the features in the left and the right
image. If patterns occur several times, so called repetitive patterns, multiple solutions
to the matching effort exist. The pillars of the guardrail in Fig. 1.1 are an example.
Instead of an unequivocal result, multiple matching hypotheses are obtained. Choos-
ing the wrong match leads to a false depth measurement and subsequently to a wrong
environment representation. Decisions of the system on this data basis are potentially
inappropriate. Hence, the data basis must be improved. This is achieved either by
applying additional algorithms to the same images or acquiring an additional view
onto the scene, e.g. by a third camera.

The stereo-vision-based perception of a leading vehicle depends on the reliable
functionality of the camera systems. A temporary occlusion of the leading vehicle in
one of the images, e.g. caused by a passing windshield wiper, leads to temporary loss
of environment data. Dirt on the windshield which is not removed or an electronic
failure of a camera cause a long-termed loss of one image. Both cases are potentially
dangerous for the assistance system and require a fall-back layer in the application.

Repetitive patterns and the necessity of providing a fall-back layer in the case of a
loss of an image triggered the work that is presented in this thesis. Considering the
application, the maximum distance which must be recovered is small. On the other
hand, a large field of view is desirable. Vehicles from other lanes cutting in between
the ego-vehicle and the leading vehicle ought to be detected as soon as possible.
These reasons opt for lenses with a small focal length. Due to the large field of view,
the hood of the car is visible in the lower image region. Fig. 1.2 shows an example of
this setup. The hood of the car is a smooth, shiny varnished part. Hence, it reflects an
additional view onto the scene, that is directly observed by the camera. In principle,
this is the same information that an additional camera provides. However, the hood
of the car is not designed to serve as a part in an optical system. It is a free-formed
surface without any special optical properties. The curvature distorts the image, and
the varnish diminishes the contrast. Nevertheless, the information contained in this
catadioptri¢ system should be sufficient to provide additional data to a computer
vision application. Fig. 1.3 shows the lower image region of Fig. 1.2 cropped, flipped,
and enlarged. The objective of this thesis is to prove the usability of the information
contained in these free-formed surface reflections in computer vision algorithms.

1Dioptric systems consists of lenses, catoptric systems of mirrors. For the combination of mirrors and
lenses the nameatadioptrichas been established in literature.
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Figure 1.2: A Traffic Scene Reflected in the Hood of a Car: The task of this thesis is to mak
use of the information contained in the lower image region, where the scene is reflecte
in the hood.

1.3 Contribution of this Thesis

In this section, the main contributions of this thesis are described. First, an inve:
tigation of the possibilities of reconstructing an image from free-formed-surface re
flections is conducted. It results in two novel solutions and two fundamental require
ments. The fundamental requirements are a precise camera calibration and the de
mination of the camera position relative to the reflective surface. Therefore, a camet
calibration technique is introduced and major improvements to it are presented. C
this basis, a new algorithm for the recovery of the reflective surface is described at
discussed. After elaborating the fundamental principles, the two solutions are d
tailed. The first one requires an extension of the linear epipolar constraint to a genel
notion of epipolar curves. This is accomplished by a theoretical examination of th
reflection process with differential geometry methods. The second method is an i
image based reconstruction that takes the geometry of the surface and the setup |
account. It compares the reflective surface to a tangential planar mirror and results
an assignment of image locations in the reconstructed image and the original imag
For this approach two implementation methods are presented. One of them is a n
one, using the graphics processing unit (GPU) for image processing. This achiev
unprecedented speed and image quality in the reconstruction.
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Figure 1.3: A Flipped Presentation of the Reflected Scene: The lower part with the reflection
of Fig. 1.2 is cropped, flipped and enlarged.

In this thesis the usual perception that reflections on free-formed surfaces only in-
troduce errors in computer vision algorithms is refuted. The algorithms developed on
this assumption are just not able to cope with the information contained in the reflec-
tion. With appropriate consideration of the geometric setup and adapted algorithms
the reflections provide useful information to computer vision applications.

1.4 Thesis Overview

The remainder of this thesis is devoted to the development of reconstruction methods
of free-formed surface reflections. The focus of the methods is their applicability in
computer vision systems with regard to vehicle applications.

Chapter 2 analyzes the problem situation and defines the task of the thesis. To
explain the circumstances in which the methods are developed and applied, a short
introduction to the principles of stereo-image processing is given. It is fundamental
for some of the terms used throughout the thesis, and the ideas that are extended by
this work. After discussing the system environment, the task of the thesis is explicitly
stated. Itis followed by a short analysis of the physical and optical processes involved.

Chapter 3 presents a review of the existing literature with regard to the posed prob-
lem and to catadioptric systems. The focus of this thesis is the evaluation of the
reflection on the free-formed surface. Therefore, other solutions to problem of robust
object recognition in the presence of repetitive patterns are not discussed. The camera
calibration and the surface recovery is a major part of this thesis. Accordingly, the
related work with respect to these topics is presented in the respective chapters.

New ideas for the retrieval of the information contained in free-formed-surface
reflections are developed in Chapter 4.

Two fundamental requirements for the use of free-formed-surface reflections in
computer-vision systems are discussed in Chapter 5 and Chapter 6. The first is con-
cerned with camera calibration. There, calibration techniques and respectively intro-
duced major improvements are presented. The camera-calibration method is not only
a requirement for this application but it serves and enhances other image-processing



Chapter 1.4: Thesis Overview 7

as well. The second one, which depends on a precise camera calibration, is the rec
ery of the surface. There, a new approach to retrieve the surface data is presented

Chapter 7 extends the linear epipolar constraint of stereo vision to a more gene
notion of epipolar curves on warped images. This is the basis of the extraction of tt
contained information without a classical image reconstruction.

The thesis concludes with the elaboration of a novel method for a classical in
age reconstruction in Chapter 8. The Comparison-of-Lines algorithm is develope
implemented, and tested on images acquired in the experimental vehicle. To pro
the applicability of free-formed surface reflections in computer-vision application:
a coarse, manual distance determination is conducted on the basis of a reconstruc
image. In addition, this method is implemented on the graphics processing unit (GPI
of the computer graphics-card. The implementation on the GPU offers new possib
ities for image processing in general.

Chapter 9 summarizes the presented thesis, states the work that remains to be d
and gives a short outlook into the future.

The thesis contains two appendices. Appendix A presents views of the front of tf
car based on CAD data. Appendix B shows the result of an air pressure deformati
of the hood at 250 km/h.

Why is this thesis structured in this way? For one, it represents the logical steps
developing a field of research. For the other, it reflects the planning and the cour
of work which led to this thesis. The dissertation is composed of three major part:
The first part comprehends the Chapters 2 through 4. This was also the first st
in the course of work. The problem analysis, the review of the related work, an
the determination of possible solutions were comprised in a feasibility study. O
that basis, it was decided to continue the development. The second phase star
with the camera calibration, due to its very fundamental nature of the subseque
steps. The following surface recovery uses the calibrated stereo-camera system it
to determine the surface within the camera coordinate frame. This concluded tl
second phase of the work and is presented in Chapter 5 and Chapter 6. The last pa
the elaboration of new reconstruction methods and their implementation and testi
in the given environment. This is comprised in Chapter 7 and Chapter 8.

According to the environment and the intended application, the focus is alway
on computer vision. More fundamental investigations, such as the reflectivity of val
nishes, the magnitude of the specular and diffuse reflection components, or their anc
lar distribution, are not conducted here. This decision is based on two reasons. O
is, that such an examination is closer related to topics such as structured-lightin
techniques than to machine perception. The other is, that this kind of information |
available in literature.



CHAPTER 2

Statement and Analysis of the Problem

The presence of repetitive patterns decreases the matching reliability of stereo vi-
sion. Using a local matching approach these patterns result in multiple matching
hypotheses. Subsequently, it is necessary to decide the correct match by some means.
Choosing the wrong match will lead to an incorrect representation of the surrounding
environment. For applications, such as autonomously driving a car, that imply the se-
curity of a human being, wrong decisions based on the acquired potentially erroneous
data are not acceptable.

To elaborate this multiple-matching-hypotheses problem in more detail, some ba-
sics about stereo vision are given in the next sections. Following that, the hard- and
software environment, with special focus on the image processing, is analyzed. With
these prerequisites the problem statement of this thesis is detailed. Subsequently, a
look is taken at the physical processes involved in using a reflective surface in the
optical system. Finally, the required solution properties are stated.

2.1 Principles of Stereo Vision

To reconstruct a three-dimensional scene, different sensor approaches are taken.
One of them is computer-based stereo-vision. Due to the projection of the three-
dimensional scene onto a two-dimensional plane, depth information is lost. In order
to reconstruct this lost information a second camera, imaging the same scene from
a different position, is necessary. The correlation of the two information sets then
yields the three-dimensional reconstruction.

The most important step in this procedure is to determine the corresponding points
in the respective images. Based on this correspondence, using triangulation and the
relative camera positions, the depth information is derived. However, the correspon-
dence problem is not simple. First, in one image, significant structures are located
by some kind of interest operator, e.g. an edge or corner detector. Around an inter-
esting location an image region is extracted. This extracted image region is called
a matching primitive. Searching for the location of the primitive in the second im-
age the problems start, because there might be multiple solutions, if any at all. This

8
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Figure 2.1: Epipolar Geometry in Stereo Vision. Image from Luhmann (2000).

multiplicity or failure might be due to one of the following reasons:

1. An object, visible in one camera, might be out of the field of view or obstructed
for the second camera.

2. Repetitive patterns create multiple matching hypotheses.
3. Reflections create ambiguous object structures.

4. In image regions with low structure the solutions may be instable and sensitiv
to noise.

5. Depth discontinuities are difficult to retrieve. Sometimes the foreground, some
times the background is measured.

The first two points are interconnected and their influence depends on the so call
globality or locality of the primitive. A global primitive, larger in size, might occur

only once in the other image. Therefore, the risk of encountering multiple solution
is low. On the one hand, larger image structures tend to be obstructed more oft
in the second image than smaller ones. Differences in the visible background in tt
global primitives account for lower correlation results. Local primitives, i.e. smaller
extracted image regions, often generate multiple correlations, because the small pa
from one image fits quite well to several structures in the other one. On the other har
local primitives are less often obstructed and less sensitive to the visible backgrour
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Figure 2.2: The Notion of Disparity in Image Processing: The dispdriythe difference in
distance of the image locations from the respective principle pdiatu, —u,. Image
from Gehrig (2000).

Searching for the corresponding object all over the second image is a very time-
consuming effort. With the knowledge of the camera’s relative position to each other,
the search is confined to a limited region, the so called epipolar line. Fig. 2.1 shows
how this line is obtained from the geometric setup. The mappingragsdr” to-
gether with the baselineof the cameras span the epipolar plane. This plane intersects
the image plane of each camera. The intersection khaadk” are called epipolar
lines. For the detected image locatiphof an object locatiorP, the corresponding
point p” is found along the epipolar ling in the second image. With this knowledge
a search throughout the whole second image becomes obsolete. The search must only
be performed along the epipolar line. The start of an epipolar line is the image of the
camera point by the other camera and the end is given by the image of the direction
of infinity, the epipole.

If the stereo-camera system is set up in the so called standard geometry, i.e. the
optical axes of both cameras are parallel and the rotational difference in the image
planesis zero, the epipolar line of a given row in one electronic image is the equivalent
row in the other image. Along these epipolar lines the object’s distance is recovered
by the disparity. The disparitd denotes the difference in distance of the image
locations from the respective principle point (see Fig. 2.2):

d=uy—u. (2.1)
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The disparity is directly correlated to the object distamc€onsidering the sign, the
disparity is zero for an infinite distance. For a finite distance, the distance-dispari
relationship is (Luhmann, 2000): .

z=hb g (2.2)
with f being the focal length of the cameras. By defining a coordinate system il
between the cameras (see Fig. 2.2)¢handy coordinates of the object are given by:

b

X = 2—2(u0+u1) (2.3)
b b

y = Evo_ Evl (2.4)

with (u,,V,) and(u,,v,) being the coordinates of the object in the respective images

However, if the system is esotropic either the standard geometry has to be recc
structed by means of rectification algorithms (see e.g. Kaempchen (2001)) or tt
epipolar notion has to be extended to a more general geometric understanding,
lowing e.g. negative disparities and inclined lines.

In the correspondence analysis of real camera setups and images, one has to
sider that the external and internal parameter sets are only known to a certain pre
sion. Accordingly, the image distortions are only correctable to a certain degree at
the epipolar lines are determined with some uncertainty. Subsequently, in the corre
tion process the epipolar line has to be extended to an epipolar band. The width of t
band depends on the uncertainties in the parameter estimation. The necessary let
of the epipolar band in the implementation is linearly dependent on the distance ran
where the object is located.

Applying the epipolar geometry to the correspondence problem enables the alg
rithms to run in video-real time at 25 Hz, even for dense depth maps.

2.2 System Environment

This section addresses the setup of the experimental car, with its hardware comj
nents and the software implemented on tHewith regard to the focus of this thesis
the image processing algorithms are discussed in more detail.

2.2.1 Hardware

The vehicle-following system was firstimplemented in a Mercedes E-class 420. Afte
about one third of the development of this thesis the research car changed to a M

1Some of the system details are derived in their content from a previous dissertation application impl
mented on the same experimental car (Gehrig, 2000).
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Figure 2.3: The Experimental Car with its Sensors, Actuators and Computers. Image from
Gehrig (2000).

cedes S-class 500. However, the internal setup of the relevant hardware is equivalent
and is shown in Fig. 2.3. The vehicle is equipped with electronically controlled throt-
tle, brake and steering wheel. The sensaor, i.e. the stereo-camera system, is mounted
behind the windshield, close to the rear-view mirror, looking across the hood of the
car onto the scene ahead. This position provides a wipeable region for the cameras
guaranteeing adequate viewing conditions. The image processing algorithms run on
an Intel-based computer in the trunk. A Motorola-based computer hosts the vehicle
control algorithms and interfaces all the actuators (throttle, brake and steering wheel).
The Intel machine contains a Stemmer IMPCI frame-grabber which acquires the im-
ages from the cameras. As shown in Fig. 2.3, the trunk of the car hosts the processing
equipment, i.e. the Motorola 604 with Lynx OS and the image processing hardware,
an Intel Pentium Il with a Linux operating system. The computers are linked by an
Ethernet over a communication hub. The control is provided via an X-terminal at-
tached to the dashboard. The video output of the frame-grabber is displayed on a
monitor.

2.2.2 Software

As mentioned above, the hardware environment in the experimental vehicle consists
of two separate computers for controlling and image processing. The communication
process in between the hosts is conducted via CAN (controller area network). The
essential vehicle data (e.g. velocity and steering angle) is also available on that bus.
The image processing algorithms are implemented in ANSI-C and compiled with a
GNU-C compiler under Linux.
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The off-line development environment in the laboratory enables the usage of tt
same image processing algorithms with additional debugging information. The sy
tem is based on Vista (Pope & Lowe, 1994) for the visualization of the images and tt
overlay of the detection results. Instead of using the images grabbed directly from
cameras, images from the hard-disk, recorded while driving, are taken as input. Up
the encounter of a failure or inexplicable detection results while driving, an imag
sequence is recorded by pressing a button on the system. Subsequently, the sequ
and the corresponding vehicle data is analyzed and the image processing algorith
are debugged and improved.

2.2.3 Image Processing

In the following paragraphs the basic feature and subsequent object detection alc
rithms of the vehicle following application are detailed. The detection consists o
multiple steps. First is the image acquisition, followed by the feature detection. Th
third is the feature matching. Finally, a cluster analysis of the three-dimension:
points is performed. A confirmation of the clusters is achieved by a temporal analys
on consecutive frames. The desired result of the image processing is a consistent
reliable situation assessment which yields a list of detected objects with their metr
information.

Image Acquisition

To acquire the images, a COBRA gray-scale CCD camera withx78@&3 pixels

is used. The camera operates in an interlaced mode with a frame rate of 12 F
For the subsequently described algorithms only half images are used. The imag
of the cameras are grabbed synchronously with two out of the three RGB fram
grabber channels. The shutter time of the cameras is set automatically on the bg
of the brightness of the previously acquired image. Hence the control of the shutt
time needs not to be performed by the image processing. The focal setting of tl
lenses is infinity. Examining the intended application and the mounting of the camer:
behind the windshield, relevant objects are only located at a distance larger than 2
Accordingly, the aperture of the camera is set to map objects of larger distance sharj
to the retina. Closer objects, especially the windshield itself or raindrops on it, onl
appear blurry. The used lens systems have a focal length in betweand12 mm.
This corresponds to a field of view of 48nd 28, respectively.

The baseline length of the stereo-camera setup is approximately 25 cm. In genet
there is a trade-off in accuracy in the triangulation, which increases with larger bas
line distances, and the matching reliability. If the baseline is too large, objects at
viewed from increasingly different angles and the correlation robustness decreas
e.g. one camera looks from behind onto a truck while the other images the truc
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from the side. Humans with their model based correlation, knowing that it is a truck
and what the geometry of a truck looks like, are still able to correlate the views and
estimate the distance. A computer based system is not able to do so yet.

The cameras in the stereo setup are allowed to be esotropic. As mentioned above,
this not only requires an extended consideration of the epipolar geometry, but internal
and external camera calibration are basic necessities. Rather than rectifying the im-
ages and applying a standard epipolar geometry model, a more time-efficient method
is used. The lens-distortion correction is stored in an approximated lookup-table such
that the operations are applied to a corrected image and epipolar lines are really lines
and not curves. Subsequently, the epipolar geometry is extended such that negative
disparities are allowed.

The sensor coordinate system is such, thaytlgis points up, the-axis to the left
andz-axis ahead, all with respect to the mounting in the car. The image coordinate
system originates in the upper left corner of the image, witieing the horizontal
coordinate pointing to the right andbeing the vertical coordinate pointing down-
wards. The sensor coordinate system is located with its origin at the focal point of the
camera. Further camera model details and calibration requirements are elaborated in
Chapter 5.

Feature Extraction

To initialize the feature extraction in the image pairs, a test needs to be performed
whether there is enough structure in a certain image region. Regions without or with
a low structure, e.g. uniformly colored walls, cannot be matched. An interest oper-
ator is applied to determine the regions of sufficient structure for subsequent feature
extraction. The chosen interest determination method is a simple edge detector, the
horizontal Prewitt operator. The desired result of the edge operator is not the ex-
act edge location but the mere existence. This is sufficient to trigger an area-based
correspondence search where the exact matches and their location are determined.

Feature Matching

As mentioned above, the stereo-correspondence problem is significantly simplified

by applying the epipolar constraint. In the described epipolar band, two types of cor-
respondences are used: feature-based and area-based. In the feature-based approach
all the features are extracted in both images. Subsequently, the best correspondence in
between the extracted features is determined. The area-based method depends on the
direct correlation of the gray-scale values. For previously discussed reasons, e.g. the
occlusion problem, a local feature-based approach is used. The primitives:a® 16

pixels in size.
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In order to determine the quality of a match, usually a correlation function along th
epipolar line is evaluated. Typical functions are the Sum-of-the-Absolute-Differenc
(SAD) in gray-scale values or the Sum-of-Squared-Differences (SSD). One of th
more time-consuming, but most suitable correlation measure for image processing
the normalized mean-free cross-correlation functicimf (Aschwanden, 1993). This
function is applied here. Due to the relevance for the camera calibration approach.
is introduced and discussed in more detail in Section 5.6.1.

The analysis of the stereo features is performed on all pixels within the region c
interest. This region is the whole image in the horizontal direction, and the centre
part in the vertical direction, skipping the region where the sky and the hood of the c:
are imaged. To reduce the computational load only disparities corresponding to 2
or more are considered. Additionally, once a correspondence has been establish
the disparities to be searched in the consecutive image, are limited to a range arot
the previously retrieved object distance.

Cluster Analysis and Object Formation

On the basis of a list of three-dimensional point locations, preliminary objects ar
formed. For the clustering, all points are considered except those on or below tt
ground. Here, a weak model of a flat road is used. All three-dimensional points b
low a certain height are disregarded. Note here, that beam reflections, e.g. on a v
road, are reconstructed below the road surface, and therefore omitted. Parsing the
of three-dimensional points, those with an Euclidean distance below a certain thres
old are connected. The obtained cluster connectivity is protocoled using a colorir
scheme known from Graph Theory. Investigation of the computational load, revea
a complexity ofO(n?) with n features in the list. This is not acceptable for real-time

applications. Applying some heuristics, e.g. that a feature at the far left part of on
image cannot correspond to one at the far right of the other, the complexity of th
algorithms remains. However, the numipeeduces to an acceptable level.

Constitutive for clusters are its dimensions (length, width, and height), represente
as a bounding box, and a center location. The center location is the result of averagi
all contributing three-dimensional point locations. Retrieving the object’s distance
the contributing points far away are weighted much less than the close ones, becal
in a vehicle following application the rear end of an object ahead is the focus ©
interest.

So far only methods operating on one image pair were discussed. However, in tl
course of driving, series of images are acquired. In general, the scene imaged i
consecutive frame is quite similar to the previous one. The own vehicle is usuall
displaced by some distance and surrounding vehicles moved according to their re
tive speed. A leading car is still close to the previous relative position with respec
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to the ego-vehicle. The difficulty of combining the data from consecutive frames is
a matching task and called the correspondence problem. It is closely related to the
problem of tracking objects in time. Here, the object matching from different frames
is achieved by demanding them to be close together in space. This is equivalent to
assuming only a slowly dynamic scene in the vehicle’s surrounding.

Clusters determined in a single image pair constitute a raw object. If such a raw
object is geometrically confirmed by objects located nearby in subsequent frames, it
becomes an object. This avoids actions in the control of the vehicle on the basis of
suddenly appearing objects. To increase the precision of the measured object center,
the symmetry of the object in the image is evaluated. The combination of the bound-
ing box and the cluster center is then tracked further with a Kalman filter (Kalman,
1960). However, the object dimensions are not subject to filtering. The usage of
the Kalman filter allows for predictions into the future. This extrapolation is very
important in situations of a temporary loss of an image.

Applying this rather simple object formation approach, leads to merging of objects,
e.g. if they drive close to each other. Later on, these objects may be split again. This
merging and splitting is detected by comparing the data of the previous frame and
detecting overlaps. This all happens again on the basis of small interframe changes.
In addition to that, a very simple object model restraining the maximum width is used.
The bounding box of an extra large object is split upon exceeding the threshold.

The methods introduced above proved to be reliable under all reasonable condi-
tions. Experiments included fog, rain, and snow, in day- and nighttime. The obstacle
detection quality was evaluated empirically. No situations were encountered where
the systems missed a nearby located object. However, few objects were detected
where there were not any. The emission of a car ahead on a cold day forms a white
cloud in front of the ego-vehicle. Before evaporating, the systems detects the cloud
and confirms an object. Since it is hardly distinguishable from a human, wearing a
white shirt standing in front of the car, there are almost no measures to discard such
object detections.

2.3 Statement of the Problem

Computer based applications in cars, used in everyday traffic, need to be as failsafe
and reliable as possible. Stereo-camera systems provide within their images a man-
ifold source of information about an observed scene. However, the reconstruction
methods must be sophisticated and operate on data with the least possible errors in
extraction. If the data for the subsequent processing on a higher, more abstract level is
ambiguous the decisions based upon it might be faulty as well. This is not acceptable.
Even though a very high level of reliability has been reached by the application of

elaborate methods, two cases remain where progress is achievable:
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Figure 2.4: A Multiple Matching Hypotheses Situation: An image pair exhibiting a multiple
matching hypotheses situation. The features of the pillar marked in the left image ar
found in the right image several times. Choosing the wrong match leads to a wron
environment representation. A feature matching with distance information are show
in Fig. 2.5

e In general, more local matching approaches are faster and a result is more like
to be obtained. Due to the inherent susceptibility of the local approach to repe
itive patterns, the result needs to be verified. Fig. 2.4 exhibits such a case.
feature located on a pillar of the guardrail in the left image is matched to eac
of the pillars in the right image. Due to the similarity of the features, the corre-
lation results are close to equal in height and the choice is almost random. Tt
result of the correlation is shown in Fig. 2.5. The distribution of the points anc
distances is such that an object is formed.&tr3. Considering that the hood
of the car ends about 2 m in front of the cameras, the object is right ahead «
the car, and the brake will be applied.

e Due to external circumstances, the image of one camera might be lost ter
porarily or even long-termed. A temporary loss is shown in Fig. 2.6. The
windshield wiper passes the camera and obstructs most of the view onto tt
scene. The Kalman filter approach with its predictive capability provides al-
ready some stability in such a case, but with additional supporting data it i
enhanced further. In the case of a long-termed loss of an image, e.g. due
an electronic failure of a camera, a reliable system should provide a fall-bac
layer to cope with the occurrence. The fall-back layer inhibits a sudden loss ¢
functionality and provides additional time for the driver to take over the control
again.
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Figure 2.5: Distances in a Multiple Matching Hypotheses Situation: A feature of a pillar in the
left image was correlated to the right image (see Fig. 2.4). The result is shown in this
image. For the extracted primitive multiple matches are obtained. The distances are
such that the points are combined to an object with a distanc® of 2The comparison
of this distance with the distance a human estimates form the original images, already
reveals the error. Since the hood of the car is about 2 m long, the retrieved distance
constitutes an object right in front of the car.

Figure 2.6: Temporary Loss of an Image: Due to the windshield wiper passing a camera, an
image frame is lost for processing.
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In the introduction to the basics of stereo vision (see Section 2.1), the two situ:
tions mentioned above are already named as problematic. The third source of er
in that listing is that reflections create ambiguous object structures. In detailing th
image processing procedure (see Section 2.2.3), two common solution strategies
errors due to reflections are mentioned. The first is to exclude known reflective imag
regions from processing. The second one is, that objects created by a previously
known reflective surface are discarded, usually by the application of some héliristic
Still, reflections on the back window of a leading car might interfere with the scent
recovery and create false measurements, that are very hard to distinguish.

For humans, with their model-supported environment perception, it is easy to di
tect the reflections. Humans judging the smoothness of a surface use the reflectic
in it to do so. But why are reflections so demanding on image processing algorithm:
The simple answer is: The reflections do contain information of the same nature! Tt
usual perception that this information is erroneous is rather related to an inapprop
ate underlying modeling in the image processing than to a true faulty nature of tf
reflective information.

To obtain a sufficient field of view right in front of the car lenses with a rather short
focal length are used. A side-effect of that is, that in the lower part of the image th
hood of the car is visible (see Fig. 1.2). The hood of the car is a free-formed surfac
and was not designed with the intent to use it in an optical system. Still, the reflectior
form an image of the scene as if recorded by a virtual camera. Already implied in thi
virtual camera notion is that this virtual view and the direct view satisfy the very
basic necessity of stereo-image processing, i.e. the views of the cameras onto
same scene must be from different angles.

After these preliminary remarks, the problem statement of this thesis is as follow:

The fundamental task of this thesis is to retrieve the information con-
tained in free-formed surface reflections such that an image processing
application is able to evaluate them. To do so, a general investigation
into the optical properties of free-formed surfaces is necessary. An im-
age processing application is only able to incorporate the information if
the general geometry of the mapping is retrieved. Based on these results,
a specific algorithmic solution is obtained to incorporate the information
into the vehicle-following application.

2The two methods mentioned refer to the exclusion of the image region of the hood of the car fror
processing and discarding recovered objects below the assumed flat road, which are due reflections ¢
wet road.



20 Chapter 2: Statement and Analysis of the Problem

2.4 Processes and Models

In order to achieve a better understanding of the posed problem, the involved basic
physical processes and optical models are briefly discussed. To conclude this section,
some general remarks about the perspective projection and reconstruction are made.

2.4.1 Physical Processes
Two kinds of reflections are distinguishable from a physical point of view:

e Specular reflection: this component is a surface phenomenon. It is described
by Huygens' principle (1690). A wavefront is a plane of equal phase and any
point on a primary wavefront is the origin of a spherical secondary wavefront.
Their superposition, i.e. constructing the envelope of the elementary wave-
fronts, describes the primary wavefront at a later point in time. If one of these
wavefronts intersects with a surface, a part of it, depending on the reflection
coefficient, is reflected. This is represented by the amplitude (the radius) of
the developing secondary spherical wavefront. Regarding the time-wise evolu-
tion of a wavefront, incident by an angle onto a surface, and constructing the
evolving secondary wavefront the superposition of the waves leads to the law
of reflection: The angle of incident equals the angle of reflection. Moving from
wavefront optics to geometric optics of rays the normal vector of the plane of
equal phase is taken as the direction of the ray and bundles of parallel rays are
examined.

¢ Diffuse reflection: this component is due to the fact that part of the radia-
tion that is not reflected enters into the body. There, multiple reflections and
scattering occur, before part of that radiation leaves the body again in a wide
range of angles around the normal vector to the surface. This results in a dull
surface. Most of the times it is assumed that the diffuse reflection component
obeys Lambert’s Law (1760), i.e. the diffuse reflected intensity is equal under
all angles of emission.

These mechanisms apply under the assumption of an idealized bordering surface be-
tween the medias. Under real conditions the surfaces are rough. However, the induced
changes in the diffuse component are smaller than in the specular one. On a rough
surface, the specular component is not reflected into the direction of the idealized an-
gle of reflection but into a range of angles around it. However, except for very rough
surfaces, this range is very small (Torrance & Sparrow, 1967). In addition to that, the
diffuse reflection component reduces the specular intensity.
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Figure 2.7: Formation of a Virtual Camera by a Planar Mirror.

2.4.2 Optical Models
The optical models are separable into two general cases as well:

e Perspective projection:this is the classical pinhole model. In it, two points on
aline parallel to the optical axis are projected onto two points in the image. Thi:
model applies to most cameras and is implemented by different combinatior
of lenses and mirrors.

e Orthographic projection: this is the projection of object locations parallel to
the optical axis onto the image plane. The orthographic camera is implemente
either by a tele-centric lens, a pinhole aperture at the focal point between tt
lens and the image plane, an adjustable zoom-lens, or a relay-lens in additi
to the others lenses involved. Above that, the usage of a relay-lens reduc
coma and astigmatism. The field of view of an orthographic camera is ven
small and its irradiance too. However, one of its application will be discussec
in Chapter 3: a camera with an omnidirectional field of view.

These are the two rudimentary models describing a camera. Usually, cameras cc
posed solely of lenses are referred talegptric systems, while those only containing
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Figure 2.8: A Curved Surface in General Does Not Create a Virtual Camera.

mirrors are callegatoptric In the approach of this thesis, optical systems with lenses
and mirrors are examined. For those, the naatadioptricsystems is used in liter-
ature. Fig. 2.7 and 2.8 show the schematics of such systems. In Fig. 2.7 the ray
propagation of a specular reflection on a planar mirror is shown. Obviously, three
regions form. In two of them, the objects are only imaged in direct view, whereas in
the third one a direct and a reflected view of the object is obtained. Similarly to other
two-dimensional mappings of the three-dimensional space, geometric information is
lost which must be recovered by triangulation. In this case, all the rays, originating
from the camera, reflected on the planar mirror intersect at a singular point. This point
is the location of a virtual camera sharing the same view. Fig. 2.8 shows the ray prop-
agation in the case of a reflection on a surface with constant curvature. In contrast to
the planar case, only two regions form. One of direct sight and an extended region of
reflective and direct sight. However, the reflected rays do not intersect anymore. This
implies, that in general an optical system containing curved mirrors does not retain a
singular viewpoint. Hence, it is not a classical virtual camera.

2.4.3 Perspective Projection

To display an image, different back-projections of the acquired data are applicable.
The one related to the human eye, and therefore often applied in computer-vision



Chapter 2.5: Conclusions 23

algorithms, is the so called perspective projection. In it, the data is back-projected tc
plane. If the ray propagation is undistorted a so called perspectively correct projectic
is performed. It retains lines, sections of lines and angles, e.g. equal sections of lin
at different distances are reduced in length according to the distance. Undistort
ray propagation refers in this case to a back-projection with a mathematical poi
projection center, the so called singular viewpoint of the system.

If the data is projected onto a cylindrical surface, a panoramic view with angle
larger than 189is produced. However, for the human eye the image exhibits distor:
tions, because lines are not mapped to lines and angles are changed. Like a pls
surface, a cylinder has no intrinsic curvature. However, the three-dimensional proje
tion on an extrinsically curved surface distorts the image.

Projections onto other geometric shapes, e.g. spheres, with an intrinsic curvatt
are not suitable because the image is acquired with a planar retina.

2.5 Conclusions

To conclude this chapter, the required and some desired solution properties are sta
The application to develop serves as a verification stage in multiple matching hy
potheses situations or as a fall-back layer in the case of a camera failure. The curr
system runs in video real-time, i.e. a cycle time of 80 ms per frame. Considering tf
large amount of information to be processed, the algorithmic approach for the ver
fication step needs to be very fast. In the fall-back case, the information acquired
the reflection replaces the second image and its processing. Apart from deciding t
the second image is not available, the respective time slot is fully available for th
reconstruction and the evaluation of the reflection image.

Another requirement is that the reconstructed image must be dense. This is d
to the fact that the sparse data together with the image background color introduc
additional structure to the image. In the case of a sparse distribution, either an u
equivocal resolution is obtained using inverse ray-tracing methods, or interpolatic
schemes must be applied. However, interpolation schemes are very time consum
and not the way to go on ordinary processing units.

In order to apply the already highly sophisticated and tuned image processing ¢
gorithms of the existing system, it is desirable to reconstruct a perspectively corre
image. This pinhole projection is the underlying model of the existing application
However, as indicated above, a reflection image on a curved surface must not retai
singular viewpoint. Does the specific combination of the hood as a reflective surfac
and a perspective camera yield a singular viewpoint? Or is there at least a distributi
of viewpoints allowing a pinhole reconstruction with reasonable errors? These a
guestions to answer in the course of this thesis.



CHAPTER 3

Related Work

In this chapter related work in literature with respect to the given task is reviewed.
The objective of this thesis, detailed in Section 2.3, is to increase the robustness of
a stereo-vision system. This is intended to be done with the information contained
in the reflections in a rigidly mounted free-formed specular surface. Therefore, other
means of improving the reliability, such as the development and implementation of
feature matching algorithms, are not considered here. An extensive review of exist-
ing image-processing algorithms is found in Gehrig (2000). Due to the relevancy of
the tasks, related work with regard to camera calibration and surface geometry recon-
struction is introduced in the respective chapters (see Section 5.2 and Section 6.2).

The exploitation of the reflection images provides a third respectively fourth image
for processing. Hence, the given review starts with publicationg-onular sys-
tems. In the second section, the state of the art with respect to lens-mirror systems is
presented. After that, the basics of reflections and their incorporation into computer-
vision systems is examined. Finally, image display approaches are regarded to see
whether a suitable technique of treating warped images is available.

3.1 n-ocular Systems

As discussed in Section 2.1, a problem of stereo vision is the robust local feature
matching in the presence of repetitive patterns. One solution to this problem is the
usage of additional images, acquired from different points of view. To use the infor-
mation the usual feature matching algorithms must be extended to cope with three
or more images. A publication relating to this is Okutomi & Kanade (1993). There,
an algorithm for the processing ofimages with different camera distances along
the same baseline is developed. It is based on the Sum-of-Squared-Difference (SSD)
matching algorithm. This operator is applied to each image pair. The results are rep-
resented in inverse distance rather than in disparity. This new sum operator SSSD-in-
inverse-distance exhibits, even for repetitive patterns, a unique solution at the correct
distance. This is related to the representation in inverse distance. Comparing the
matching results of different pairs, the wrong matches move inverse to the baseline

24
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distance while the correct matching location is invariant. Adding the results yields
peak at the object location while the other incorrect matches level out.

Kanade et al. (1995) built on the basis of the SSSD-in-inverse-distance operat
a systems which is able to process six images in real-time. The computational lo
for this is high: the system evaluates 30 images per second, i.e. 30 million gixels
disparity measurements per second. The disparity search range in the applicatior
60 pixels and the result is a 256240 pixel depth map.

If the cameras are not distributed along a line, another property can be invoke
Image processing, based on two cameras arranged along a horizontal line, is not a
to determine the distance of horizontal edge features. The same holds true for vertit
lines in a vertical camera arrangement. However, if the cameras are e.g. arrangec
the corner points of an isosceles triangle the horizontal as well as the vertical fe
tures are exploitable (Stewart, 1989). The TLMA (Trinocular Local Matching Al-
gorithm) considers the three images simultaneously and it does not require a mat
to be present in all of them. The final processing stage is an area-based consistel
check to verify the matches. The computational time is only increased insignificantl
compared to the two-image matching but the results are more reliable. The depth m
is denser and the susceptibility to repetitive patterns is decreased but not eliminate

Hanson et al. (1988) present a similar approach. However, the cameras are arran
freely. In order to speed up the computation the number of epipolar intersection
retrievable in the three images, is reduced. This is done first by rectifying the image
It simplifies the hypotheses formation in the matching stage. After validating the
acquired triplets on the basis of a disparity-gradient method a robust result is obtaine

A trinocular vision application with freely arranged cameras is presented b
Williamson & Thorpe (1998). They use an ’'L-shaped arrangement of the cam
eras, similar to Stewart (1989). However, the camera position are not restricted
an isosceles triangle. The free 'L'-arrangement still gives different epipolar direc
tions in the camera pairs. The horizontal stereo camera system allows the detect
of vertical edges while the vertical system provides the horizontal ones. The con
parison of the extremum location in the disparity - matching-error graphs and th
respective confidence level of the matches determine whether the pixel belongs t
vertical or a horizontal surface. False positives are rejected by a simple confiden
measure. With this approach, they are able to reliably detect small object at a lor
range in a vehicle-specific environment.

Another method to evaluate the information contained in three images, is to tran
form the images into a parameter space. Shen & Paillou (1995a) and Shen & Paill
(1995b) use the Hough transformation (see Section 5.6.1) to do so. Apart from t
reduction in the computational load, this allows a completely parallel matching pro
cess in all three images. In addition, it does not require an a-priori-similarity in the
images, i.e. very different angles of view are allowed. The results with regard to fals
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matches and even in the case of partially obstructed objects the recovery process is
satisfying.

To conclude the review of multi-baseline image processing the publication of Bor-
tolozzi & Dubuisson (1991) is discussed. The depth recovery there, is based on a
segment extraction and matching. After determining points of interest by a Deriche
filter, the points are approximated with polygons. Due to noise and errors in segment
extraction a verification step is necessary. In it, collinear and almost collinear seg-
ments are merged, and parallel segments with a distance lower than a set threshold
are discarded except for the longest segment. Segments sharing a common region are
transformed to a single segment. After this preprocessing, segments are matched in
two images and a projection of the reconstructed segment into the third image is com-
pared with the respective, extracted segment there. If the correlation is sufficient the
segment is accepted. The computation time is satisfying. This is due to the possible
parallel processing of the segment extraction and verification stage for each image.
The subsequent processing is on a higher, more abstract, and less time-consuming
level. However, the approach is susceptible to obstructed views which result in very
different segment lengths in the images and a subsequent discarding of the match.

3.2 Catadioptric Systems

In this section lens-mirror systems in different distinctions are the focus of interest.
An application of a single camera with a mirror system, which suggests itself, is the
formation of a stereo-vision system. More general setups are discussed in the second
passage. Catadioptric systems with a very large field of view are the topic in the
third paragraph. Remarks about the calibration of catadioptric systems conclude this
section.

3.2.1 Stereo using one Camera

There are different approaches to implement a stereo-vision system. The most obvi-
ous is to use two physical cameras. As already discussed in Chapter 2, these either
require an adjustment effort to ensure a standard stereo geometry or a calibration
method to determine the system parameters. Even if the cameras are set up in the
standard stereo geometry the calibration might be necessary due to different intrinsic
parameter sets of the two cameras.

To reduce these difficulties different measures are taken. Most of them aim at using
only one physical camera. This implies only one set of intrinsic parameters and there-
fore truly equivalent cameras in the stereo system produced by mirrors. However, in
these systems the mirrors require the adjustment to guarantee the intended setup. One
of these approaches is described by Cafforio & Rocca (1986). In it, both images are
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reflected on a mirror, i.e. the system is based on two virtual cameras. Another sy
tem, requiring four mirrors, is presented in Inaba et al. (1993). In this distinction
the mirrors are movable. This provides a zooming, a yawing and a focusing abilit)
In addition, the image processing allows motion-tracking and stereo-matching. Wit
this system a three-dimensional trajectory of an object is tracked in real-time.

Goshtasby & Gruver (1993) use only two mirrors and a single camera, but th
field of view of the mirrors and therefore the virtual camera locations are behind th
physical camera. The positioning of the mirrors in this application is not as critica
as in those mentioned above. This is due to the description of a supplementary re
tification algorithm that restores the parallelity of the optical axes. Still a specific
geometric setup is required.

This special geometry is not necessary anymore in Gluckman & Nayar (1998b), r
spectively Gluckman & Nayar (1999). The only restriction there is, that the respectiv
orientations of the two mirrors are within a plane. Subsequently, the location of th
virtual camera is determined by the reflection of the aperture and the knowledge
the cameras’ principle points. The epipolar lines are confined to planes which reduc
the traditional seven stereo parameters to six.

In Gluckman & Nayar (2000) the problem is addressed from a different side. Th
task is a rectified stereo image-pair in a single camera with a predefined virtual bas
line. On this basis the number of planar mirrors, their location and the size of th
sensor are determined. It is obvious, that an odd number of mirrors will result in-
mirrored image of the scene. Gluckman derives this approach mathematically, b
disregards the treatment of rotational differences in the images.

Other stereo-vision approaches use curved mirror surfaces to increase the field
view. In order to simplify the mathematical description, orthographic cameras ar
used. One of the first applications is Nayar et al. (1998). Nayar uses two specul
spheres, i.e. surfaces with a constant non-zero curvature. The calibration is a ve
challenging task and a rigid camera mounting relative to the spheres is necesse
The aim of the publication is to show, that it is possible to perform a vision-base
object recognition with curved mirrors. With the knowledge of the radii and the rel-
ative position of the camera the normal vector on the spheres and subsequently
directions of reflection are determined. This is the basis for retrieving a direction i
space of the object. Due to the quantization of the image an uncertainty is introduc
to the determination of the direction. However, this is not a restriction in this specie
case. It holds true not only for reflective images but for computer vision with quan
tized retinas in general. The spherical approach reveals other problems. The re
reflected on the sphere cannot be traced back to a point. This prohibits a perspect
reconstruction. However, due to the rigid mounting and the calibration, the geometr
parameters can be determined and that accounts for the feasibility.
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Nene & Nayar (1998) examine four different systems, with planar, parabolic, el-
liptical, and hyperbolic mirrors. The task is to calculate a correct depth map by using
a system containing mirrors with variable non-zero curvature. The derived classes of
mirrors and cameras are discussed in more detail in Section 3.2.2.

To round up the possibilities for stereo image processing with a single camera, a
bi-prism approach from Lee et al. (1999) must be mentioned. The system enables a
simple calibration and results in two coplanar images with parallel baselines, i.e. the
images are rectified to the standard stereo geometry. Due to the usage of the same
camera twice there are no differences in intrinsic parameters and object intensities.
The angle of view of the system depends on the prism amgl€he problem in the
approach however is to obtain a sufficient baseline distance of the virtual cameras.
For a prism angle ofc = 12.4° the baseline distance is only.88nm in that specific
setup.

A very different kind of stereo system using one camera is presented in Pajdla
(2002). It deals with stereo vision on the basis of oblique cameras. An oblique
camera is a generalized model of a camera. The rays that map the observed scene to
the image plane must not all intersect at one point in this camera model. This makes it
a non-central camera model. The only restriction in order to perform a stereo-vision
matching is that each object point is only imaged once. Considering the non-classical
and non-central property of the free-formed surface imaging system this publication
is of interest. Pajdla (2002) derives in the mathematical model the feasibility of such
a stereo-vision approach. The central projection assumption is not constitutive for
a scene reconstruction. However, the implementation of his non-classical and non-
central camera is the rotation of a tele-centric lens and conic mirror on a ring. This is
still a closed-form geometry.

3.2.2 Image Formation

Catadioptric systems have long been used in astronomical instrumentation. They are
still developed further there. Beach (1999) introduced a new optical system with
almost zero-valued spherical mirrors for classical Seidel-aberratiditgs property
is implemented for a relatively small aperture @/ f), an opening angle of more
than three radians, a retina with abouf pixels, 600 nm bandwidth (visible light to
the near infrared), and without vignetting. The shutter speed is increased such that
opening diameters of more than 1 m are achievable. However, only one spherical
mirror is of that size while the other optical elements are smaller.

Another enhancement of an astronomical instrumentation is described by Rogers

1The classical Seidel-aberrations are the five mapping imperfections of the third order: spherical aber-
ration, coma, astigmatism, warped image field and distortion. These phenomena were first examined in
detail by Ludwig von Seidel (1821-1896) in the mid 19th century.
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image plane

mirror surface

virtual viewpoint

Figure 3.1: Formation of a Virtual Viewpoint: For a perspective reconstruction a singular reg
or virtual viewpoint is necessary. Here, an orthographic projection with a parabolic
mirror surface was assumed, i.e. the surface is rotational paraboloid.

(1999). It is a coaxial optical system, consisting of a Cassegrain telescope with
movable primary mirror and a catadioptric connection. The system operates in t
visible, the near infrared, and the millimeter waveband. The task is to implement
system that exhibits all over the stated wavebands two field of views: a wide ang
and a tele-lens. The geometric setup is such that the movable optical parts are |
used in the tele-lens application, in order to avoid dynamic misadjustments.

Meanwhile catadioptric systems are used for manifold applications in compute
vision. Amongst them are area surveillance and robot guidance. An overview to th
aspect is given in Nayar et al. (1998). Most of the systems aim to provide a singul:
viewpoint of the entire system. This is known as @Biagle-Viewpoint-Constraint
Neglecting this requirement implies the impossibility of a correct perspective imag
reconstruction. Even parts of the image are only reconstructible to a pinhole-came
view if all the rays originate from a single point or seem to do so (see Fig. 3.1). It i
important to note that for a singular viewpoint, the position as well as the focal lengt
of the virtual replacement camera is arbitrarily chosen. Otherwise, the knowledge
depth information is necessary to achieve a correct reconstruction.

Nayar & Baker (1997), Baker & Nayar (1998), and Baker & Nayar (1999) exten-
sively deal with such catadioptric systems. They conclude that only rotational coni
sections and a plane retain a single viewpoint. In the course of the investigatic
certain assignments of projective methods to the conic sections are developed. T
simpler configuration, with regard to calibration and mathematical description, is th
orthographic projection with the paraboloid surface. As long as the image plane
perpendicular to the axis of symmetry of the paraboloid, the system is invariant t
translations of the image plane to the mirror surface. The hyperboloidal mirror i
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assigned to the perspective projection. However, the aperture of the camera must be
located at the second focal point of the hyperboloid. In addition to that, the optical
axis of the camera and the axis of symmetry must be superimposed. This causes a
very demanding adjustment effort. For a planar mirror all projections are applicable.
The demand for adjustment is low, but the field of view too. The equations for con-
struction of the systems are derived and blur regions are numerically determined. The
resolution of the entire system and the defocusing, due to the finite size of the lens
aperture and the mirror curvature, are examined.

In a further development of the systems reviewed above, Nayar & Peri (1999) con-
sider the minimizations of mirror parts by folding the system. Folding refers to the
combination of several planar or warped mirrors, such that the single viewpoint is
retained but the geometric size of the system is reduced. The authors restrict their
examination to such systems where the axis of the respective components are super-
imposed. All of the systems in general image a hemisphere with an exclusion cone in
which the physical camera is located. The mapping of the hemisphere onto a plane
always introduces distortions and the describing transformation is always non-affine.

To eliminate the exclusion cone, Chahl & Srinivasan (1997) develop systems con-
taining multiple curved mirrors. However, the acquired data can only be reconstructed
on a cylindrical surface, i.e. as a panoramic image. This is due to the distribution of
the viewpoints along an axis. In a previous discussion Chahl & Srinivasan (1997)
derive the mirror classes retaining a singular viewpoint by analyzing a differential
equation. The results are again conic sections and the plane. Subsequently, the conic
sections are compared to polynomial surfaces of higher order. The results are equiva-
lent to Nayar & Baker (1997). An interesting idea for the back-projection procedure
is introduced in this publication. The back-projection for rotational surfaces is imple-
mented on a hardware-basis by a retina exhibiting a concentric circular quantization
instead of a linear one. Then, the successive read-out of the circularly distributed
pixels performs the reconstruction task.

Another idea for the automated reconstruction is introduced by Hicks & Bajcsy
(1999). Instead of designing a new retina, a mirror is designed such that the view
onto it retains the geometry of a plane perpendicular to its symmetry axis. In addi-
tion, a large field of view is demanded. If these mirrors are used with conventional
imaging systems, the surfaces act as an image forming sensor, providing undistorted
images which do not require further processing. The surfaces are derived by solv-
ing a differential equation of the surface geometry function. Using an orthographic
projection not only simplifies the differential equation but it provides, as mentioned
above, a translational invariance of the mirror to the camera. This is important for
the adjustment of the system. Here, the orthographic projection is approximated by
a tele-centric lens. To prove the functionality a chess-grid is imaged (see Fig. 3.2).
In principle, it is possible to construct a mirror that images the chess-grid, except for
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.-_
Figure 3.2: Automatic Rectification of a Plane by a Mirror: In the left image the setup is
shown. The ground plane is imaged by a camera, placed in the middle of the ches

grid, looking upwards into a specially formed mirror. The right image shows the view
of the camera into the mirror. The images are taken from Hicks & Bajcsy (1999).

scaling, without distortions. However, the rectification only works for a single plane
All other planes, even parallel ones, are imaged with distortions.

3.2.3 Omnidirectional Vision Systems

Omnidirectional systems are special cameras or setups that allow views into all c
rections. Among these, special panoramic sensors with a field of view larger the
180 are distinguished. Considering the geometry, it is obvious that fields of view
larger than 18D cannot be reconstructed on a plane, due to its required infinite size
To completely display such an image, only panoramic projections are feasible. Hov
ever, these do not conserve lines and angles. Usually, the projection is applied tc
cylindrical surface, virtually placed such that the axis of the cylinder and the symme
try axis of the mirror or the optical axis of the fish-eye lens coincide. The cylindrical
surface has the advantage that it does not exhibit an intrinsic curvature. Therefore
can be cut and rolled out on a plane, e.g. displayed as an image on a screen, with
additional distortions. With respect to the Single-Viewpoint-Constraint the remark
made in Section 3.2.2 apply here as well.

The very first approaches to extreme wide-angle cameras were so called fish-€
lenses. Miyamoto (1964) constructed a lens with a field of view of 18®wever,
the image exhibits large distortions, due to the inability of projecting a hemispher
onto a plane without error. The distortions are larger at the border of the lens. Ide:
to correct these imperfections are given. The fish-eye lenses known before exhibit
large lateral chromatic aberrations to such a degree that images can only be tal
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with a color filter. By introducing a doublet, i.e. a positive flint glass and a negative
crown glas$, in front of the pupil the color error is corrected. Fish-eye lenses retain
a physical relationship between the object and the image location (Oh & Hall, 1987).
The previous studies with regard to the linear relationship of the zenith angle and the
radial location of the object show two general properties of omnidirectional sensors:

1. Invariance of the azimuth angle: The object and the image are to be found at
the same azimuth angle.

2. The relationship of the zenith angle and the radial distance of the image location
from the principle point is linear.

Both of them are very helpful for the image reconstruction.

The first developments of wide-angle mirror systems, e.g. described by Yamazawa
et al. (1993) in the COPIS (COnic Projection Image Sensor) project, use a conic mir-
ror geometry. However, cones exhibit very large errors due to the location of the
retained viewpoint on the tip of the cone. Subsequently, Yamazawa et al. (1993) ex-
amines hyperbolic mirrors in the HyperOmniVision-System, but notes the unisotropic
properties. The spherical but correctable and the astigmatic errors are investigated as
well.

Further developments were published by the working group of Shree K. Nayar at
the University of Columbia. Based on the image formation publications (see Sec-
tion 3.2.2) Nayar (1997a), Nayar (1997b), and Nayar (1997c) develop different kinds
of omnidirectional mirror-based cameras. Subsequently, Peri & Nayar (1997) imple-
ment the reconstruction software for these systems on a personal computer. With it,
an omnidirectional, panoramic, and perspective reconstruction at 30 Hz is achievable.

Gluckman et al. (1998) used the Nayar systems for image-processing tasks, such
as a stereo application. The stereo system consists of two orthographic cameras and
two rotational paraboloids, mounted vertically above each other, with coinciding op-
tical axes. In this arrangement the upper camera is located in the exclusion cone of
the lower one, to minimize the obstructed space. This ensures parallel epipolar lines,
allowing for real-time implementation. Panoramic images are created on cylindrical
surfaces. To enhance the images a bi-linear gray-value interpolation is applied. The
baseline length of the two virtual cameras is the distance of the singular viewpoints.
To derive the baseline length which optimizes the depth resolution for a given ap-
plication, is a remaining task for research. Another application is the representation
of optical flow in omnidirectional systems (Gluckman & Nayar, 1998a). Traditional
cameras suffer from a noise sensitivity and a subsequent inaccurate flow determina-
tion if the direction of ego-motion is not visible in the image. In an omnidirectional

2Flint and crown are two sorts of glass, different in the diffraction index and the dispersion, which are
combined to correct for chromatic aberrations.
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Figure 3.3: Calibration Image of a Parabolic Omnivision Camera: According to Geyer &
Daniilidis (1999) a parabolic omnivision camera is calibrated by sets of parallels lines
In contrast to Geyer & Daniilidis (1999) the calibration targets are not dots but the
intersections of a checkerboard pattern, a superior method (see Section 5.2). The ime
was taken with a proprietary omnivision-camera set.

image, the center of motion is always visible. If the system retains a singular view
point, the flow vectors are projected onto a sphere. On the sphere the rotational a
translational motion components are easily distinguished, in contrast to a planar flc
representation.

Takeya et al. (1998) develop a folded system, consisting of two axial-symmetri
mirrors and a CCD-camera. In addition, a theoretical model, estimating the abe
rations of a two-mirror-system with arbitrary curvatures, is derived. The design o
the system is such that the aberrations after two reflections are minimized. The i
troduced system is compared to a conventional omnidirectional system based or
hyperboloidal mirror. For the hyperboloidal system the sagittal and meridional im
ages are further apart, leading to larger astigmatisms. The mirror design in Take
et al. (1998) however minimizes the distance of these images, allowing a focuse

mapping.

3.2.4 Calibration of Catadioptric Systems

The calibration of catadioptric systems is the topic of Geyer & Daniilidis (1999). The
main interest is on the paraboloid-orthographic camera combination. The approa
to determine the intrinsic parameters of the system shows that the projection of se
of parallel lines is sufficient to determine the parameters set (see Fig. 3.3). For t
method to work, the sets of lines must not be parallel nor the outer circle of th
parabolic image must be fully visible. Prior to that publication the intrinsic calibration
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was performed manually under the condition that the whole parabolic image is visible
in the image. The user had to determine the principle point of the system, i.e. the
intersection point of the axis of the rotational paraboloid with the image plane, and
the radius of the outer circle just based on the appearance.

The approach is based on the fact that lines are mapped to sections of circles in the
parabolic image. By determining the vanishing points of the parallel line set, i.e.
fitting circles to the images of the lines, two intersection points are obtained. Those
points represent the image of the vanishing point of the respective line set. The princi-
ple point of the system is located somewhere along the line connecting the two points.
This is a property of the system’s geometry. Evaluating a second set of parallel lines
yields another line connecting the two vanishing points of this set. The intersection
of the two connecting lines is the principle point of the system. With this knowledge
and the vanishing point locations the focal length of the parabola is determined. These
three parameters fully describe the mapping of the parabolic camera.

Geyer & Daniilidis (2001) provide an enhancement of the method reviewed above
for the parabolic camera case. The necessity of imaging at least two sets of parallel
lines is reduced to the requirement of imaging just two single lines. This is achieved
by extending the notion of the stereographic projection to the central catadioptric
projection. This creates a virtual projection sphere. Its equator is a line image which
contains the poinfcy,cy,2f), with (cy,cy) being the principle point location in the
image, and being the focal length of the system. The three-dimensional intersection
of two such virtual spheres determines the intrinsic parameter set. Geyer & Dani-
ilidis (2001) give a simple algorithm how this intersection point is obtained in the
case of a parabolic mirror system. This publication not only introduces a calibration
method but it explicitely states the analogies between the stereographic projection,
i.e. a central projection such as performed by an ordinary perspective camera, and the
catadioptric projection retaining a singular viewpoint.

Barreto & Araujo (2001) discuss a three-step calibration method for central cata-
dioptric camera. The first function is a linear mapping of the world onto an oriented
projective plane. The second one describes a non-linear transformation between two
such projective planes. The final analysis is a collineation in the plane. The whole
method is used to study the projection of lines by a catadioptric system. The results
are the descriptive intrinsic parameters of the system. However, the approach is not
restricted to a parabolic mirror but other systems retaining a singular viewpoint are
discussed as well.

Especially in catadioptric system, the mounting of the mirror is essential for the
precision of the whole system. In optical systems, the alignment should be a design
property rather than a topic of a subsequent system analysis. Tingstad (1991) de-
scribes a procedure with an aspheric mirror to align a two-mirror-subsystem relative
to a lens unit. This is being done to improve a weak design with a superior adjust-
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ment. To satisfy strict geometric requirements a catadioptric system has been ct
sen. For the alignment a Zygo interferometer with a working point at the wavelengt
A = 6328 nm of the He-Na laser is used. The measure for the system’s proficiency
that the aligned system should exhibit similar optical paths through the entrance pup
This results in a null interference pattern. The application of interference pattern i
laser tracking systems is used for high-precision coordinate determination (Zhuat
& Roth, 1995). They provide the possibility of continuous, non-invasive, and highly
precise measurements in a large working space. In addition, the publication des
with the modeling of errors, which is essential for the enhancement of such hig
precision applications. This is the topic of Tamura et al. (1994). There, a model d
scribing the systematic errors, based on the geometry of the system, is developed.
parameter values are estimated iteratively, to minimize a cost-function that describ
the deviation of the measurement error from the model.

Complex optical systems exhibit assembly and production errors. In a real systel
single components cannot be separated and calibrated individually. Therefore, an
direct and adaptive method for a simultaneous estimation of the variable parameters
the system must be derived (Kim & Cho, 2000). This publication not only presents
generalized projection model ofremirror system, but it introduces a learning-based
approach of recursively determining the parameter set. After building the mode
the constitutive parameters are extracted. These are the mirror positions, their o
entations, i.e. the normal vectors, the distortion parameters, the scaling factors, t
effective focal lengths, and the rotational and translational vectors. Depending on tl
mounting some or all of them are variable. The dependencies of the parameters
each other is usually unknown and non-linear. The solution to this complex prok
lem is achieved by the minimization of a criterion-function (energy-function) with a
steepest-gradient method. To do so, a Delta-learning function is used. The starti
point is the parameter vect@), containing the designed parameters. Subsequently
the gradientlE(©) of the actual error function is determined. The consecutive value
of @ is retrieved by a motion along the negative gradient of the error-surface. Wit
this learning procedure the positioning errors of the detected points are reduced
89% with respect to the use of the design parameters. However, only mirrors «
known, closed-form geometry are used: cones and planes.

3.3 Reflections

Reflections are examined under different points of view. One of the first publication
is Longuet-Higgins (1960). There, the reflection of light incident on a rough surfac
is investigated. The generated patterns move across the surface and the image pc
correspond to extrema and saddle-points of certain functions. An observer lookir
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onto a rough surface (e.g. the surface of a lake, roughened by the wind) sees images of
the light source at different locations. These observations are fiedular Points

The number of specular points changes: points are created and vanish again. It is
shown that the intensity in this blinking is very high, due to a partial focusing of
the light onto the observer. Water waves are irregular and random. The inclinations
of the wave tangents, if the waves are created by the wind, have an approximately
Gaussian distribution. The water surface is an infinite sum of extended waves of
different wavelengths and directions. The number of observable specular reflections
on an isotropic Gaussian surface depends quadratically on the distance and linearly
on the mean of the squared curvature. The number of light flashes in a time interval
is a function of the frequency-spectrum of the surface and the distance of the source
to the observer. It is shown that the blinking frequency depends, omitting a scaling
factor of the surface, only on two parameters: one is the source-observer distance and
the other is the wave type - static or dynamic.

Longuet-Higgins restricts himself to specular reflections. However, Torrance &
Sparrow (1967) analyze the directional distribution of the radiation flow of reflected
light on a rough surface. That model, based on geometric ray optics, describes the
surface as a sum of small arbitrarily distributed facet-like mirrors. It includes the ef-
fects of obstruction of the facettes by each other. The basic mechanism is the specular
reflection on those facettes and an additional diffuse component created by multiple
reflections and/or intrinsic scattering. The resulting angular distribution is in good
accordance with the experimental measurements on metal and non-metal surfaces.
In addition to that, it represents the non-specular maxima of the intensity distribu-
tion if the angle of incident is increased. Based on this reflection model Oren &
Nayar (1994a) and Oren & Nayar (1994b) develop a more comprehensive model. It
is shown that the surface roughness is constitutive for the deviation from Lambert's
Law (see Chapter 2). The deviation increases with significant and rising roughness
and the angle of incidence. The model is applicable to isotropic and anisotropic rough
surfaces with an arbitrary observer and light source position. Approaching the limit
of a smooth surface, it reduces itself again to Lambert’s Law.

All the publications reviewed so far dealt with the basic processes invoked in re-
flections. The following are more concerned with reflections in image processing. To
guarantee a robust localization of objects in image processing, reflective surfaces need
to be recognized as such. Otherwise, in the context of this thesis wrong locations in
space are determined. In single images the extraction of reflective surfaces is almost
impossible. However, in image sequences it is feasible. There are two approaches to
do so. The first one is associated with a moving camera and introduces the notion of
acaustic(Oren & Nayar, 1996). This one- to three-dimensional surface is the enve-
lope of the reflected rays created by the camera movement. Oren & Nayar (1996) use
image sequences recorded during a smooth, i.e. continously derivable, camera move-
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ment. In addition, it is assumed that the surfaces have a Gaussian curvature, i.e. tl
are neither planes nor parabolas. Evaluating the caustics of objects within the ima
yields a differentiating property. The caustic of a reflected object exhibits a differen
geometry than an object in direct view. Directly viewed objects usually have a poir
caustic, whereas reflected objects have elongated curve segments. The algorithr
able to do this for unknown objects and without the knowledge of supporting points
The second approach, so far rather neglected in literature, takes the object’s physi
properties, such as reflectivity, roughness, and material type into account. The proje
tion of a three-dimensional scene onto a two-dimensional image plane results in t
loss of a fundamental part of the information about the scene geometry. Geomet
properties are therefore not always useful for a robust object recognition. Determil
ing objects on the basis of the physical properties is only applicable if the propertie
are derivable from the image. The radiation density of a surface, i.e. the observable
tensity, is a product of the reflectivity and the illumination. Hence, these componen
are not separable regarding a single point. Neighboring points on a curved surfa
share the same illumination condition and usually possess similar normal vectol
Therefore, the intensity distribution allows the calculation of the reflection coeffi-
cient. Based on these facts, an algorithm is developed which is able to estimate t
reflectivity parameters of an image region relative to the image background. This
done in only two processing runs across the image data. In Nayar & Bolle (1996) th
image-invariant object parameter is used to locate an object in an intensity image.

As mentioned before, reflections are usually treated as sources of error. Bhat
Nayar (1995), respectively Bhat & Nayar (1998), treat the problem of a correct dept
recovery in the presence of specular reflections on rough surfaces. With a given low
limit in surface roughness an optimal stereo configuration is derived that maximize
the depth recovery precision. Matching operators, such as the Sum-of-Square
Differences (SSD), assume a correspondence, if the intensities in both images
identical for an object. Due to the possibly large difference in viewing angles, thi
assumption cannot be upheld anymore. Even using three cameras, verifying a ste
image pair with a third image, it happens that, due to reflections, a match is found |
the stereo image pair which does not correspond to a real match in all three imag
In addition, a real match determined in the stereo pair is removed by the failure of tt
verification in the third image. The algorithm introduced is able to cope with these
situations. Even in the presence of peak reflections (highlights) correct matches &
obtained, without any preprocessing of the three images. The approach is genere
applicable due to the lack of requiring a specific reflection model. However, the put
lications use the reflection model introduced by Torrance & Sparrow (1967) which i
reviewed above.
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3.4 Image Display

These publications are related to the topic of this thesis because there might be meth-
ods in the display of warped images relevant to the solution of the posed problem.
One such method where image distortions are used intentionally is the anamor-
photic technique in the corrective optics and in the arts. All optical systems with two
different values in the main optical sections are called anamorphotic. This is used to
correct astigmatic distortions if the error occurs only in one meridian. In projective
optics, e.g. in the movies, it is used to achieve a different image size on the screen
than available on the film. However, the reconstruction is only achieved if the film
is recorded using the respective lens counterpart. Anamorphotic displays have a long
history in the arts. There, methods were developed to paint an image on a warped
surface, e.g. the ceiling of a church, such that the observer sees an undistorted scene.
The step into the computer-vision age is performed by Lippmann (1980). The
introduction of theOptical Videodiskenlarged the possibilities in television. Image
manipulations and image processing merged (overlays etc.).

Virtual reality systems use three-dimensional computer graphics to model and ren-
der virtual environments in real-time. This usually requires extensive modeling and
specialized and expensive computer hardware. The reproduction quality and the im-
age detailing is limited by the real-time requirement. Chen (1995) presents a new
approach, using 36(panoramas to create a virtual environment representation. The
displayed image is distorted in real-time to simulate pans and tilts of the camera or
the observer. The approach is commercializeQiickTime VRan extension of Ap-
ple Computers digital multimedia framewo@uickTime To create the panoramic
views first a grid is determined where images with an ordinary camera are recorded.
These are stitched together in the application and existing gaps of information are
filled using interpolation routines. If a movement requires more than one panorama
the viewing directions are adapted manually.

Another system which does not depend on the explicit knowledge of the scene ge-
ometry is presented by McMillan & Bishop (1995). This image-based rendering is
able to produce highly sophisticated animations. It usePthaoptic Functior”,
introduced by Adelson & Bergen (1992), to deliver a precise problem definition for
image-based display paradigms, such as morphing or interpolation of viewing di-
rections. The Plenoptic Functio®’ is a parametric function describing everything
visible, in all desired wavelength bands, from a point of view in space. Subsequently,
it is the

Problem definition of image-based rendering systemsGiven are dis-
crete, complete or fragmented samples of the Plenoptic Fungtiohhe

task of image-based rendering is to derive a continuous representation of
the Plenoptic Functior” from that information.
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The presented system is based on sampling, reconstruction, and resampling of
Plenoptic FunctionZ?. In addition, a new algorithm for visible surfaces is intro-
duced. It contains a geometric invariant for the cylindrical projection, equivalent tc
the epipolar constraint in planar projections. Morphing is a common image manipt
lation method. Two images are the starting and the ending point in space and tirr
Hence, the images in between are a path through space and time. Considering tl
morphing becomes a partial reconstruction of the Plenoptic FuncomMorphing
usually uses additional information, such as a predefined optical flow. To represe
the plenoptic samples different methods are applicable. The spherical projection
difficult to use, due to its intrinsic curvature. Greene (1986) proposed a storage on t
six surfaces of a cube. However, this is not suitable with regard to the alignment ar
the registration of real images. In addition, the information is not evenly distributed
The density along the edges and in the corners is much higher. But the biggest prc
lem of Greene’s proposition is the representation of the optical flow across the edg
and corners. This becomes even worse, if the images are not only displayed but u:
for processing. Considering all this, cylindrical projections are used. The advantag
are, that they are displayable on a plane and there are no borders in the azimuthal
rection. This simplifies the correspondence searches necessary for the determinat
of the optical flow.

Catadioptric systems are used for further enhancements of projection optics. Tt
is mainly due to the lack of chromatic aberrations in mirror systems. One of thes
enhancements is the i-line projection technique for scanning systems (Otha, 199
However, due to its irrelevancy to the posed problem in this thesis, this shall not t
detailed any further.

3.5 Conclusions

In this chapter various publications are reviewed to see whether solutions for tf
problem given in this thesis are available. According to the desired strategies, i.
exploiting the information in a free-formed surface reflection, other methods to solv
multiple matching hypothesis situations, such as a new matching algorithms, are d
regarded.

In the context of stereoscopic image processing the reflections provide a third r
spectively fourth image. Therefore, algorithms based on multi-image processing a
examined. Usually, these depend on special geometries, such as a predefined rele
camera position or on rectifications of the images to the standard stereo geometry.

In general, the desire to rectify the image reflected on a free-formed surface
a pinhole view cannot be satisfied. To reconstruct a correct perspective image t
combination of the mirror and camera must retain a single viewpoint. Baker & Naya
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(1999) derive the classes of mirrors and the necessary types of cameras that obey the
constraint. The result is that only conic sections and planar mirrors in combination
with perspective and orthographic cameras have a single viewpoint.

One major field of mirror applications in computer vision is omnivision. The mir-
rors, usually members of the single-viewpoint classes, are designed such that the field
of view of the camera looking into it is enlarged up to 36@Vith the single view-
point, perspective and panoramic images are reconstructed and displayed or used for
further processing.

A review of the publications about the calibration of catadioptric systems shows
that even for the closed-formed geometries calibration is a necessity. A lot of effort
is put either into the adjustment and its measurement or in the determination of the
descriptive parameter set of the system. One must expect, that in the case of a free-
formed surface an application without a profound system calibration is not feasible.

Concerning the basics of reflections mostly surface roughness and its treatment are
of interest. In extension of that, regarding free-formed surfaces, the determination of
specular and diffuse surfaces as a source of error in image processing is a topic of
research. The aim is clearly the exclusion of the reflections.

Image display methods are concerned with mirrors in the projection systems and
warped surfaces as a display screen. However, with respect to the intended application
here, the results are not readily applicable.

Only two publication are closer related to the topic of this thesis: Pajdla (2002)
and Hicks & Bajcsy (1999). Pajdla (2002) introduces a non-central and non-classical
camera. The basis of it is a rotating combination of a tele-centric lens and a conic mir-
ror. He proves the feasibility of stereo vision with a generalized camera model. The
only application using a free-formed surface as an image-formation sensor is Hicks &
Bajcsy (1999). There, a mirror automatically rectifies the view of a predefined plane.
In order to do so, the mirror is especially designed.

The view onto a free-formed surface with an independently designed geometry,
and obviously without the intent of being used in an optical system, was so far never
considered. Hence, methods to extract the contained information are not existent
either. The examination of the free-formed mirror properties and the new methods to
use them appropriately are the contents of the consecutive chapters.
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Image and Information Reconstruction

In this chapter different solution approaches, considering the reviewed literatul
and the demands stated in Section 2.5, are investigated. First, some model assul
tions, relevant for the most of the thesis, are stated. In the second part, classi
reconstruction efforts are examined, amongst them ray-tracing methods and other i
age operations using different geometric foundations. Subsequently, thoughts ab
the retrieval of the contained information without an image reconstruction are pre
sented. Finally, common dependencies for most of the efforts are elaborated.

In order to develop the solution strategies, it is assumed that the geometric set
is known, i.e. the intrinsic and extrinsic camera parameters, the relative position
the camera to the surface, and the surface geometry itself with its normal vectors a
directions of reflection for each surface point. This data might either be retrieve
through calibration methods (discussed in Chapter 5 and 6) or known from othe
sources, such as the CAD design (illustrated in Appendix A).

4.1 Model Assumptions

In the course of this thesis, the theoretical suitability as well as the practical applic:
bility of free-formed surface mirrors are investigated. In order to do so, some assum
tions are made. Most of them hold true throughout the whole thesis while others on
apply to the theoretical part. In the experimental discussion in Chapter 8 the focus
on practicability.

Assumptions

1. The free-formed surface mirror is a specular reflector.

One distinguishes specular and diffuse components in reflection processes.
computer graphics or shape-from-shading techniques, the directional distribi
tion of the reflected radiation is dependent on the relative position of the carr
era, the surface, and the light-source. This distribution is described by a BRD
model (Bi-directional Reflectance Distribution Function). These functions are

41
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Figure 4.1: Restricted Object Location Space: Objects located in the hatched area cannot be
correctly retrieved. Therefore, it is assumed that no objects are found in this space.

more or less sophisticated and physically correct (see Torrance & Sparrow
(1967) or Oren & Nayar (1994b)), depending on the desired visual result. How-
ever, in this context the task is not modeling as such. Therefore, BRDFs are not
relevant. The smooth and shiny varnished hood of the car, one of the best var-
nished parts on the whole car (according to the varnishing laboratory), exhibits
a surface roughness at the scale of micrometers. Subsequently, the hood will
be treated as specular reflector. This is the basis for further investigations using
ray optics rather than wave optics.

This assumption will be reconsidered in the experimental section.

2. The camera is modeled as a perspective pinhole camera.

Due to the technical setup of the experimental car and the applied cameras, the
perspective mapping is given. In reality, based on the low irradiance of the
pinhole camera, lenses are used. However, these lenses introduce distortion in
the image which have to be corrected, based on a calibration. Orthographic
cameras are not in use in the intended application and therefore they are not
considered here.

3. There are no objects located between the camera and the reflective surface.

This problem is depicted in Fig. 4.1. If there are objects in this restricted space,
an approach such as Oren & Nayar (1996) must be applied. Oren & Nayar
(1996) conduct an analysis of the object’s cadstied distinguish direct view
objects and reflected view objects on that data basis. With regard to the intended
application, i.e. cameras mounted in a car, such an analysis is obsolete.

1The envelope of reflected rays produced by a relative sensor motion.
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4. The reconstruction effort is focused on the central, concave part of the hood.

Fig. 1.2 shows a reflected road scene. Obviously, at the convex side-parts t
distortion is at its maximum and the reconstruction is complex. With regard tc
the application, the direction of view in those parts is of no interest. Fig. A.1
through A.4 show CAD data representation of the front of the car and the cer
tral, concave part of the hood. There, the most interesting information is visibls
from the camera position in the traffic application. In addition to that, the cen-
tral part, shown in Fig. A.4, is a single CAD data patch and not segmented.

5. The configuration is static.

A static configuration refers to a constant geometric setup of the camera pos
tion relative to the surface and of the surface itself. With the application of ar
on-line camera calibration and an adaptive surface recovery, this restriction
abandoned.

This assumption will be reconsidered in the experimental section.

4.2 Image Reconstruction Strategies

It is desirable to reconstruct a pinhole image from the reflections in the hood of th
car. Apart from obtaining an image which is pleasant for the human eye, all th
ordinary, well-known algorithms of stereo computer-vision are applicable to evaluat
the scene. Recalling the reviewed literature with regard to this desire, only certa
classes of mirrors allow such a reconstruction. Still, in-image operations, based
different geometric considerations, are examined.

4.2.1 Reconstruction within the Image Plane

A possibility to reconstruct an image, is to record a known pattern and compare tt
reflection to the original. In Fig. 4.2 the simulated reflection of an upright checker
board wall in the hood is displayed. The distortion of the quadratic structure in th
lower part of the left image is plainly visible. A conceivable approach is a direct
search in the image for corresponding points in the direct and the reflected imag
The result is a two-dimensional field of translational vectors. This type of approac
is similar to a calibration. For stereo computer-vision it is essential to obtain view:
onto the same scene from different angles. This is necessary to supplement the |
information in the two-dimensional mapping of a three-dimensional scene of eac
camera. However, if the reflected image is reconstructed with this concept the nece
sary additional information is lost. The right image in Fig. 4.2 shows the perspectiv
of a camera placed underneath the hood. To the perspective of that camera, the ref
tion image needs to be reconstructed. However, neither the extrinsic nor the intrins
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Figure 4.2: Direct, Reflected, and Virtual View on a Checkerboard Wall: (Left) The view of a
camera onto a checkerboard wall, directly, and reflected in the hood. (Right) View of
the same checkerboard wall from a camera located 'inside’ the hood of the car.

parameters of this virtual camera are known. The application of other methods to de-
termine these parameters would solve the task and this two-dimensional image-based
procedure is obsolete. A merely image-based approach, without consideration of the
three-dimensional geometric setup in some way, cannot be appropriate.

4.2.2 Ray-tracing

Several methods in geometric optics depend on ray-tracing. Rays, originating from
a source in a certain direction, are traced. Along their given path they intersect with
objects in general and their surfaces in particular. Considering their structure, espe-
cially with regard to the optical properties such as the refraction and transmission
indices, and their geometry on a large and on a small scale, i.e. the relative position
of the surface to the ray and the surface roughness, the altered direction of the ray is
obtained. Usually, in ray optics, surface roughness and the related diffuse reflection
component, are not considered. In more sophisticated approaches the reduction of
intensity is taken into account. To obtain the altered ray direction methods such as
the law of reflection or Fermat's principle are applied. This procedure is continued
until the desired destination is reached, e.g. the intersection with an image plane of a
camera.

In the first of the following paragraphs, a more general ray-tracing method is pre-
sented, according to the historical conduct and development of this thesis. In the
second paragraph an advanced examination with a professional optical design tool is
introduced.
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Figure 4.3: A Simple Ray-Tracing Approach: a generic car front, consisting of boxes, cylinder
and a stretched cone, is modeled with POV-Ray (left). A simulation of the reflection of
test objects with the generic model (right).

General Approach

In this paragraph the first models on the basis of POV2Rag presented. To exam-
ine the rudimentary properties of the reflection of objects in the hood of the car,
simple car front model was generated and tested (see Fig. 4.3). The dimensions of
model and the road, and the relative position of the camera to the reflective surfa
are realistic. The test objects have a diameter of 10 cm. However, POV-Ray only a
proximates reflections on free-formed surfaces. Due to the necessity of a physica
correct solution, further POV-Ray simulations were not implemented.

Advanced Ray-Tracing Methods

A much more sophisticated ray-tracer for the professional simulation and design
optical systems is the Advanced System Analysis Program (ASAP) by Breault Re
search Organization Inc. This software offers the possibility to directly use CAD dat
to define free-formed surfaces. It traces the rays in a physically correct way, includir
the reflections on free-formed surfaces.

The reviewed literature alleges that only certain geometrically close-formed su
faces in combination with specific cameras retain a singular viewpoint. The singL
lar viewpoint enables a correct perspective reconstruction of the image. The existil
image-processing algorithms are dependent on a singular viewpoint. In order to apy

2POV-Ray (Persistence of Vision - Ray Tracer), is a registered trademark of POV-Ray Team, Australi
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Figure 4.4: Distribution of the Rays in the ASAP Simulation: In the left graph, the distribu-
tion of the 21 central rays in the image plane is shown. The right graph depicts the
distribution of the 18 additional rays around each central ray.

them, a singular viewpoint of the reconstruction image is desirable. To substantiate
the claim of the reviewed literature, an extensive simulation was conducted.

To perform the simulation an inverse ray-tracing approach is chosen. An inverse
ray-tracing process defines the destination and traces the origin of the rays. To calcu-
late this, the following setup is used. The central part of the hood, shown in Fig. A.4,
is introduced as a reflective surface, represented by its CAD data. The CAD coordi-
nate system is the center of the front axis of the car. Accordingly, this is the origin of
coordinate system in the simulation. All of the evaluation graphs use the same origin.
The SI-Standard is valid on the coordinate axes, if not stated otherwise. The camera
is a pinhole model with a focal length of¥mm, similar to the cameras used in the
car. The camera s placed at the relative position of the real cameras, off the symmetry
plane of the hood. For the simulation only the right camera of the stereo system is
considered. In the image plane of the camera 21 center rays are evenly distributed.
The distribution is shown in the left graph of Fig. 4.4. To form a bundle, around each
of these central rays 18 additional ray origins are placed. Six in a inner circle, and
12 in an outer one, such that the spanned cone fills the aperture. This distribution
is depicted in the right graph of Fig. 4.4. Starting from these 399 points, the rays
are traced through the focal point of the camera. Their intersection points with the
surface are determined.
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Figure 4.5: Topview on the Rays Traced in ASAP: The camera is on the right side, wher
the rays originate. The rays are traced to their destination on the left side, a wall at
distance of 5 m.
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Figure 4.6: A Sideview of the Rays Traced in ASAP: In the upper graph, the whole ray prop-
agation is shown. On the right side of the that graph is the camera location, where the
rays originate, on the left the evaluation wall at a distance of 5 m. The lower graph
shows an enlargement of the reflection on the hood. Not all of the rays intersect with
the reflective surface.
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Figure 4.7: The Rays on the Destination Wall in the Simulation A: 399 rays are traced fron
the image plane of the camera through its focal point. The rays that intersect with th
surface are reflected on it and traced to a wall at a distance of 5 m. The result is shov
in this graph. Compare it with the original pattern shown in Fig. 4.4.

Figure 4.8: The Bundle Focal Points in Simulation A: In the upper right part of the graph, the
original camera location with its bundles is shown. In the lower part the foci and mear
directions of the reflected bundles, shown in Fig. 4.7, are depicted. Obviously, they d
not form a singular viewpoint.
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Figure 4.9: The Rays on the Destination Wall in Simulation B: Compare it with the original
pattern shown in Fig. 4.4 and the results of the simulation A in Fig. 4.7.

Figure 4.10: The Bundle Focal Points in Simulation B: Compare the distribution to the results
of simulation A in Fig. 4.8. The sensitivity of the system to the camera position relative
to the surface and the angle of view onto the surface is obvious.
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Notice that in Fig. 4.5 and 4.6 not all of the rays intersect with the surface. Thos
intersecting with it are specularly reflected and traced to an upright wall at a distanc
of 5 m from the coordinate origin. This wall is the destination for the rays in the
inverse tracing.

Since the rays incident on the wall are reflected, they seem to originate from a poi
below the surface. The ASAP software determines for each reflected bundle its foc
point and mean direction of propagation. If the foci of all the bundles coincide a
a single point the catadioptric system retains a singular viewpoint. To evaluate tt
simulation, the focal points and the mean directions are depicted.

Two simulations, referred to as A and B, with slightly different relative camera
positions were conducted. In simulation A the camera exhibits a pitch angl8%f
and is positioned af0.493 0.1150.870) m. The yaw and roll angle to the world
coordinates are zero. The resulting distribution of the rays on the destination wall
shown in Fig. 4.7. Obviously, the circular aperture is imaged as an elliptical shap
This astigmatic behavior is expected from a curved mirror. The distribution of foca
points and mean directions of the reflected bundles is presented in Fig. 4.8. The fo
point and the directions shown in the upper right part of the image correspond to tt
location of the original camera. The foci and mean bundle directions in the lowe
part are those corresponding to the reflected ray bundles (see Fig. 4.7). The me
directions sway the desired field of view quite satisfactory. However, the focal point
do not coincide. On the contrary, they are distributed in a rather large space.

One might expect that not only the surface geometry but also the relative can
era position influences the result of the ray-tracing. To investigate this, a secor
simulation, called B, is performed. In this simulation the camera is positioned &
(1.000,0.1150.870) m, i.e. slightly higher than in simulation A, but with a smaller
pitch angle of only—15°. The yaw and roll angle are again zero. The ray bundle anc
foci distributions are shown in Fig. 4.9 and 4.10 respectively.

The comparison of the results clearly exhibits that the relative camera position wit
respect to the surface and the angle of view onto the surface are of essential influer
on the imaging properties of the system.

4.2.3 Comparison of Lines

Another possibility to solve the reconstruction, reducing it to a search problem, i
shown in Fig. 4.11. The idea behind the procedure is as follows: At a certain poir
a tangential plane to the surface is used as a virtual planar mirror. At the tangenti
point, the direction of both, the planar and the free-formed mirror, is identical. Fo
the planar mirror the directions of reflection associated with each image location a
determined. The intersection point of the ray of sight with the planar mirror and the
determined direction of reflection define a line. In the following step the point on the
warped surface and its associated direction of reflection are determined such that t
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pinhole
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free—formed surface mirror

Figure 4.11: Reconstruction by the Comparison of Lines: The warped surface is approximated
by a planar mirror. The image is reconstructed such that the ray of reflection of the
planar mirror approximates the ray of reflection of the curved mirror to the achievable
maximum degree.

line and the line of the planar mirror are the best approximations. Considering the ad-
vanced ray-tracing results, identity cannot be expected. The point on the free-formed
surface corresponds to a point in the image plane. The line on the planar mirror
corresponds to an image location. By solving the line-comparison search-problem a
correlation of the two image locations is established. Repeating this procedure for
all the image location of the planar mirror results in a two-dimensional vector field,
expressing the image location associations. In contrast to the method discussed in
Section 4.2.1, this is not a mere in-image operation, although in results in one. It
incorporates the geometry in the vector field. The virtual camera associated with the
planar mirror is the reflection of the original camera location at the mirror plane. The
optical axis of the virtual camera is defined by reflecting the real optical axis at the
planar mirror.

One problem with this method is that it might result in a sparse distribution of as-
sociated image locations in the reconstructed image. This requires either a gray-value
interpolation to densify the information grid or a sub-sampling of the planar mirror.
Another problem is, that by using just one planar mirror for the whole reflection im-
age errors are introduced. Around the point of the tangential plane the best results are
to be expected. Away from that point the quality of the reconstruction will diminish.
This is due to the increasing distances of the warped surface from the planar one.
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4.3 Information Reconstruction Strategy

Reconstructing the image by the Comparison of Lines (see Section 4.2.3) uses C
planar mirror for the whole reflection image. As mentioned above, this results i
errors and a sub-optimal image reconstruction. To overcome some of these flaws
approach based on active and adaptive optics, used in astronomy, is taken. In or
to present the idea for the posed problem of this thesis, first the applied metho
in active and adaptive optics are introduced, following the publication of Hubin &
Noethe (1993).

Ever since the introduction of Galileo’s telescope two parameters determine tt
development of instrumentation in astronomy: the diameter of the telescope, i.e. |
ability to collect light emitted by objects far away, and the angular resolution, i.e. the
depth of focus. The resolution of a perfect telescope in a vacuum is only enhanced
increasing its diameter. A planar wavefront of a star at infinite distance is transforme
to a perfectly spherical wavefront. The maximum angular resolution achievable th:
way is called thdliffraction limit. The reality is different. For one, the planar wave-
front is altered by the atmosphere, for the other, imperfections of the telescope &
count for a non-spherical wavefront. This is equivalent to errors in the propagation ¢
rays in the projection. Even perfect earthbound telescopes with an arbitrary diame
are not able to achieve a better angular resolution than a telescope with 10 to 20 «
in diameter. This is caused by the turbulence in the earth’s atmosphere. Due to t
atmosphere, the point resolution of a 4 m telescope is diminished by a magnitu
compared to the diffraction limit, and the maximum intensity of an observed star by
factor of 100. The reasons are found in random spatial and time-wise disturbances
the wavefronts, caused by turbulences of the different atmospheric layers. These c
siderations are decisive for the development of satellite telescopes. In addition to th
the image quality is reduced by long-term effects. These are thermal and mechani
changes, optical effects in the telescope, such as defocusing, alteration of the cen
ing, and deformation of the mirrors by the supporting mechanics. The correction c
such errors are summarizedadiveoptics.

So far, telescopes were understood as passive instrumentation. However, techn
advances allow the construction of active telescopes. The idea of a real-time compe
sation of atmospheric influences was introduced by Babcock in 1953. He demand
active optical elements, working at higher frequency, to compensate continually fc
wavefront deformations. The usage of adjustable optical elements rather for the col
pensation of atmospheric distortions then for flaws in the telescope, became known
adaptive opticslt took about 20 years, advances in computer technology, and a bett
understanding of atmospheric processes before his demands became reality. After
development was secretly driven by the military it became available for astronom
during the last decade.
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The elementary definition of adaptive optics is, that this technology eliminates in
real-time distortions of the wavefronts and therefore almost achieves the diffraction
limit. In reality, this is an optimization process on a multitude of parameters in a
closed loop.

One problem implied, is the measurement of the atmosphere. The object to be
observed cannot serve as a control and others, with a sufficient brightness, might not
be within the field of view. To solve this, artifical reference stars, so called laser guide
stars, are generated. In the upper mesosphere (90 km height) of the earth a layer
of sodium, and in the lower stratosphere (10-20 km height) sodium molecules are
found. Excited with a sodium laser, their light emission is recorded by a wavefront
sensor, focused at the respective height. This data is the basis of the correction of the
telescope mirror.

On the technical part there are many implementations. Most of them use piezo-
electric regulators to deform the mirror. If the mirrors, due to their thickness, are not
flexible enough, segmented mirrors are used. A well known example is the 10 m Keck
telescope on Mauna Kea, Hawaii, USA. In it, 36 hexagonal elements form a mirror.
Each of the segments has a diameter.8frh. The four new ESO telescopes of the
Very Large Telescope (VLT) have monolithic mirrors of 8 m diameter, supported by
150 active regulators.

Considering the adaptive optics approach, an image acquired by an electronic retina
with its pixel raster is understood as a scanning of the reflective surface. Subsequently,
each pixel is associated with a patch of the surface. To a certain degree, this is the
extension of the method presented in Section 4.2.3. However, in this case not just
a single plane is used but rather one plane for each pixel. With the knowledge of
the mapping of the camera, i.e. the intrinsic parameter set, each of the finite image
locations is transformed into a ray of light propagation, i.e. a line in three-dimensional
space. On this line the observed object is located. In adaptive optics a known object,
the laser guide star, is used to determine the geometry of the mirror. Here, this is
inverted, because the geometry is known but not the object.

This approach does not reconstruct the image in a classical sense. Each single
pixel forms an independent camera. As a consequence, the procedure of extracting
the information is different from the usual stereoscopic approach. If the image is
reconstructed to a perspective one with a different view onto the same scene, the re-
construction comes first, followed by a correspondence search along an epipolar line.
The recovered disparity, i.e. the displacement of the object along the epipolar line
within the image, results in the objects distance. In this case, the image is not recon-
structed and the back-projection of the ray, which generally defines an epipolar line,
is not a line anymore but rather a set of single pixel cameras forming a curve which
is associated with the surface geometry. Along this epipolar curve a correspondence



Chapter 4.4: Conclusions 55

search is performed, in search windows adapted to the warped geometry. If the ima
location in direct sight and the image location in reflected sight, together with the
direction of reflection, is known, the three-dimensional object location is retrieved b
intersecting two three-dimensional lines.

Extending the notion of an epipolar line to a curve and extracting the informatiot
contained in the image without transforming it to a classical perspective one suffice
to call this approach an information rather than an image reconstruction strategy.

4.4 Conclusions

In this chapter solution strategies for a given problem are elaborated. Among tt
classical reconstructions methods the conditions for a pinhole perspective are verifie
As expected, the free-formed surface combined with a perspective camera does |
retain a singular viewpoint. Therefore, other methods need to be developed. Howev
mere in-image operations without the consideration of the geometric setup, cann
fulfill the task.

In the course of the investigation two methods emerged as the most promisin
One is the Comparison-of-Lines method (see Section 4.2.3), a classical image rec
struction approach. It is chosen for experimental implementation and is described
more detail in Chapter 8. The other one is also a new approach, derived from ide
of adaptive and active optics in astronomy. It is non-classical in the sense that it do
not reconstruct the image as such. It rather extends the notion of an epipolar line tc
general curve, associated with the surface geometry. This implies to understand ez
pixel as an individual camera. Accordingly, the information is retrieved directly from
the reflection region of the original image. How the surface geometry influences tt
epipolar geometry is regarded in depth in Chapter 7.

Implied in all the approaches, and stated in the introduction, the knowledge of th
camera parameter set and the surface geometry is absolutely essential. But not ¢
the two of them separately but also combined, i.e. the relative camera position to sl
face must be known. This is verified with the help of advanced ray-tracing methods |
Section 4.2.2. According to their importance the task of camera calibration and su
face recovery are treated in their own chapters. Respecting their natural sequence,
camera calibration is elaborated first in the following Chapter 5. Subsequently, a ne
surface recovery method on the basis of the camera calibration method is introduc
in Chapter 6.



CHAPTERS

Camera Calibration

In this chapter, a look is taken at camera calibration techniques for computer-vision
systems. After a short introduction into the matter a review of related work and math-
ematical methods that apply to the field is given. Discussing some calibration algo-
rithms with their respective camera models in more detail leads to the presentation of
self-developed enhancements to our preferred method. The chapter is concluded by a
discussion of the results of the presented improvements.

5.1 Introduction

In principle, there are two possibilities for cameras intended to serve as a measure-
ment system: adjustment and calibration. Setting up a camera in its world to a pre-
defined position and assuming that the camera maps the scene according to a certain
precept is considered adjustment. However, as soon as the accuracy requirement
increases especially the mapping precept is not sufficient anymore. Accuracy is cru-
cial for applications that depend on quantitative measurements, such as depth-from-
stereoscopy, dimensional measurements, or motion analysis from images. At this
point methods are required that provide the general camera parameters to the desired
accuracy level. Camera calibration has a long history, originating in astronomy and
photogrammetry, e.g. Conrady (1919).

The basis of the calibration approach is a mathematical model describing the cam-
era. Depending on the required accuracy this model is more or less sophisticated.
But not only a model for the camera itself is necessary. For monocular camera sys-
tems with a measurement task, such as structure-from-motion, or multiple camera
systems a description of the positioning of the camera within its 'world’ is required.
Accordingly, the calibration is divided in determining the intrinsic and the extrinsic
parameters.

A camera consists of an image plane and a lens which provides a transformation be-
tween the object space and the image space. This transformation cannot be described
by a perspective mapping alone because of distortions which occur in between the
object points and the location of those points in the image. These distortions are de-
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scribed by the intrinsic model. The first step in the calibration task is to determin
these parameters.

A camera occupies a location in three-dimensional space described by certain ¢
gles and a translational motion relative to its surrounding. This placement is describ
by a rigid body transformation. Therefore, the second calibration task is to determir
this extrinsic parameter set.

In the following section on related work several approaches are reviewed whic
fulfill these tasks.

5.2 Related Work

Publications dealing with the matter of calibration go back to the beginning of the
last century. During the period of 1950 to 1970 calibration was an important matte
That was driven by the necessity of understanding aerial lenses for photogrammet
After achieving a maturity in the required models the interest in the following two
decades diminished. However, with computer-vision and the readily available ar
affordable hardware components and the related applications the necessity for suita
calibration algorithms and methods returned.

Rather than giving a historical overview of the camera calibration development
classification on the basis of the respective mathematical solution strategy is use
Historical overviews are found in two remarkable papers. The first is Roelofs (1951
that lists 91 articles from 1889 until 1951. The second one with an exhaustive lite
ature review and an emphasis on the development of models for lens distortions a
the evolution of methods to measure and account for that distortion is Clarke & Frye
(1998).

Calibration algorithms may be divided in two basic classes: linear and non-linee
approaches. Linear approaches are usually set up in a closed form which is solv
either by a direct linear transformation, a least-squares method, an eigenvector anc
sis, or a singular value decomposition. Non-linear methods often depend on iterati
solutions. Both approaches have certain advantages and disadvantages:

e A linear procedure is stable and there is an unequivocal solution. lterativ
solutions of non-linear methods may end up in local extrema or even diverge.

¢ A linear optimization is fast due to the necessity to solve an equation syster
only once.

e A disadvantage of linear methods is its susceptibility to noise. Therefore, cali
bration results on real images or image sequences are rather poor.
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e The complexity of applicable camera models to linear methods is restrained
and subsequently the achievable accuracy as well. Only non-linear optimiza-
tions account for radial-symmetric distortions of higher order and tangential-
asymmetric imperfections. This is especially important for wide angle, poor
quality lens systems or high precision requirements.

In the following paragraphs closed-formed solutions, direct non-linear methods,
and the combination of both are introduced. Some remarks are made to the camera
model and the solution strategy. The conclusion of the section is a discussion on
calibration targets.

Closed-Formed Solution
The following list describes some linear calibration methods:

1. Abdel-Aziz & Karara (1971): This paper introduces the direct linear transfor-
mation (DLT) algorithm. A set of intermediate parameters is defined in terms
of the original ones. A linear equation system is set up and solved. The final
parameter set is determined on the basis of the intermediately defined. There is
an extension to the usual method to incorporate distortion coefficients. How-
ever, the corresponding formulation is not exact: The depth components of
the control points, in a camera-centered coordinate system, are assumed to be
constant. In addition, the constraints on the intermediate parameters are not
considered in order to construct a linear algorithm. As a result, on real images
in the presence of noise the calibration accuracy is rather poor.

2. Lenz (1987): This method is based on a seminal paper in the two-step method
class (Tsai, 1986). It provides a linearization of the second step. It has been
implemented and is described in detail in Section 5.5.1.

3. Hengst (2001): This implementation is derived from Lenz (1987). It uses a
least-squares solution rather than the direct linear transformation to solve the
calibration tasks. Further remarks are found in Section 5.5.1.

4. Bouguet & Perona (1998): This algorithm uses a dual-space formalism com-
mon in tensor analysis on manifolds to solve a closed-formed problem setup.
A dual space of a vector space is defined by a set of linear forms on the vector
space. This approach takes advantage of simple relationships between plane
coordinates in projective geometry and dual-space geometry and solves the ge-
ometric projection problems with it. However, there are restrictions to the com-
plexity of the camera model. In addition, the requirements on the calibration
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object increases with the degrees of freedom in the camera model, e.g. to ¢
termine just the focal length of a system a two-dimensional rectangular shay
suffices while four degrees of freedom (focal lengths-iandv-direction and
coordinates of the principle poirit,, c,)) demand a three-dimensional paral-
lelepiped with one square face.

5. Longuet-Higgins (1981): This article introduces a widely used algorithm for
the determination of the camera matrix, the so called fundamental matrix. Th
procedure is called the 8-point-algorithm because it relies on eight point cor
respondences. It is fast and easily implemented. However, the algorithm h:
often been criticized for being excessively sensitive to noise in the specifice
tion of the matched points. Hartley (1995) shows that a simple transformatior
consisting of a translation and scaling, of the points in the image before the fo
mulation of the linear equation system brings about an enormous improveme
in the conditioning of the problem and hence in stability of the result.

Direct Non-linear Minimization
The following lists describes some non-linear calibration methods:

1. Brown (1966): This is one of the first introductions to photogrammetry of a
camera model containing radial and tangential distortions. The tangential di
tortion is due to a slightly decentered lens and is modeled as a thin prism i
front of a perfectly centered lens. The model is compared to an alternative on
the truly first introduction of the decentered lens model by Conrady (1919)
The models are consistent regarding tangential distortion but deviate in the r:
dial component. Conrady’s model is the more general one but still the Browr
model became seminal for sophisticated camera description in photogrammet
and computer vision.

2. Brown (1971): This publication introduces the plumb line calibration method.
The calibration is based on the image of a test field consisting of a set of plum
lines. Their lack of straightness in the image is used to determine the distortio
parameters. In addition to the usual concepts, the variation of the distortio
with the object distance is taken into account. Brown (1971) uses his ow
camera model introduced in Brown (1966). In the solution process the plum
lines are represented in a Hough notation (see Section 5.6.1).

3. Stein (1997): This method uses only point correspondences without the know
edge of the three-dimensional point location of the observed objects. As a car
era model a pinhole projection with a radial distortion to the second order an
tangential distortion is used. The algorithm is an iterative one, beginning witt
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finding three point correspondences. After an initial guess of the distortion pa-
rameters a trilinear tensor constraint is applied to calculate the back-projection
and the error depending on the actual parameter set. Minimizing this error
leads to the calibration result. However, it is to note that this is a non-metric

calibration for the internal parameters. Without the knowledge of at least some
three-dimensional point locations a metric calibration suitable for measurement
tasks cannot be obtained.

. Swaminathan & Nayar (2000): This non-metric calibration assumes a camera

model that takes radially symmetric and decentring distortions into account.
In contrast to Stein (1997) the calibration is based on straight lines that are
distorted by the imaging process. In some sense this idea has been picked up
from the plumb line approach of Brown (1971). The solution is then obtained
by formulating an objective function that is minimized with a simplex search
algorithm. The disadvantages formulated for Stein (1997) do apply here as
well.

Two-Step Methods

These methods combine linear and non-linear steps to obtain better results. Usually,
the result of the linear stage serves as an initial guess for the non-linear optimization.
Publications, such as Bouguet (2000), Zhang (1999) and Heikkila & Silvén (1997)
are omitted here. They are discussed in depth in Section 5.5.2.

1. Tsai (1986): This paper introduces a model which is widely used in computer

vision in general. The camera model is a pinhole mapping extended by radial
distortion of the first order. Tangential distortions are considered negligible in
industrial camera applications. The first step consists of the linear estimation of
the external parameters and some of the internal ones. The second step is a non-
linear optimization of the distortion coefficients. However, the non-linear stage
does not optimize all parameters. This and the rather simple camera model
result in a mediocre calibration.

. Bacakoglu & Kamel (1997): This calibration uses a camera model based on the

pinhole projection with one radial and two tangential terms describing the lens
distortions. The first part is divided in two stages: the first consists of a least-
squares method for the parameter approximation and the second one is an opti-
mization of the determination of the rotational transformation component. The
rotation is alternatively computed using quaternions or the equivalent-angle-
axis method. The second part is a non-linear optimization of the distortion
angles.
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3. Chatterjee et al. (1997): The camera model of Chatterjee contains the usual €
trinsic parameters and the focal length, the image center displacement, the sk
angle, and radial lens, decentering, and tangential distortions. The model is d
rived from Brown (1966). The algorithm initializes with a linear estimation of
the parameter vector for a fast and accurate convergence of the main estimati
method. The final optimization imposes all orthonormality constraints on all
the parameters to guarantee accurate convergence.

Calibration Targets

As a conclusion to the related work some remarks on calibration targets are mac
Apart from certain non-metric calibrations, such as Stein (1997) or Swaminathan
Nayar (2000), the calibrations depend on an image, or an image sequence, taken fr
a calibration target built to predefined specifications. The control points on the targ
are chosen with special regard to their detectability within the image. An additione
objective is the easy correspondence analysis between the three-dimensional ob
points and the two-dimensional image points. The camera model and the algorithr
applied as well as the calibration target have an influence on the quality of the cal
bration.

Usually control points of some sort are arranged in a two- or three-dimension:
setup. Taking the fact into account that the focal length and the distance of the c:
ibration target are correlated, a planar equidistant calibration target cannot be ust
i.e. a flat-on image of a planar control point arrangement. If a planar arrangement
used it has to be viewed at a certain inclination angle (see Section 5.5.1).

Three-dimensional objects do not carry this disadvantage. However, the preci
construction is more challenging. In addition to that, the points must be unique i
some way such that the algorithm is able to identify them unequivocally. One exan
ple is to use circular shapes. These mark the control point itself. They are surround
by circular segments coding the control point. Methods such as this control-point el
coding are used for planar calibration rigs. Another method for a planar rig is show
in the left image of Fig. 5.2 in Section 5.5.1. The three crosses identify certain point
among the control points and therefore allow a determination of the rig orientation.

Approaches operating on image series of planar calibration rigs use the sequentiz
obtained information to built a highly contoured three-dimensional object. In the cas
of Bouguet (2000) this is done with a calibration rig consisting of identical points.
However, the number of points and their distribution within the image provides th
identification.

A final remark must be made on the nature of the control points. Methods, suc
as Lenz (1987) and others, use circular shapes to mark the control point. Within tt
image, these elliptical shapes are easy to detect. Usually, the center of mass of
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image contour is taken as the sub-pixel precise image location of the control point.
However, Heikkila & Silvén (1997) showed that this is wrong and a source of error
for the extracted data. Due to the lens distortions, the circular or elliptical centers are
not projected to the center of the image contour. Therefore, only real points account
for a precise detectability within the image. One good solution is a chessboard type of
calibration rig with the calibration targets represented by the intersection points (see
Fig. 5.10).

5.3 Mathematical Methods

The following paragraphs introduce notation and necessary methods for a convenient
description of the camera models and the calibrations algorithms.

5.3.1 Affine Transformation

A form-invariant transformation of one Cartesian coordinate system, denotgo=by
{X0: Yo, %y} into another onex, = {x;,y;,2,}, is e.g. given by (Luhmann, 2000):

X; = mMRXy+t (5.1)
X1 fi1 T2 T3 X0 tx
Y1 = m| Iy Iy Iy Yo |1 & |- (5.2)
Z fa1 Tap [Ia3 ) tz

R represents an orthonormalized rotation matrix &rdtranslation vectorm is a
scaling factor which is set to 1 in order to obtain a length-invariant transformation.

The orthonormality of the rotation matriXimplies that its row and column vectors
are linearly independent. Therefore:

R1=R" and RR" =1. (5.3)

The rotation depends on the pitch an§lg (around thex-axis), the yaw angI(Rl3
(around they-axis), and the roll angl&, (around thez-axis); but not only on them-
selves but also on their order. Therefore, the order is of concern for the transformation
as well as for the inverse transformation. A common definition for the order is:

R=R4R,R,. (5.4)

B

A sequence-free representation of a rotation is obtained using quaternions. This will
be introduced in the following section.
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5.3.2 Quaternions

In the 1840es Sir William Rowan Hamilton, Astronomer Royal of Ireland, and Olinde
Rodrigues, directory of the Caisse Hypothécaire in Paris, France, introduced the ¢
culus of quaternions (Altmann, 1989). The perception of their usefulness experienc
first an upraise and then a decline. Meanwhile however, they not only successful
entered physics in quantum field theory but their properties in representing rotatiot
charm elsewhere too.

The quaternion notation surmounts the problems of the order of rotational angle
It introduces an axis of rotation and a direction-bound angle of rotation around i
This is sufficient for all rotations in three-dimensional space. The direction of the
axis is a unit vectoa and the rotational direction of the andglds given by the right
hand rule.

In a general form a quaternianis given by a real paig and vectog. The algebra
of the vectorq is similar to the rules that govern the imaginary part of a complex
number:

d=09+0q=0q+0xi+0ayj+ak (5.5)

For a given rotational axia and angled the quaternion is constructed as:

. 0 . (6
q :cos<2> +sm(2) (axex +ayey +aye;). (5.6)
According to Horn (1987) the rotatidR related to a quaternioiis:

P+ -0  2(Uy—Qq%)  2(%x0+ady)
R=| 2ay+ae) P-@+- 2q%k-a9% |. G7)
2(0x0z — 9y 2(0y0z+q%k) P —0F—gg+ G2

Apart from the advantage of a simpler and unambiguous representation, quaternic
reduce the calculation load for a sequence of rotations. Two subsequent rotations
guaternion notation require 16 multiplications while a matrix rotation needs 27. Thi
should not be disregarded with respect to computational load.

5.3.3 Homogenous Coordinate Representation

A more convenient formulation of transformations is achieved by the homogenou
coordinate representation. It is widely used in computer graphics applications and
is advantageous in camera calibration as well. The homogenous coordinate syster
introduced by the following notion:

(5.8)

n NO<U X
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/!

with x:xg, y:% and z:é. (5.9)
For Cartesian coordinates the scaling factar=is1. The mapping matrix for a such a
vector is obviously a 4 4 matrix. In it not only the rotation and translation are unified
but also scaling, reflection, homogenous scaling, and perspective are incorporated.
However, for camera calibration tasks only the rotatity the translatiorH, and
the homogenous scalirtgg are of interest. Combining these, the following general
homogenous representation is obtained for the affine transformation (see Eq. 5.1):

X, = HrHHRX, (5.10)
X, 100t)/mOoO 00
Y1 _ 0 1 0ty 0O m 0O
z 00 1t 0 0 moOo
1 0 0 01 0 0 0 1
1 T2 Mz O X0
f21 T2z fa3 O Yo (5.11)
f31 f3 T3z O %
0O 0 0 1 1
mry, mr, mrg ot X,
_ Mipy Mip; Mg by Yo | (5.12)
mr; Mg Mig; L %
0 0 0 1 1

5.4 Basic Camera Models

To model the light ray propagation through a camera system a mathematical repre-
sentation of the camera with its components is required. Depending on the desired
accuracy the modeling must be more or less detailed. This complexity distinguishes
the sophistication of the calibration method itself. In this section a short introduction
to the two most basic and equivalent camera models is given.

The pinhole and the focusing screen camera are the basic models for all the ex-
tended descriptions. The more sophisticated models recreate a pinhole image from
the distorted one. The pinhole model assumes that all incident rays intersect at a pro-
jection center. This center is an infinitesimal aperture stop (see Fig. 5.1). Objects are
imaged upside down on the projection plane which is located at the distance of the
focal lengthf from the projection center. Geometric evaluation yields the following
relationship between a point(x, y, ) in world coordinates and the point(up, vp) in
image coordinates:

up:—fiz‘ and vpz—fiz'. (5.13)
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Figure 5.1: The Pinhole and the Focusing Screen Camera.

In principle, the focusing screen camera is equivalent to the pinhole camera. Howev:
due to the arrangement of the image plane in between the focal point and the obje
location, a change in sign occurs:

Up = f)—z( and vp = f%. (5.14)

Calculating these locations in sensor coordinates implies not only an affine transfc
mation but also a quantization. The gquantization is due to the pixel nature, or mol
physically speaking, the array arrangement of finite photon receptors that integra
the received intensity. The pixel size is givenkgyandk, in u- andv-direction of the
image, respectively. The focal lengthsalong the image-coordinate directions are
defined as:

f

y = — 1
o ke (5.15)
o = kiv (5.16)

A pinhole camera with principle point coordinatgs, c,), given by the intersection
of the optical axis with the image plane, is described by:

1 X
1
vV = c\,f—vp:c\,foc\,y. (5.18)

ky z
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A similar expression is obtained for the focusing screen camera:

1 X

u = Cu+EUp:Cu*au2 (519)
1

vV = cv+—vp:cv—oc\,lzl. (5.20)
vV

At this point the equivalence of the two models is obvious: they share the projection
equations.

A formulation of the pinhole projection Eq. 5.17 in homogenous coordinates is
desirable. The matrix of internal paramet@tstransforms a point from the world
coordinate system, with its origin at the projection center, to its image coordinates.
For the equivalent models the same relations hold, witking a scaling factor that
takes into account that a three-dimensional world is mapped to a two-dimensional
plane:

us a 0 ¢ O X
vs | _ 0O o ¢ O y
S =T,w= 0 0 1 0 > |- (5.21)
1 0O 0 0 1 1

In order to obtain this equation the assumption of a world coordinate system located
at the projection center is made. If more than one camera is used in a system a joint
coordinate frame has to be established. The transformation of this world coordinate
frame into the respective camera coordinate system is then giveg, liye matrix of

the external camera parameters. In homogenous coordinates this matrix consists of a
rotationR and a translatiokx

M1 T2 Mg &

To= | M2 T2 23 | (5.22)
31 T3 T3z Bz
0 0 0 1

Therefore, the complete pinhole — focusing screen mapping is

us X
"SS =T,Te| Y (5.23)
1 1

This model is, as mentioned above, certainly the most basic one. It is applicable for
systems that do not require a high precision. In reality, the infinitesimal aperture stop
cannot be provided and in order to increase the intensity of light incident on the retina,
lenses have to be incorporated into the system. However, lens systems distort images.
In the following section models are discussed that describe such distortions.
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Figure 5.2: The Tsai/Lenz-Calibration: Coordinate system relationship (left), image of th
self-built calibration wall (right).

5.5 Calibration Algorithms

In this section two calibration methods are discussed in more detail. For each meth
the respective camera model is introduced and the algorithmic parameter determit
tion is presented.

5.5.1 Tsai/Lenz Calibration

This calibration algorithm was originally presented by Tsai (1986). It is a two-stey
method, consisting of a linear first and a non-linear second stage. With the knowled
of the principle point a determination of other intrinsic and extrinsic parameters i
achievable. However, Tsai needs two or more planes with control points. Lenz (198
simplified this approach and introduced an algorithm that estimates the parameters
a single image of a control point arrangement on a single planar object. Lenz & Ts
(1987) develop a method to determine the scaling factor and the principle point of
machine-vision system. However, it has not been incorporated into this approach.

The Lenz version of this method was implemented during the first single imag
calibration efforts in our research group (Hengst, 2001). In Fig. 5.2 a graphic of th
coordinate system relationship and a real image of the self-built calibration plane
shown.

Camera Model

The Tsai/Lenz camera model is in principle the pinhole model described in Se
tion 5.4. A point in world coordinatew is transformed by the extrinsic camera pa-
rameter matrixT ¢ (See Eg. 5.22) to camera coordinates. Subsequently, the projectic



68 Chapter 5: Camera Calibration

from Eq. 5.13 onto the image plane is performed. At this stage a radial distortion
of the first order ;) is introduced. The distorted coordinatgg,v,) on the image
plane are given by:

2Up
Uy = ———F—— (5.24)
1+,/1-4,R3
2v
vy = ———F (5.25)

14 /14K R2

with R% = u%+v%. According to Eq. 5.17 these are transformed to sensor coordinates:

1
u = CU+Eud (5.26)
v = c\,+£vd (5.27)
kv

or in two-dimensional homogenous coordinates:

u % 0 ¢ Uy
v | =Tmg=[ 0 2% o vy |- (5.28)
1 0 0 1 1

The Tsai/Lenz model incorporates six external parameters (three for the rotation,
three for the translation) and six internal parameters (focal length, radial distortion
of the first order, two for the principle point and two for the pixel size). However, the
internal calibration only determines the focal length and the radial distortion. There-
fore, there are eight parameters to optimize.

Algorithm

The algorithms in these approaches are two-step estimations. In the original Tsai
(1986) algorithm the first step is a linear estimation of the external parameters (rota-
tion and two translational components) and the effective focal length of the camera.
To do so, a radial alignment constraint is assumed. Subsequently, an iterative scheme
is applied to derive a closed-formed solution for the estimation of three more param-
eters: the depth component of the translation vector, the effective focal length, and a
radial distortion coefficient. In Lenz & Tsai (1987) two more parameters are added
to the iterative step: the coordinates of the principle point which are assumed to be
known in Tsai (1986). Lenz (1987) altered the algorithm, such that the second-step
estimation of the radial distortion coefficient is performed by a non-iterative method.
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Discussion

The main reason to implement the Lenz (1987) algorithm is that it requires only
single image of the calibration target. This is considered useful for the industric
application. A planar arrangement of control points formed by elliptical shapes, &
proposed by Lenz (1987), was built to serve as calibration target (see the right si
of Fig. 5.2). The elliptical shape is chosen because it is imaged close to a circul
shape if the plane is tilted relative to the image plane. Subsequently, the locatio
of the control points within the image are detected using a center-of-mass approa
Other advantages of the method are taken into account: The process does not af
any non-linear optimizations. Therefore, it is very stable and fast. The simplicity an
the single image do not require any prior user knowledge.

On the other hand there are disadvantages to the Tsai/Lenz calibration as well:
the Lenz (1987) version the principle point coordinates and other intrinsic parametel
such as the affinityare not estimated. The application of the algorithm to a single
image increases the influence of noise. This is compensated to a certain degree by
introduction of additional control points. In addition to that, the control points have
to be exactly known in the world coordinate system and their distribution must b
planar. In order for the algorithm to work properly at least five control point must be
used. Due to the correlation of the focal length and the distance of the control poil
plane from the image plane the control point plane must not be parallel to the imag
plane. To increase the accuracy the control point plane should be imaged as large
possible to scan the image to the outmost points. A final disadvantage that needs
be mentioned is that the second step only computes a few parameters that canno
provided by the first step. There is no optimization of all parameters in the secon
step.

To enhance the method ourselves the estimation of the principle point was tried.
several attemptsdifferent points are chosen as the principle point and the calibratior
is performed. For each calibration the standard deviadioof the back-projection
error is computed. To the; a parabola is approximated using a least-squares methoc
However, it is not possible to robustly compute a minimal value of the parabola an
therefore the true location of the principle point.

The conclusion is, that the Tsai/Lenz calibration provides a simple method whic
is easy to use. However, the results are only sufficient for lower accuracy applic:
tions. For the intended application of this thesis, i.e. the determination of the surfa
geometry and reconstruction of the information contained in the reflection, a mor
sophisticated approach is necessary.

1Affinity: The ratio of the pixel length ini- andv-direction
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Figure 5.3: Radial-asymmetric and Tangential Distortions: A qualitative depiction of the radial-
asymmetric (left) and the tangential distortion (right). Graphics from Kaempchen
(2001).

5.5.2 Bouguet/Heikkila Calibration

Bouguet (2000) develops a camera calibration toolbox for MATLAB. It is mainly
based on publications by Zhang (1999) and Heikkila & Silvén (1997). The camera
model is more sophisticated and contains the most parameters of the examined ap-
proaches. The method is very suitable for stereo-camera systems. As the Bouguet
implementation is freely available on the internet it was tested for the suitability of
our needs. It operates on images of multiple views of a planar calibration rig which is
deemed rather unsuitable for industrial applications. However, due to the superiority
of the results the method is considered favorable. Kaempchen (2001) conducted the
first tests and comparisons with other calibration methods. F.J. Stein implemented
a stereo-calibration routine based on the Bouguet code, consisting of a C++ mono
camera calibration for each of the cameras in the stereo system and a following stereo
optimization in MATLAB. After that, enhancements of the feature detection stage are
introduced (see Section 5.6). In order to increase the usability of the C++/MATLAB
implementation Schowalter (2002) recoded the MATLAB part in C++. The changes
in the feature point evaluation that resulted from Moosbrugger (2002) are incorpo-
rated as well. A. Moosbrugger developed code for a robust recognition of partially
visible calibrations rigs. A self-built calibration rig is shown in Fig. 5.10.

Camera Model

The camera model of Bouguet is inspired by Brown (1966), Fryer & Brown (1986),
and Heikkila & Silvén (1997). It not only considers radial distortions to the third
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Figure 5.4: Principle Point Location and Affinity Distortion: A qualitative depiction of the
movement of the principle point (left) and the influence of the affinity and the skew
(right). Graphics from Kaempchen (2001).

order but also introduces tangentially-asymmetric components, affinity and skew (s
Fig. 5.3 and 5.4). The tangential distortion is due to defects within the lens systen
or obligue mounting of a lens. Affinity and skew are related to inconsistencies an
skewed mounting of the retina in the system (Brown, 1966).

The coordinates of the camera syste@1yc, Z) are projected onto the image plane

and normalized:
Un X
( ) _ ( % ) (5.29)
Vn Z

These pinhole mapping coordinates, v,) are radially distorted to the third order to
obtain:

rad

Ugyg = Un (1+ K RS+ IR + KSR?,) (5.30)

Viag = Vn (1+ KlRf)Jr KZR‘F‘) + K3Rf,) (5.31)

rad

with
RS = U3+ V2. (5.32)

To that a tangential distortion component is added:

Alpgy = 2K4UnVn + K5 (RS + 2U3) (5.33)
DVign = 2KUnVn+ Ky (RE+2V3) . (5.34)
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Figure 5.5: The Complete Distortion Model: A qualitative depiction of the complete
Bouguet/Zhang distortion model. Graphic from Kaempchen (2001).

The sum of the radial and the tangential distortion components yields the distortion
model:

Ug = Upag T Utan (5.35)
Va = Vrad T Vian- (5.36)

These coordinates are still expressed in the principle point coordinate system. Image
coordinates are obtained by adding the principle point coorditiajes,) . However,

for decentered sensors they must not be equivalent to half the image size respectively
(see Fig. 5.4). At this stage the skew parameter is introduced. This parameter
accounts for non-rectangular pixels on the retina. A homogenous two-dimensional
representation of the internal parameter matrix and mapping is:

u Q& Cy Ug
v |=Tmy=|( 0 a o vy |- (5.37)
1 0 0 1 1

All these parameters are optimized in the calibration algorithm. There are 16 parame-
ters altogether: six external and ten internal (focal length, two for the pixel size, three
for radial distortion, two for the radial-asymmetric and the tangential distortion, one
for the skew, and two for the principle point coordinates).
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Algorithm

The Bouguet (2000) method is based on the work by Zhang (1999) and Heikkila «
Silvén (1997). The non-linear transformation from world- to image-coordinates doe
not allow a direct inversion of the transformation. Additionally, there is no closed-
formed solution of it in this calibration. Therefore, there must be an iterative solutiot
to the minimization problem of the non-linear error-function. However, iterative so-
lutions always carry two disadvantages: they are slow and the obtained solution
not guaranteed to be the global minimum. The iteration might come up with a loce
minimum solution. To minimize this risk Zhang (1999) proposed an optimization in
several steps. Speed is not critical: camera calibration is an off-line algorithm and
usually only performed once for a given setup of a stereo-camera system.

Now Zhang's approach and subsequently the implementation of it in Bouguet’
calibration is introduced. Zhang (1999) assumed that the two-dimensional contr
point array is located in the-y-plane. Therefore, the homogenous transformation
of a control pointw’ = (X,Y1)T to point on the retinan’ = (usvs s)' is described
by the matrixH, consisting ofT; (see Eq. 5.21) and the first two rows B (see
Eq. 5.22):

m = Hw (5.38)
H = T;(r, r, t). (5.39)
The image coordinates = (u,v)" of control pointw is:
1 r_ 1 EITW
m = @(m&,rﬂz) ~ Fw ( hhw ) (5.40)

with h' being thei-th row ofH.

To calculate the transformation, it is assumed that the detected image point locati
m; is distorted by Gaussian noise with a covariance mafix However, in the
practical applicatior\m = c21. H is then recovered from the image point locations
m; and the model control point locatiorig by a Maximume-Likelihood estimation:

3 (m; — )" Am (M — 1) = 62 > lm; -y 12— min. (5.41)

| I

This non-linear minimization is iteratively performed by the Levenberg-Marquard:

algorithm (Moré, 1977). The necessary initial guess is derived by Zhang (1999).
The internal parametersy, oy, o, U, andv, of the homogenous transformation

H = (h; h, h;) are formulated with the orthogonality conditionmgfandr ,:

h' (T, H'Tth, = 0 (5.42)
h," (T, 9T, h, = h,T(T,HTT, th,. (5.43)
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With the introduction of a matrix

B=(T,

Tt (5.44)

and a vector
b= (By3,B15, By B13,By5,Bag)” (5.45)

an equation system of the fordb = 0 is formulated. At this point the transformation
estimationgd; of nimages are taken into account. The solution is either the eigenvec-
tor of the smallest eigenvalue ¥f' V or the rightmost singular vector to the smallest
singular value o¥/. From the solution vectds the intrinsic parameter matrik; and
subsequently the rotation and the translation are obtained (Zhang, 1999).

Due to fact that here only matrix entries rather than physical parameters are opti-
mized an enhancement of the intrinsic parameter mafrix necessary. Zhang (1999)
proposes a Maximume-Likelihood estimation similar to Eq. 5.41. This time however,
the parameter$;, R, andt; are optimized oven images:

n m

ZZ Iy — iy (T3, Ry 4, M) |2 min (5.46)
i=1j=1

with rﬁi(Ti,Ri,ti,Mij) being the projection of the image poikt; of imagei. Simi-
larly, the solution is obtained by the Levenberg-Marquardt algoritRiis.represented
by a three-dimensional vectoy given by the Rodriguez formula (Faugeras, 1993), a
guaternion approach (see Section 5.3.2).

The additional lens distortion equations are depending on the measured image point
location (u, V) of the distortion-free coordinatédsiy, v,,) and the vectok containing
the distortion parameters. In Zhang (1999) an equation system of theCferm d
is set up and solved by a least-squares estimation. Finally, all parameters are again
processed by Levenberg-Marquardt:

n m

-le 'y — 1y (T, %, Ry, My, ) [[2— min, (5.47)
i=1j=1

In principle this Zhang (1999) approach has been adopted by Bouguet (2000).
However, some minor changes have been made. The algorithm of Bouguet (2000)
is as follows:

1. Maximum-Likelihood estimation of the transformatibhwith the Levenberg-
Marquardt algorithm.

2. Closed-formed solution of the intrinsic paramet&(sR, andt. However, to
obtain the homography the orthogonality of vanishing points is used explicitly,
as published by Caprile & Torre (1990).
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3. The enhancement of the intrinsic parameters is performed by a gradient-bas
method.

4. The initial guess of the distortion parameter veatds skipped as it has been
considered unnecessary in practical applications.

5. Finally, the iterative optimization of all parameters is performed with the
Levenberg-Marquardt minimization. However, instead of Zhang’s approact
the distortion model of Heikkilda & Silvén (1997) is used, because it contains
the tangential distortion coefficients (see above).

Discussion

Bouguet (2000) provided in his Camera Calibration Toolbox for MATLAB an ap-
proach to the calibration task which is far superior to many other methods and readi
available for usage. The multiple step approach, although consisting of non-line:
parts, combined with a very comprehensive camera model is very suitable for &
kinds of applications, especially stereo-vision systems. The quality of this calibratio
is tested and compared to others in the diploma thesis of N. Kaempchen (2001).
compare the calibrations he considered the following values amongst others:

e The residual error: the distance between a measured image loaatiand
the back projected location of the model control point based on the calibratio
parameters.

e The baseline length of the stereo-vision system: a measurement of the recc
ered external camera parameters.

e The absolute error in distance: this measure is very important for the quality ¢
the stereo-camera calibration and the subsequent distance estimation with it.

e Inspection: the visualization of the three-dimensional points shows errors an
inconsistencies of the stereo algorithm and the calibration which are not ok
tainable by the above values.

To summarize, the Bouguet (2000) calibration provides results with only 20% of thi

error burden compared to the Tsai/Lenz algorithm. The Bouguet solution is superi

to the discussed approaches. For more information consult Kaempchen (2001).
To support this analysis a few remarks are added to some of the details:

e The multiple stage method with an initial guess assures that the iterative s
lution approach starts close to an optimum. On the one hand, there are on
a few iterations necessary to obtain the optimal solution. On the other han
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the danger of ending up in a local extremum far from the global one or even
performing a divergent algorithm are minimal.

e Working on an image series with different views of a calibration rig contains the
risk of obtaining views which lead to singularities and numerical instabilities
in the calculation of the homographies. Sturm & Maybank (1999) describes a
method to obtain an optimal set of calibration parameters on a series of images.
The calibration target is a planar control point arrangement, imaged from dif-
ferent views. Their publication lists singularities which might occur depending
on the position of the image plane and the calibration rig relative to each other.

e The Bouguet (2000) algorithm is especially suitable for stereo-vision system.
In the MATLAB implementation the constraints of a rigidly mounted stereo-
camera system are taken into account. Regarding the external parameters of
the cameras, a change in the baseline is not allowed to occur from one image
to the next. This consideration reduces the parameter set by six and makes the
system more stable and reliable.

To conclude the discussion, a general point to the camera calibration has to be stated:
each of the approaches is only as good as the determination of the original data,
i.e. the location of the control point features within the image. Bouguet uses a planar
checkerboard calibration rig which is in itself far superior to a dotted calibration plane
(see Section 5.2). However, the determination of the features is not optimal. At this
point further enhancements to the Bouguet calibration are made.

5.6 Enhancement of Bouguet's Calibration Approach

Each system providing results which are derived from measurement data are only as
good as the original data itself. Evaluating the results of the Bouguet calibration,
especially comparing the procedure to others proposed, it is obvious that significant
progress potential lies in the improvement of basic data acquisition step.

As mentioned above, the original implementation of the stereo-camera system is
divided in two parts. The first part is a C++ implemented procedure to calibrate each
camera as a monocular system. The code is based on the freely available GpenCV
library. The result of this calibration is the input for the MATLAB implementation by
Bouguet (2000).

It is obvious that such a two system implementation is in no way desirable. Be-
fore discussing some implementation steps, an enhancement of the original OpenCV
detection of the chessboard corners is introduced.

20pen Source Computer Vision Library: A collection of computer-vision algorithms, implemented in
C++, published by the Intel Cooperation, http://developer.intel.com
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5.6.1 Feature Detection
The OpenCV Corner Detection

The OpenCV corner detection is a multiple step procedure based on an initial sca
ning process with a subsequent sub-pixel precision search of the checkerboard crc

ing:

1. The initial scanning process: The function tries to determine whether a give
feature is a chessboard corner. It locates and sorts the chessboard cor
guesses. To do so, it initializes a contour scanning process. The scannil
process operates on binary images and extracts the contours. A polygon &
proximation is then applied to the contours with rejection of non-quadrangle
structures. In a loop the structures are collected and sorted until either all d
sired corners are found and sorted or no more suitable contours are availab
A positive result is piped into the sub-pixel precise search.

2. Sub-pixel precision search: The idea of this function is based on the observatic
that every vector from a centgrto a pointp located within the neighborhood
of q is orthogonal to the image gradient gt subject to image and measure-
ment noise. Therefore, it is a gradient minimum search with a relocation of :
neighborhood window until the center keeps within a set threshold. That is th
sub-pixel precise location of the feature.

In practice the contour analysis proved to be rather instable. Following the maxir
that the space of measurement should be equal to the space of calibration it is nec
sary, especially for automotive applications, to record the calibration images at larg
distances. This leads to rather small features with close distances within the ima
The OpenCV algorithm is often not able to properly detect and sort them. In orde
to avoid singularities due to parallel image and calibration planes (see Section 5.&
and 5.5.2) the calibration rig must be imaged at a certain angle. The control poil
analysis of the OpenCV implementation often fails if the angle is too large, mainly
due to an improper polygon approximation. Finally, the gradient based determinatic
of the sub-pixel precise location of the chessboard crossing is not satisfactory. Ev
operating on a rather large image basis some of the parameters are only determi
with a rather large error burden, e.g. the focal length up to an uncertainty of 2 pixels

To improve the quality of the data basis a template matching approach is develope

Template Matching Corner Detection

The developed template matching procedure is based on an algorithm usually appli
in stereo-vision matching. According to Aschwanden (1993) the most suitable for im
age processing is the normalized mean-free cross-correlation funotionf defined
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Cul ke

Figure 5.6: Three calibration matching templates used in the first approach to locate the chess-
board corners with sub-pixel precision. The depiction is enlarged. The original tem-
plates are & 8 pixels.

as:

. S35 (P +ivh+1) - Pr(U+1, Vo))

VI P iy ) SIS P U )
(5.48)

HereP' (u'p,v'p) denotes an intensity value of a window in the left camera image and
P (up,V},) a value of a window in the right camera image of size m along the
epipolar line. The valueB' (uj, +i,V,, + j) andP' (U, + i,V + j) represent intensities

of mean-free windows

Plup+ivh+j) = Puy+iVp+i)—p
P+ Vo)) = P(UL+iVh+j)—u (5.49)

with u representing the mean value of the window,

T
nm
1n1m1
u = nm%%Pr Up +i,Vp+ ). (5.50)

Aschwanden (1993) shows that tbefmf is optimal with respect to Gaussian image
noise. The result of thecfmfis a value between -1 and 1. Higher values represent
higher similarity. The window pair with the highest correlation value is the deter-
mined correspondence point.

Instead of using this to match extracted features from one image in the other, a
set of 8x 8 pixels templates representing the chessboard crossings is used to perform
a coarse search for the chesshoard corners. The templates represent the chessboard
pattern at different tilt angles (see Fig. 5.6), in order to detect tilted calibration rigs re-
liably. The chessboard crossing carries the advantage of being the only size-invariant
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Figure 5.7: Image of the Correlation Coefficients: Black represents a high correlation valus
white a low one. See left image in Fig. 5.10 for the original image and Fig. 5.6 for the
matching templates.

primitive. A correlation window of 8 8 pixels is moved across the original image,
pixel by pixel, and thecfmf correlation coefficient is calculated for each template.

In contrast to the original Bouguet (2000) implementation the step of creating
binary image from the original one becomes obsolete. The contour based localizati
of the feature points works only properly on a binary image. The template matct
ing operates on the original image. It fails on a binary one, because almost perfe
matches are detected throughout the whole image.

In order to speed up the calculation, matching the inverted template is obsolet
This information is already included in the first computation: The correlation coeffi-
cient for a binary color inverted template is the negated correlation coefficient of th
original template. Considering this, only the absolute value of each obtained correl
tion coefficient is taken into account.

The calibration rig contains 100 line intersections. Therefore, the 100 most sic
nificant points at pixel precision are extracted. However, in order not to obtain pixe
locations that belong to the same crossing an adjustable minimum distance in betwe
the maxima has to be kept.

To check a correct extraction of the points and sort them according to the Bougu
requirements first a Hough line detection is performed. Usually, a line is given by a
equation such as

ax+by+c=0.

The Hough representation, which is very suitable to determine lines in a given set
points, describes a line by the rectangular distanitem the origin and the angle

of the distance line to the-axis (see Fig. 5.8). With this representation one builds a
so called Hough accumulator, i.e. for each data point all lines iover ¢ coordinate
system are calculated. For those points which belong to a line their Hough accumul
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Figure 5.8: Hough Line Representation in Two Dimensions: A line is described by its rectan-
gular distance from the coordinate origin and the angpeof the distance line to the
X-axis.

tor curves intersect at one point, representingrthed ¢ of the point approximation

line.

Even in images of highly tilted calibration rigs the horizontal lines are imaged as such.
Therefore, the Hough accumulator is built for the horizontal linesg.s. confined

to ° £30°. From this accumulator the ten lines supported by the most points are
extracted. The points are sorted with respect to the lines. In order to disregard wrong
feature points, e.g. located at the image background, a mean distance from point to
point along all the lines is calculated and lines with a point distribution far from this
mean are omitted for the vertical line determination.

Using this first sorting, vertical linesare fitted to the respective set of point
of each horizontal line by the means of a least-squares method. To robustly do so,
only horizontal lines with ten points to them are considered. These ten vertical lines
are assumed to be correct and the feature points are again sorted with respect to the
lines. Again lines with a distribution departing from a newly calculated mean are
disregarded. Subsequently, the same procedure is repeated for the horizontal lines
using a least-squares fit.

This procedure uses a Hough determination for the horizontal lines and two least-
squares fits first for vertical lines and then again for horizontal lines. In between the
fits point distribution checks are performed. It proves to be very robust even for very
slanted calibration rigs.

In the next step the 100 intersection points of the horizontal and vertical lines are
calculated and represent the pixel precision feature point locations. Due to the calcu-
lation of the points by sorted sets of lines the sorting order demanded by Bouguet is
obviously always obeyed.

To increase the accuracy a sub-pixel precision search for the maximum location
around the pixel precision location of each feature point is performed. The used
method is based of the one-dimensional sub-pixel search for correspondence max-
imum. To increase the accuracy of the correspondence, a widely used sub-pixel
interpolation is applied (see e.g. Brandes (1995)). The correlation function is ap-



Chapter 5.6: Enhancement of Bouguet's Calibration Approach 81

Figure 5.9: Extracted checkerboard feature points by the template correlation approach.

proximated around the maximum by a parabola. The exact location of the correlatic
maximum is the maximum of the fitted parabola:

1
— 5(corry —corr_,)
U = Up+ .
2-corry —corr; —corr_,

(5.51)

This has been extended to two dimensions, e.g. ix& Pixel area around a feature

point location the correlation values are collected a rotational paraboloid is fitted t
the point distribution. The maximum of the paraboloid represents the sub-pixel pre
cise location of the chessboard crossing. The performance is discussed in Section !

As mentioned above, Bouguet (2000) operates on an image series which is deen
rather unsuitable for an automated industrial application. However, a car driving b
a series of identical checkerboards surmounts this disadvantage. In Bouguet's imp
mentation an image is only valid if all corner points of the calibration rig are visible.
This assumption is hard-coded in the MATLAB section. This has two effects: (1) I
not all the control points are properly detected the image is discarded and (2) if tt
calibration rig is not fully visible the image must be omitted. Due to the lack of an
automated error recovery in the Bouguet implementation this is a major disadval
tage. To overcome this, algorithms which are able to robustly detect partially visibl
checkerboards were developed.
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Figure 5.10: Original and Reconstructed Image of the Bouguet Calibration Rig. Left: Instead
of dots (see left image in Fig. 5.2) a checkerboard is used. In order to make the outer
corners available smaller rectangles and squares are added to the rim. Now there are
100 checkerboard crossings visible and detectable. Right: A lens distortion free image.
The reconstruction is especially visible by comparing the pattern on the background
wall in the left and the right image.

Partial Visibility Detection (PVD)

Especially in stereo-camera systems the full visibility of a calibration rig in both
images is not guaranteed. Additionally, if a car is passing a series of calibration
rigs, other objects may occlude certain areas. These images still contain information
which is useful in the calibration process. However, the control points must be ro-
bustly detected and the sorting order determined. This is especially true if the view is
obstructed and different parts of the rig are imaged by the cameras.

The primary feature extraction of the partial visibility detection (PVD) is the
template-based correlation approach described above. The determination of the initial
horizontal lines is done by the evaluation of a Hough accumulator. With the determi-
nation of the vertical lines the difference in the approach starts. The vertical lines are
extracted with a Hough accumulator. With these two sets of lines the feature points
are sorted. Using the determined mean distance of the feature points along the hori-
zontal and vertical lines respectively, correlation templates for each of the corners are
generated dynamically (see Fig. 5.11). To care for skewed corner images, i.e. tilted
calibration rigs, the templates are created with different rotational angles. One might
think about using the line inclination to create the templates. However, this has not
proved useful in the application.
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Figure 5.11: Dynamically Generated Matching Templates for Corners: Depending on the fe
ture point distance along the horizontal and vertical lines dynamic masks for the corne
detection are used. Here, a lower left corner is depicted at different rotational angle
but templates are generated for all corners.

The extracted feature points are now checked with the dynamic templates on the
corner characteristics. To increase the robustness of the detection ar? oletiéation
is performed. This is done by examining the point distribution based on the mea
distance calculation. If only one corner is visible the sorting starts there. Otherwis
the corner with the highest correlation coefficient is taken as the starting point. T
sort the points into the required absolute raster, first the line inclination and the poil
distances are used. Later on, the search is performed with pieces of lines that :
supported by multiple points.

To conclude the pixel precision detection, lines are determined by least-squar
methods based on the point-to-lines sorting obtained before. If there are no incons
tencies the pixel-precise location-phase is terminated. The sub-pixel precision dete
tion is the same as described above.

This approach, implemented during an internship by A. Moosbrugger, proved to b
very efficient and robust. For more details consult the internship report Moosbruggt
(2002).

While the first correlation based algorithm is used as a replacement of the OpenC
approach, the PVD has implications on the subsequent procedure. The division of t
application in a C++-based monocular calibration and a subsequent MATLAB-base
determination of the external camera parameters is impractical. In addition to th
more convenience-driven point, the results of the partial visibility detection (PVD)
require alterations in the implementation. The Bouguet implementation discards tt
whole image if points are not properly detected. In the PVD approach an image
must only be discarded if no points are detected. This change and the monolith
implementation is accomplished by the master’s thesis of D. Schowalter (2002).

3Qutliers are points which are detected as corners but they are not located on the calibration rig but
the image background.
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5.7 Results

In this section a short presentation of a performance comparison of the different
Bouguet calibrations is given. As mentioned above, tests between different calibration
approaches are presented in the diploma thesis of N. Kaempchen (2001). In addition,
during the tests numerical problems in the reconstruction based on the homogenous
coordinate representation were encountered and are presented here.

Comparison of the Bouguet implementations

To compare the performance of the different Bouguet implementations, tests on dif-
ferent sets of images were conducted. Four of the images sets were taken with one
stereo-camera pair (named IC2 (1) through (4)), a fifth with a different one (named
UTA). The four IC2 sets mainly differ in the number of images and in their compo-
sition, i.e. certain 'difficult’ images are added intentionally to produce situations that
are hard to detect or which cause numerical instability (flat-on images). All the im-
ages contain 100 control points on the checkerboard calibration rig. The image size
for all test sets is 768 568 pixels. Even though the cameras operate in interlaced
mode, full images are grabbed. This is unproblematic due to the static setup of the
calibration environment. The IC2 cameras are equipped wimin and the UTA
cameras with 12 mm lenses.

IC2(1) IC2(2) IC2(3) IC2(4) UTA
# images 25 40 40 80 15
# difficultimages 0 5 10 15 0

Table 5.1: Calibration Test Sets

As measurements the following values of the left camera in each system are exam-
ined:

The standard deviation of the focal lengtiagin u- andoy, in v-direction,

the standard deviation of the principle point locatiaop, ¢,),

res the mean residual error,

resy the maximum residual error,

and the standard deviation deviatiops of the residual error.
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Note that the residual errors are calculated on the basis of the monocular calibratic
All values in the tables are given in pixels. The conversion factor isQi2gixel/mm.

In the set IC2 (2) only the stereo calibration in MATLAB failed whereas in the sets
IC2 (3) and IC2 (4) the monocular stage failed, both due to a numerical instabilit
error message.

Original Bouguet Correlation Based
oy 89797441223 897522+ 0.578
oy, 890694+1.434 890282+ 0.680
Cu 385527+2261  386355+1.079
Ccy 296008+1.857  296529+0.878

Tes 0901 Q088
resm 2.853 Q264
Ores 0.322 Q045

Table 5.2: IC2 (1) Calibration Results

Original Bouguet Correlation Based

oy no result 898124-0.807
oy no result 8910954 0.857
Cy no result 3833124+-1.178
Cv no result 298684-1.163
Tes 1150 0623
reSm 8.950 1981
Ores 0.899 Q572

Table 5.3: IC2 (2) Calibration Results
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Original Bouguet

Correlation Based

Ores

no result
no result
no result
no result
no result
no result
no result

898119+ 0.797
890710+ 0.914
388046+ 1.260
294657+ 1.056
®85
2010
0601

Table 5.4: IC2 (3) Calibration Results

Original Bouguet

Correlation Based

Ores

no result
no result
no result
no result
no result
no result
no result

898383+ 2.371
891935+ 2.462
38080+ 3.526
29065+ 3.074
538
2321
0891

Table 5.5: IC2 (4) Calibration Results

Original Bouguet

Correlation Based

Ores

15270324+ 2.520
1520201+ 2.586
392823+ 4.166
270060+ 3.531
2481

6.331

1.839

1525792+ 0.837
1518838+ 0.846
387410+ 2.074
268221+1.739
0567

1251

0295

Table 5.6: UTA Calibration Results
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Figure 5.12: Distance Measurement Depending on the Scaling Factor: The object distan
measured by a laser unit is388 m.

Numerical instabilities in the three-dimensional reconstruction

Another point which has been detected during the investigation of the Bouguet a
proach is related to numerical instabilities of the three-dimensional point reconstru
tion in the homogenous coordinate representation.

Usually, the following procedure is used to reconstruct the three-dimensional obje
location. First the image locatioris, v) of an object are determined in both images.
In the case of the Bouguet (2000) camera calibration the object is a chessboard cro
ing and the correspondence is given by the sorting order of the feature points. Then
camera coordinate system is chosen as the reference frame, e.g. the left camera c
dinate system. For the left camera system the viewing ray is a line through the orig
with the direction(x,y, z) given by Eq. 5.21. For the right camera the viewing ray is
determined equivalently. The representation of the right ray of sight in the left coor
dinate system is obtained by transforming the right camera coordinate system orig
as well as the direction vector with the extrinsic parameter mati¢see Eq. 5.21).
The theoretical intersecti6rof these two lines in the left camera coordinate system
represents the three-dimensional object location. The intersection is described b
set of linear equations.

4In a system containing errors the lines are warped.
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The remark that must be made refers to the scaling factor in Eg. 5.21. Since the
longitudinal distance of the object is unknown, the scaling factor is freely chosen.
It is straightforward to set the scaling factee= 1 to ease the calculational load.
However, it has been discovered that the computation is numerically sensitive to the
scaling factor. Following that convenient way by settgg 1, wrong distances of
the calibration rig were obtained. For further investigation a test setup was made. A
flat-on image of the calibration rig is taken. The distance from the camera location to
the rig is measured using a laser distance measurement unitde=l#88 m. The
obtained distances are shown in Fig. 5.12.

This problem becomes obvious by examining the minimal distance between two
lines. The distance is (Bronstein & Semendjaev, 1985):

=% Y17 Y2 4%
a b c
a o c
d= (5.52)
a b? b ¢ | c al|?
a |t ‘ b ¢ || ¢ a
for two lines given in coordinate representation:
X X, a X Xy a
y |=(y |+A| b and y |=(vy, |+A [ b | (653)
z z c z z, c

Comparing this to the setup of the direction vectors and the influence of the scaling
factorson them, it is obvious that a small scaling facsaccounts for denominator
instabilities upon numerical calculation.

5.8 Discussion

The conclusion of Section 4.4 is that camera calibration is a very basic requirement for
the dependable extraction of information from an image. With the objective to build
an easy to use but yet reliable and accurate calibration tool which suits industrial
needs an investigation into calibrations methods started. Conducting comparative
tests it became obvious that the Bouguet method is very suitable and provides results
superior to the other approaches. However, the accuracy is still not sufficient and a
new method to reliably detect the control points, fully visible or not, was developed.
Tests show that the new method improves the accuracy of the calibratiorn-H4/5E5.

The reliability is increased as well. The new method still provides acceptable results
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in image sequences where the old one fails completely due to numerical instabilitie
or the inability of a robust control point detection.

As mentioned above, speed is not critical for a calibration implementation, becau:
the calibration is usually done only once and off-line. Still, by operating on the orig-
inal image and taking advantage of the algorithmic properties, such as the symme
in the ccfmf for color inverted binary templates, the processing speed is increased.

Altogether, a basic requirement for the extraction of image information on free
formed surface mirrors has been fulfilled. In addition, a tool has been developed th
provides necessary data to many other applications as well.
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Reconstruction of the Reflective Surface

In this chapter the second basic requirement determined in Section 4.4 is fulfilled:
the determination of the relative position of each camera in the stereo system to the
surface geometry. To do so, the geometry itself is reconstructed on the basis of an
acquired image sequence. After giving a short introduction and a review of the re-
lated work, the applicable mathematical representations are discussed. Subsequently,
a newly developed method on the basis of the camera-calibration technique is intro-
duced and its results are discussed.

6.1 Introduction

The image of a scene reflected on a free-formed surface is distorted. The distortion
depends on the surface geometry as well as on the camera position. Therefore, not
only the determination of the surface geometry but also of the relative camera position
to the surface is necessary. Bearing the application in mind, the obtained surface
representation should be smooth and the curvature information must be retrievable,
i.e. the surface has two continuous derivati(@$) (see Chapter 7).

In the special case of a car body part serving as a free-formed surface mirror, the
surface geometry is available in CAD formats. Nevertheless, rather than using this
surface data and determine only the relative camera position respectively, the decision
was made to develop an approach on the basis of the camera-calibration technique as
described in Chapter 5. The decision is based on the consideration of the following
points:

e An assembled car body might deviate from the designed form represented by
the CAD data. The deformation might even occur after the assembly itself.

e A CAD data representation with its control net, supporting planes, and so onis
a rather bulky geometry representation. The data formats are not designed with
regard to storage efficiency.

90
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e A method to reliably determine the relative position has to be developed. Thi
includes the case of CAD data usage.

e The decision not to use existing methods, such as structured-lighting tecl
nigues, is driven by the demand not to introduce additional hardware. Usually
these methods require a calibrated setup of an back-illuminated screen, disple
ing the structures for the geometry determination, and the camera. In additic
to that, some of these techniques are either not suitable for reflective surfac
or they are not applicable to a large object such as the hood of a car.

e And last but not least, developing a method to recover the geometry of a refle
tive surface is an interesting task.

6.2 Related Work

In this section techniques for the geometry reconstruction are introduced and a fe
remarks are made to each approach.

The focus of this overview is mostly on structured-lighting methods because the:s
dominate the field. The principle technique is to set up a controlled environment.
consists of a screen for the structure display and a calibrated camera to image |
projection of the structures on the object. The camera is calibrated with respect to t
internal parameters as well as the relative position to the screen. The displayed stri
tures are usually gray-scale line patterns with varying spatial frequency. By exploitin
the correspondence between the emitted and the observed spatial frequencies anc
distortion of the parallel line pattern the object’s topography is obtained. Howevel
the usually applied structured-lighting techniques are not suitable for reflective su
faces and therefore they are omitted here. The reasons for the failure of the ordine
structured-lighting techniques are stated in the remarks about Kammel (2001).

Other techniques, such as shape-from-shading or triangulation methods, are 1
adequate for the inspection or reconstruction of specularly reflective surfaces. Th
depend on the diffuse reflection component. Stylus instruments and optical aut
focus scanners provide highly accurate results but the data acquisition is very slo
Methods related to interferometry are too sensitive and too expensive for the industri
application.

1. Beyerer & Pérard (1997): In this approach, a series of CCD-camera image
of the reflections of a freely programmable back-illuminated LCD are evalu-
ated. Displaying a known pattern sequence and applying an inverse ray-tracit
method the surface relief is reconstructed. In contrast to the methods of lin
projection, where the measurement is locally affected mainly by the topogra
phy, this method is more susceptible to the inclination of the surface, i.e. th
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measured effect is dependent on the surface gradient. Usually, the obtained lin-
ear equation system contains more unknowns than equations. This is especially
true for a local examination of the reflection points. In this approach the solu-
tion is obtained by a global approach, demanding smoothness of the surface
and exploiting the thereto related correlation of neighboring points.

. Pérard (2000): The task of that thesis is to develop an automated inspection

system for curvature defects on free-formed surfaces. The methodical approach
is similar to Beyerer & Pérard (1997). The algorithm is extended to cope with
varying curvatures within a surface. To estimate the local enlargement a special
pattern must be used. Pérard considers the linear polarization of light emitted
by an LED. However, the sensitivity of the reconstruction is not constant and
depends on the geometric setup of the measurement system as well as on the
surface curvature. For automated inspection of predefined reflective objects,
such as a car body part at the end of a production line, the method is inverted.
The display pattern is altered, such that the distorted image, reflected on the
surface, produces a parallel fringe pattern. Subsequently, a curvature defect,
e.g. due to a faulty varnishing of the part, is easily detectable as a deviation
from the parallelity.

. Kammel (2001): The introduced method is a reflection technique. In contrast

to the usual projection method in structured-lighting techniques, it is applicable
to reflective surfaces.

The ordinary projection techniques are based on triangulation. The camera is
focused on the surface to be measured and the structured light is projected onto
it. The obtained image is distorted compared to the original structure because
the camera exhibits a parallax.

In the case of a reflection technique the camera is focused on a screen, display-
ing the light pattern, that is reflected by the surface. This requires the surface to
be at least partially specular. The surface becomes a part of the optical system,
and therefore distorts the observed structural pattern. If the surface is warped at
an observed point, in the case of a projection method still the same part of the
pattern is imaged. This is due to the focusing on the surface. However, if a re-
flection method is applied, another part of the pattern is observed, again due to
the focusing, in this case on the screen as seen in the reflection. This constitutes
a sensitivity to the surface curvature. Kammel (2001) applies the same smooth-
ness constraint to solve the sub-determined linear equation system explained in
Beyerer & Pérard (1997).

The paper investigates the special properties of convex and concave surfaces.
Concave surfaces are much harder to recover due to their light collecting prop-
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erties. In the structured-lighting techniques it is assumed that the fringes al
distinguishable, i.e. the image-function is coded. Observing concave or pa
tially concave surfaces, parts of the pattern might overlap or points in the im
age cannot be assigned to points on the screen explicitly. Considering this, tl
fringe pattern resolution must be lower for concave regions compared to thos
for convex ones.

As mentioned above, the technique is directly sensitive to the surface curvatur
However, the recovery of absolute values is only possible if the measureme
of the warped surface is compared to the measurement of a planar surfac
The planar surface must replace the warped surface in the experimental sett
A requirement, that is only fulfilled in a controlled laboratory setup and for
objects of a rather small siZzeFor the surface reconstruction of the hood of a

car, especially in an assembled state, the technique is not applicable.

4. Andresen & Morche (1983): This method evaluates an image series of prc
jections of cross-raster structures on a dynamically deformed surface. Tt
cross-raster is a pattern of horizontal and vertical parallel lines. This patter
is used because the intersection points of the cross-raster are easy to det
with image-processing algorithms and therefore accounts for automation. TF
evaluation provides curvature and inclination information along the coordinat:
lines which correspond to the cross-raster directions. The evaluation method
based on the integration of the cross-raster point movements and its derivativ
in locally skewed coordinate systems. However, for the intended application,
controlled deformation of the object, the hood, is not feasible.

5. Ritter & Hahn (1984): The method is based on an extended analysis of the r
flection Moiré effect (Ligtenberg, 1954). The interpretation of Moiré lines is
used to examine the deformation of objects. To a certain degree the approact
similar to the structured-lighting techniques. However, here the information i
not obtained by projecting patterns with varying spatial frequency onto a stati
object but by deforming the object and observing the change in the static pa
tern. The focus of the experiments is stress analysis of the objects. Assumir
small changes in the topography the reflection Moiré effect is used to directl
measure the curvature of an object. Ritter & Hahn (1984) enhanced the Ligtel
berg (1954) approach with regard to the interpretation of object points with the
same inclination. The closing remarks for Andresen & Morche (1983) apply
here as well.

1During the course of the investigation of this paper, a meeting with S. Kammel was arranged at tt
University of Karlsruhe. The experiment of curvature recovery was personally observed. The used obje
is about 10 crhand is replaced in the optical bench by a planar mirror of equivalent size.
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6. Savarese & Perona (2001): In this publication, the geometry linking the shape
of a curved mirror-surface to the distortions it incorporates in a reflected scene
is explored. The analysis is local and differential and operates on a calibrated
scene composed of lines passing through a point. The study assumes perfectly
specular mirrors and shows that local information about the geometry of the
surface is recovered up to the second order from either the orientation and cur-
vature of the images of two intersecting lines, or from the orientation of the
images of three or more intersecting lines. Other proposed patterns in the ar-
ticle are circles or non-planar patterns. However, circles will not qualify for a
proper recovery of the surface (see Section 5.2). It is necessary to image the
calibrated pattern at an angle of inclination, otherwise the correlation between
the line in the image and the line in the scene does not carry meaningful infor-
mation. The topology of the surface is locally approximated by a paraboloid.
An explicit calculation is given for a spherical mirror surface.

6.3 Mathematical Geometry Representation

The shape of manufactured specular surfaces is generally known, and the mathemat-
ical description, used in the CAD systems, should be taken into account. In the case
of developing a measurement system, a mathematical model has to be derived from
the scattered data points.

In order to achieve flexibility, the model must be sufficient to represent arbitrary
topologies. In addition to this, the model should meet several requirements:

e To obtain normal vector and curvature information, the surface must be at least
C? continuous, as used by most CAD applications. This is due to the fact, that
these surfaces are more pleasing to the human eye. Another reason is, that in
most cases;? continuous patches are better approximated by their control net
than patches witiC® or C! continuity, e.g. bicubic compared to biquadratic
B-spline patches.

e The surface model that interpolates data points from a set of points should
converge to a certain shape if data points are added.

In general, there are two basic types of functions:

1. Given data pointgx;,Y;,z) € IR3, find a scalar functiof : IR? — IR that ap-
proximates or interpolates the valgeat (x,y;), i.e. F(X,Y;) ~ z. This prob-
lem is known asScattered Data InterpolatiornThere are many solutions to this
problem, amongst them finite element methods.
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In this case, the approach is applied to a height field representation of the st
face. In the height field representation, the distagoéthe surface point along
the ray of sight, associated with an image locationv;), is recorded.

2. In contrast to the scalar problem, there is Berametric Problem The task
here, is to find a parameterized surf&elR? — IR® that approximates or in-
terpolates the data points. This is usually done by specifying additional paran
eter valuequ;,v) € IR? and by determining® such thafF (u;,v;) ~ (x,V;,Z).

This theory of parametric surfaces is well understood in differential geometn
and dates back to the time of Gauss.

In this case, the additional parameter space is introduced such that it coincid
with the image locations.

In the case of using a parameterized surface representation, which suggests its
additional requirements need to be met;

e Fast estimation of intersection points, which is a property ofcivavex hull
The convex hull refers to the property that the surface is described by a contr
net and that the surface points always lie inside this net. Subsequently, tt
control net serves as a frame for an interference check of light rays and th
surface to decide whether it is necessary to calculate the intersection poir
This speeds up a ray-tracing process significantly.

e To calculate intersections of viewing rays with the surface, the surface has t
be subdivided in smaller patches iteratively. This is the most time-consumin
calculation step in a ray-tracing method and should therefore be implemente
in a time-efficient way.

Data interpolation and the convex hull property are contradictory. A control net that i
the convex hull of a given set of data points cannot interpolate all of them unless ar
duced continuity(CP) is accepted. According to this, requiring at le@tcontinuity
demands a data approximation process.

One model fulfilling the stated demands are the non-uniform bicubic tensor produ
B-spline patches. In this model, the coordinates of a surface point

x(u,V) 3 3
)

p(uv)= | yuv) |= di NP (UN3(v (6.1)
( o =3 5 NN

are expressed in terms of the points of the controldp]eand the bicubic blending

functionsN?(u) and Nf’(v). Tensor product patches are a simple extension of curves
to two dimensions and are separable.
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Another basis for the representation of the surface topography and the slope is the
mathematical representation of the design. These are usually Non-Uniform Rational
B-Splines (NURBS). A NURBS of the fourth order withx m patches is described

by:

M:

C.j N 4(UN; 4(V)w;;

m
>
IO]

r(u,v) = (6.2)

Z Z N (N, 4 (V)W

k=01=0

with N; ,(u) andN; 4(v) being the two basis functions};; being the bi-directional
control net andN being weights. The basis functloN;, are the normalized B-
spline basis functlons of degr@edefined recursively as (Plegl 1991):

0 ifuy <u<uy,

. - i+1
N o(W) { 1 otherW|se (6.3)
u—u U ppq—U
Np) = ——=N (u+ H‘Ji_NiJrl,pfl(u)v (6.4)
Utp—Y Uitpra =Yt
whereuy; are the so called knots forming a vector
U= {Ugp,Uy;-..,Un}. (6.5)

The degree, number of knots and number of control points are related by the formula
m=n+ p+ 1. For non-uniform and non-periodic B-splines, the knot vector takes the
form

U:{aaaa a7up+]_7 k) m p— 1

b,b,...,b}, (6.6)

where the end knota andb are repeated with multiplicitp+ 1. In most practical
applicationsa= 0 andb = 1.

NURBS possess several advantages:

e They offer a common mathematical form for representing and designing free-
formed surfaces and analytical shapes, e.g. conics, quadrics, and surfaces of
revolution.

¢ In the NURBS representation the control net as well as the weights are manip-
ulated. The weighted consideration implies additional geometric advantages:

— Generalization: If all the weights are set to 1, the NURBS are equal to
non-rational B-spline forms.

— If a particular weight is zero, the respective control point does not have
an influence on the surface.
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— The surface is only affected locally by the change of a weight.
The evaluation is reasonably fast and computationally stable.
NURBS have a clear geometric interpretation.

NURBS have a powerful geometric tool-kit, such as insertion, refinement, an
removal of knots, degree elevation, and splitting.

Invariance to scaling, rotation, translation, and shear as well as parallel and pe
spective projection. This allows for cross checks of the separately determine
surface geometries relative to the camera, provided that the camera to came
transformation is known.

Locality: Outside the respective interval the rational basis function equals zerc
Partition of unity: The sum over all rational basis functions equals 1.

Differentiability: In the interior of a knot span, the rational basis functions are
infinitely, continously differentiable if the denominator is bounded away from
zero. At a knot they ar@ — k times continously differentiable whekeis the
multiplicity of the knot.

But NURBS carry disadvantages as well:

To define traditional curves and surfaces extra storage is needed. A circle
space is represented by a circumscribing square requiring seven control poir
and ten knots. Compared to a traditional representation (the center, the r
dius and the normal vector of the containing plane) requiring seven numbers |
three-dimensional space, the NURBS representation needs 38.

Improper application of the weights may result in a very bad parameterizatior
subsequently destroying the surface representation.

Interrogation techniques, such as the intersection curve of two surfaces that ¢
just touching, are more easily represented in traditional forms.

Fundamental algorithms, e.g. inverse point mapping, depend on iterative a
proaches and are therefore subject to numerical instability. However, this proy
erty not only applies to NURBS. Other free-formed schemes exhibit this prop
erty as well.
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6.4 Geometry Reconstruction from a Sequence of Images

After analyzing the demands and the approaches reviewed in Section 6.2, it was de-
cided to develop a surface recovery method based on the following considerations:

e Most ready-to-use techniques require additional hardware and the data repre-
sentations cannot be chosen closely related to the specific task. In addition,
some of the methods are only applicable to small objects.

e Andresen & Morche (1983) introduces a method of surface recovery based
on the projection of cross-raster patterns. The checkerboard pattern used in
Chapter 5 (see Fig. 5.10 and Fig. 6.1) for the camera calibration constitutes a
cross-raster. The necessary algorithms are developed and coded for the camera
calibration. Therefore, only an extension and accommodation is necessary.

e The system should be self-contained, i.e. it depends only on data acquired by
the camera system itself.

¢ In analogy to the structure-lighting techniques, the surface is scanned with vari-
ating spatial frequency. But rather than to alter the projected pattern in a fixed
setup, the pattern remains the same and the longitudinal distance is altered, i.e.
an image series of the calibration pattern is recorded with a varying camera to
rig distance.

Accordingly, an approach consisting of the following steps is developed:

1. The original image data basis is obtained by recording an image series of the
calibration checkerboard with a calibrated camera system, i.e. all the camera
parameters are known (see Chapter 5). To obtain the data across the whole
object the lateral starting point of the image series is altered as well. Having a
mobile camera system, mounted in a car, the distance variation is easy to ob-
tain. The image series is recorded with available software while slowly driving
relative to the calibration rig, starting at different lateral offsets.

2. With the knowledge of the internal camera parameters, the obtained images
are corrected for lens distortions (see Fig. 5.10). Subsequently, all algorithms,
references and methods are applied to reconstructed images.

3. The correlation algorithm, developed with regard to the calibration (see Sec-
tion 5.6), is applied as stand-alone process. In it, according to the calibration
procedure, the chessboard features in direct sight are detected. The correspon-
dence of the feature points in the left and the right camera is established by
means of the sorting order of control points.
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4. In this step the point correspondences of the features in direct sight and |
reflected sight are extracted. To do so, the feature detection algorithm has be
extended to work on the reflected image as well. The extensions are describ
in the following Section 6.4.1.

5. With the correspondence of the feature points, the internal camera paramete
i.e. the mapping of the image points to lines in the three-dimensional space (s
Eqg. 5.21), and the knowledge of the external camera parameters (see Eq. 5.
the three-dimensional point locations of the control points are obtained. This i
done for each camera separately, as each of the following steps.

6. Using the correspondence between the features in direct sight and reflect
sight, the obtained three-dimensional point locations are assigned to image |
cations in the reflection area. This data is collected while processing the who
image series. It provides a data set that contains single as well as multip
three-dimensional point locations for as many image locations in the reflecte
sight as possible.

7. Image locations with multiple corresponding three-dimensional object loca
tions are used for further processing. Image locations with only a single poin
assigned to them are disregarded. By the means of a least-squares method, li
are fitted to the three-dimensional object locations. These lines represent ra
of reflection.

8. With the knowledge of the direction of reflection for a given image location
and the associated ray of sight, determined by the internal camera paramete
the surface point is obtained. The method of surface point determination i
described in more detail in Section 6.4.2.

9. For the acquired data points either a height field or a parameterized represe
tation is obtained (see Section 6.3). With this knowledge a dense surface poi
net is calculated.

6.4.1 Expansion of the Checkerboard Camera-Calibration Technique

A very important step in this whole surface recovery approach, is a robust establis
ment of the feature correlation in the direct view and in the reflected view. The foun
dation of the procedure is the feature detection of the camera calibration as descrik
in Section 5.6.1. However, to achieve the desired accuracy, some modifications &
necessary.

In contrast to the feature extraction in direct sight, the feature location in the reflec
tive area is a little more challenging. Instead of extracting the 100 most prominer
features and trying to approximate sets of horizontal or vertical lines to them, a parti
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(b)

Figure 6.1: Acquisition Scheme for the Hood Surface Data: (a) lens-distortion-free original
image, (b) extracted reflection image region, (c) contrast enhanced image, (d) image of
correlation coefficients and (e) extracted sub-pixel precise feature locations.

visibility approach, introduced in its principle in Section 5.6.1, is necessary. This is
due to the fact that in most cases only a part of the calibration rig is visible. At close
range, even if the control points are all detectable in direct view, the reflection will
only contain some of them. At far range, due to the diminishing resolution correlated
with the curvature of the surface, not all points are detectable.

As depicted in Fig. 6.1 the feature point extraction is a multiple step procedure. The
whole process is directly applicable to the original image. However, in that case the
recovered surface is additionally warped by the lens distortions. Hence, everything
operates on lens-distortion-free images (see Fig. 6.1 (a)).

The first step is a coarse cropping of the region of interest. Based on the leftmost
and rightmost corner points of the calibration object in direct view, plus a certain
amount of pixels to the left and right (see Fig. 6.1 (b)).

Due to the varnishing of the hood, the contrast within this image is diminished. In
principle, the mean-free cross correlation functiocfinf see Eq. 5.48), described by
Aschwanden (1993) is able to deal with this. The subtraction of the mean gray-value
of the image constitutes a susceptibility to a relative change rather than an absolute
one. However, to reach the desired accuracy in the presence of noise an image en-
hancement is performed. The observable improvement (see Fig. 6.1 (c)) is obtained
by applying a histogram spreading, i.e. the gray-value distribution is stretched to max-
imum and minimum gray-values while preserving its shape. Due to this preservation,
the precise feature location, is retained.
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Subsequently, a template correlation with a single@pixel masks is performed
(see the leftmost mask in Fig. 5.6). In contrast to the feature extraction in the calibr:
tion approach, the symmetry in tleefmf (see Section 5.6.1) is not disregarded but
used later on. Thecfmf provides a correlation result betweerl (anti-correlated)
and 1 (correlated). Matching a binary template and obtaining a certain correlatic
coefficient implies that correlating the inverted template will yield the negative re-
sult. This is applied here to speed up the process. In the camera-calibration technic
only the absolute value of the correlation is regarded (see Fig. 5.7). Here, positi
and negative values are kept (see Fig. 6.1 (d)). There, white represents a match w
the applied template and black an anti-correlation, that is a match with the inverte
template.

In the calibration effort the 100 most prominent features are extracted, disregardir
the value of the correlation coefficient or its sign. Here, in order not to obtain fals
matches, relative thresholds, positive and negative, are set. Typically, an absolt
threshold value of 8 of the maximum correlation coefficient within the image, has
proven to be robust.

Similar to the approach in the Partial Visibility Detection (PVD), corner masks are
created on run-time, based on the mean distance of the feature points (see Fig. 5.
These are used to test the previously extracted coarse features for being a cori
Similar to the calibration case, the dynamic masks are created at different rotatior
angles. This is even more important in the reflective image region, due to the di
tortions caused by the curvature. In the upper image parts of the hood, where t
curvature is higher than in the lower ones, the feature distance might be too small f
the dynamically allocated templates. To overcome this difficulty, the image is resize
by a factor of two in each direction. The intermediate gray-values are obtained b
applying a bilinear interpolation. Performing the corner test on these images prov
to be robust. It must be noted that the enlarged image is only used to character
a feature for being a corner. The extraction of the location is only performed in th
originally-sized image. Upon the robust detection of a corner, the sorting proce:
is started. In contrast to the PVD in direct sight, the lines or rather curves, due t
surface curvature, are reconstructed by examining partial lines in between the poin
The replacement of these lines by larger segments is not performed as it has pro
to be rather unhelpful. To check the sorting, making sure that there are no jumps
between lines, the distribution of the correlation coefficients is used. Along a recor
structed line, positive and negative maximum values must take turns. The encoun
of the consecutive equal signs indicates an error in the reconstruction or the sorting

The second to last step, is the sub-pixel precise location of the feature points.
is performed according to the sub-pixel search in the calibration algorithm (see Se
tion 5.6.1). At this point the features, previously disregarded due to their correlatio
coefficient falling below the threshold, are reconsidered. This is done on the basis
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intersecting the partial lines in between pairs of points of equally signed correlation
coefficients. An extraction example is shown in Fig. 6.1 (e).

Finally, the correlation between the points is established on the basis of the deter-
mined sorting order. Notice that the lower left corner in direct sight corresponds to
the upper left corner in the reflection.

6.4.2 Surface Reconstruction by Distance Minimization

Given a set of three-dimensional object locations associated with an image location
in the reflection area, the task is to obtain the three-dimensional surface point that fits
best to the data.

ThroughT;, the matrix of internal camera parameters (see Eq. 5.21), the image
location (u, V) is correlated to a ray of sight, an origin line in the camera coordinate
system. This line intersects the reflective surface. How is that point determined?

A first approach is to solve for the ray of reflection by setting up a least-squares
problem and solving for the supporting point and the directional vector. The solution
has to minimize the sum of squared distances of the data points to the line. In almost
any case, the obtained ray of reflection and the ray of sight will not intersect. Deter-
mining the point of closest distance of the two lines on the ray of sight yields a result.
However, this result is most certainly not the desired one. For one, the determined
point is not part of the ray of reflection. Another ray of sight, associated with a dif-
ferent image location, does intersect this ray of reflection, but most certainly not at a
true surface point.

In the description above the point of closest distance on the ray of sight is chosen
as the resulting point. Picking some other point is equally meaningless. The point of
closest distance on the ray of reflection, carries the problem of being part of the ray of
sight. This implies that a projection of that surface point results in a different image
location than the one originally determined.

Considering these misfits, some other solution has to be obtained. One solution,
that does not carry the problems mentioned above, is calculated by constraining the
supporting point of the ray of reflection to ray of sight. However, this approach re-
quires a different determination of the directional vector. This is elaborated in the
subsequent presentation.

In general, a line in three-dimensional space is approximated by minimizing the
Euclidean distance of the data points to the potential line. The Euclidean distance

of point p = (X3,Y3,23) from aline, given by, = (a,b,c) = (X, —X;,¥, —V;,2,— 7,),
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is (Bronstein & Semendjaev, 1985):

1 2
= armre (e ub-s-ya)

+((y—ye— @B -2)b)’ + (m-z)a- 05 —x)9)°] . (6.7)

Setting up a least-squares method based on this bulky expression is rather incon
nient. However, using an analog problem situation in physics and its solution provide
the better way. The analog problem is the determination of the rotational ellipsoid ar
its main axes for a given distribution of point masses. In this case the free axis wit
the lowest rotational energy is the focus of interest. If the point mass distribution i
given byP = {p,,...,pn}, the center of massy is obtained by

= iiipi. (6.8)

The center of mass is the supporting point of the main axes. Transforming the poi
mass locations to the center of mass coordinate system reduces the problem to
estimation of the directional vector of an origin line. This vector is calculated by ar
eigenvector and eigenvalue analysis of a covariance matrix. Putting the transform
point locations columnwise in a matrix, the covariance matrix i€ = AAT. Then,

the directional vector is the eigenvector corresponding to the largest eigenvalue. It

C = AAT (6.9)

6 = §YZ)T=p cn (6.10)
P oo

A = oo (6.11)
R

The advantage of this approach is, that is extendable to arbitrary dimensions. In t
three-dimensional case, the covariance matrix is given by

L (002
c=3 Y. X .5 VA | (6.12)
2ox A @)

According to Fischer & Kaul (1990), the eigenvector-eigenvalue equation to be solve
is:
Cx = AX. (6.13)
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Figure 6.2: Sum of squared Euclidean distance from the line: the supporting point of the ray
of reflection is constrained to the ray of sight. The directional vector is calculated
using the covariance method. Subsequently, the sum of squared Euclidean distance is
recorded for each line point. The line clearly exhibits a minimum, the location of the
surface point and a maximum, the location where the retrieved directional vector is
perpendicular to the actual one.

A € IR is an eigenvalue o, if there is a vectox € IR® unequal to zero, that solves
the equation. Hence,is called an eigenvector. To obtain the eigenvalue of a matrix,
the determinant equation needs to be solved:

det(C — A1) = 0. (6.14)

As mentioned above, this general approach results in warped lines with stated misfits.
Instead of determining a supporting point, the supporting point is set to be a point on
the ray of sight along which the surface points must be located.

Analyzing Eqg. 6.14 for the given case, yields an equation of the sixth order which
has no closed-formed solution. Therefore, a numerical approach is taken. The sup-
porting point is moved along the ray of sight, the directional vector problem is solved
for that respective point, and the sum of squared Euclidean distance is calculated for
the data points to the obtained line, i.e. the reflected ray. To increase the robustness
of the recovery, only those image locations with more than 15 three-dimensional data
points assigned to them, are used.

Due to noise in the data and the possibility of erroneous three-dimensional point
assignment to an image location, an outlier detection is necessary. To remove outliers
from the data a 3-test is performed, i.e. for the given line the distribution of the
Euclidean distances is calculated and points with a distance larger thar the
distribution are removed. This is performed for each potential line recovery.
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Figure 6.3: Recovery of the Surface Constraining the Point to the Ray of Sight: The line ¢
sight (direct ray) and the recovered ray of reflection (reflected ray) determine a plan
in space. This plane is shown with its coordinate systegyp). In it the data points,
the recovered rays, and their intersection, the surface point, are displayed. In the upy
part a shifted inverse sum of Euclidean distance function is depicted. It exhibits a clec
maximum at the surface point location. The graph is based on real data.

The sums are recorded and are shown in Fig. 6.2. That function exhibits a mit
imum, the location of the surface point, and a maximum where the retrieved dire
tional vector is perpendicular to the true one. However, the surface point determin
tion is numerically more stable, if the inverse sum of Euclidean distance is evaluate
Fig. 6.3 presents such an evaluation. The line of sight (direct ray) and the recover
ray of reflection (reflected ray) determine a plane in space. The figure shows th
plane. In it, the data points, the recovered rays, and their intersection, the surfa
point, are displayed. In the upper part a shifted inverse sum of Euclidean distan
function is depicted. It exhibits a clear maximum at the surface point location.

With this approach, the point along the ray of sight, associated with the imag
location (u,v), is extracted. For this point, the retrieved line minimizes the sum of
squared Euclidean distance to the data points. It therefore yields the most like
surface points. A point which does not carry any ambiguities with respect to back
projection and the like mentioned above. By using the normalized directional vectol
for the lines, the line parameter automatically yields the distance of the surface poi
location along the ray and therefore the height field representation (see Section 6.:
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6.5 Results

On the following pages several images present a surface reconstruction. To recover
the surface, 41 image sequences, containing 150 images each for each camera, were
recorded. In between the sequences a lateral movement of the car relative to the
calibration rig is applied. During a longitudinal displacement 150 stereo images are
taken. The images are processed according to the algorithm described above. The
data points are collected to form a 'calibration object’ for the surface recovery. The
collected data points, 615000 altogether, are shown in Fig. 6.4. The evaluation statis-
tics of the control points is as follows:

Left Camera Right Camera

Number of Images 6150 6150
Number of Available Control Points 615000 615000
Number of Data Points 325409 308006
Recovered Surface Points 1032 1075
Average Number of Points per Line e 856
Removed Ouitliers 13519 14281
Max. Number of Points to a Line 57 41
Number of Points below Minimum (15) 95183 85231

Table 6.1: Surface Data Point Statistics

For the recovery of the surface for each camera, all 2107 determined surface points
are taken into account by respectively transforming them in between the camera ref-
erence frames.

So far, the cameras are referenced as left and right. However, the experimental
setup requires more flexibility. It is rather inconvenient, if the software needs to be
adapted upon a change e.g. in the wiring of the cameras. Therefore, left and right
are only tags for the cameras and the ’left’ camera may be physically the right one
and vice versa. Switched cameras lead to negative scene representation, i.e. negative
distance %) values are obtained. Accordingly, negative line parameters are recovered
in the surface estimation. This is the case here.

As mentioned above, the line determination automatically yields the height field
representation of the surface, i.e. the distance of the surface along the ray of sight
recorded for each image location. A display of the height field is shown in Fig. 6.5.
The distance information can be converted to three-dimensional surface point loca-
tions. Fig. 6.6 displays the 2107 recovered surface points. Projective views from the
side and the top onto the recovered surface points are depicted in Fig. 6.7.
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To the three-dimensional surface points a parametric surface is approximated. Tl
approximation, together with the data points, is contained in Fig. 6.8. A surface patc
located in the middle of the hood, the area where the most interesting objects for tl
original application are located, is seen in Fig. 6.9 to left, a view from the top ontc
that patch in the same figure on the right.

An image of the distribution of surface points in the reflection region concludes th
presentation of the results (see Fig. 6.10).

6.6 Discussion

In this chapter the second basic requirement, the reconstruction of the surface,
fulfilled. Rather than applying an available hardware-intensive method to recover tt
surface and the relative camera positions to it, a new method is developed on the be
of the camera-calibration techniques, presented in Chapter 5.

The camera calibration-technique cannot be used as developed but some adap
to the curved surfaces, and the therefore warped images, is necessary. However,
Partial Visibility Detection (PVD) proves to be flexible enough in its core, to solve
the task.

In the subsequent surface point determination, a distance minimization techniq
with additional constraints is used. The solution to that problem is borrowed fron
experimental physics, i.e. the determination of the rotational ellipsoid, and its axi
of a point mass distribution. An alteration of that procedure, with respect to the
supporting point of the line, provides a reliable method.

The surface geometry is retrieved for the experimental car available for this inve:
tigation. The final test for the accuracy of the recovered surface with this method
the application of it for image reconstruction and object detection (see Chapter 8).
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Figure 6.4: Distribution of the Control Points for the Surface Reconstruction: From the
recorded images 615000 three-dimensional data points were reconstructed with the
stereoscopic information.
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Figure 6.5: Scalar Representation of the Surface: For each image logatwthe distance of
the surface is recorded. Here the data points for the left camera as well as an approxi-
mation of the data points by a scalar function is shown.
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Data Point Distribution

Figure 6.6: Three-dimensional Surface Point Distribution: 2107 surface points displayed in tf

reference frame of the left camera. The camera location relative to the surface is to tt
upper right.
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Data Point Distribution - Topview
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Figure 6.7: Sideview and Topview of the Surface: The three-dimensional data point distributio

(see Fig. 6.6) is projected onto thg-plane (sideview, left) and thez-plane (topview,
right).
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Figure 6.8: Surface Fit to the Data Points: A smooth surface is approximated to the 2107
three-dimensional surface points.

Figure 6.9: Recovered Surface Patch: A patch of the recovered surface, located in the middle

of the hood, viewed from below as grid (left) and from the top (point distribution).
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Figure 6.10: Distribution of the Recovered Surface Points within the Image: Valid locations
where a surface point is recovered, are marked green. Red locations were discardec
a multiple step process, either due to single three-dimensional object assignment or r
achieving the minimum number of required object points.



CHAPTER Y

Non-classical Information Reconstruction

In this chapter, an investigation is conducted on how to retrieve the information
contained in the image without reconstructing it in a classical sense, e.g. a pinhole
reconstruction similar to a calibration effort. Following a short introduction to the
matter a formula is derived which describes the general influence of the surface ge-
ometry on the epipolar geometry. After that, simulations are presented that verify the
findings.

7.1 Introduction

In stereo image processing an epipolar line is the image of a ray of sight of one camera
as seen by the other. The epipolar line starts with the image of the projection center
of the first camera by the second one and ends by the image of the infinite direction.
Along the epipolar line a feature of the first image is sought in the second one and
the location, expressed by the disparity, determines the distance. In this context the
distance-disparity-relationship is governed by a hyperbolic function.

Since the free-formed surface in combination with a perspective camera is not part
of the class derived by Baker & Nayar (1999) it does not retain a singular viewpoint.
It forms a non-classical camera. Due to this fact a somewhat different definition of an
epipolar line or rather curve must be used, because one cannot expect such a system to
keep a linear epipolar relationship and a hyperbolic distance law. Choosing an image
location in direct view and moving an object along the ray of sight, associated with
that image location, the point of reflection of the object draws a curve on the surface.
The image of that surface curve is what will be called an epipolar curve. The curve
will depend on the surface geometry as well as on the camera’s relative view of the
surface. Not only the surface geometry will decide the epipolar geometry: Another
way to describe the formation of the epipolar curve is that it is the image of a direct
ray of sight reflected on the surface. This image depends on the relative position.

With this curve one knows where to look for an object detected in direct view. The
location along the curve and the knowledge of the surface geometry and therefore the
related direction of reflection allows to retrieve the location of the object by inter-

112



Chapter 7.2: Epipolar Geometry on Free-Formed Surfaces 113

secting lines in three-dimensional space. This is the basic idea of any stereo-visi
system transformed to a free-formed catadioptric system.

In order to achieve this a formula is necessary which describes the relationsh
between the surface geometry and the camera’s relative view of it. Another interestii
information is whether there are certain cases where free-formed surfaces retair
linear epipolar relationship. This decreases the computational load tremendously.

7.2 Epipolar Geometry on Free-Formed Surfaces

To find a formula that describes the epipolar relationship on a reflective free-forme
surface a variation approach is taken. With the definition of the epipolar curve il
mind, a basic geometric setup is introduced that describes the reflective case.
initialize the variation the law of reflection is examined and linearized. Performing
a variation, i.e. examining the infinitesimal change of the point of reflection on the
surface upon a infinitesimal movement of the object along the ray of direct sight, wil
yield the result.

7.2.1 Geometric Setup

The basic geometric setup of a directly and reflected view of a scene is depicte
Fig. 7.1. An object located & is observed by a camera @ directly and via a
reflection atR indirectly. The reflection is governed by Fermat’s principle which
results in the angle of incident and reflection being equal. The angle of reflection |
denoted byy. The angles are measured with respect to the surface normal vector
at the point of reflectiolR. The direction of reflection, i.e. the vector froito T,

is calledb where as the direction in which the reflection is observed, i.e. the vecto
from O to R, is callede. The pointsT, R, andO define a plane which is called the
optical plane By its definition the ray of direct sight, i.e. the line betwe2m@ndT,

is part of the optical plane.

To put this setup into more mathematical terms: The origin of the coordinate syzs
tem isO which is the location of the camera. The directions of view to the object
locationT (ray of direct sight) and to the point of reflecti®(ray of reflected sight)
are given by unit vectors. Itis:

R := OR=Re (7.1)
T = OT=Tt (7.2)
B .= T-R=Bb (7.3)

whereb is a unit vector as well.
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Figure 7.1: Basic Geometric Setup of the Reflection C&is#enotes the object locatioR,the
point of reflection on the surfagge O the coordinate origin and the camera location,
the normal vector ap(R), y the angle of reflection and the angle of incident, amtd
b the unit vectors in the respective directions.

The surface of reflection is described by an equation of the form
¢(R) =0, (7.4)

e.g.R= F(e), a function which gives the distance of the surface from the camera
locationO for a certain directiore. At each point of the surface a normal vector
can be defined as:

grade (R)

| gradg(R) ||°

The optical plane together with the wanted information mentioned above is the
starting point of the variation approach. By close examination of the optical plane
the general nature of the epipolar curves is determined. In addition, the degenerate
cases, where the curve is again a line, are revealed. Recalling the definition of an
epipolar curve the object locatidhis moved along the ray of sight. Obviously, the
object location remains within the original optical plane as the ray of direct sight
is always part of the optical plane. If the point of reflecti@remains within the
original optical plane, when the object location moves along the ray of direct sight,
then the epipolar curve is a line, namely the line of intersection between the image
plane and the optical plane. However, if the point of reflecBoleaves the original

(7.5)
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optical plane the epipolar relationship is a general curve and not a line. Whether th
happens or not is an intrinsic property of the surface geometry and the relative came
position to it.

To examine the behavior of the point of reflecti@mrelative to the original optical
plane depending on the surface geometry and the variation of the object loRadion
closer look at the law of reflection is taken.

7.2.2 The Law of Reflection

According to Fermat's principle the provision for the reflection is that the path of light
must be minimal. Additionally, the point of reflection must be within the reflective
surfaceo, i.e.:

S(IRI+1Bl-29(R))=0 (7.6)

under variation oR with A being a Lagrange multiplier. Performing the variation
yields:
e—b=Agradp(R). (7.7)

The geometric content of this equation is the usual law of reflection, i.e. the ang|
of incident is equal to the angle of reflection, where the angles are measured to t
normal vector of the surface. Four equations Roand A are set up based on the
equation of the surface. Therefore, the point of reflecRcend the ray of sighe for

a given object locatiofl are calculated. The main unknownds With it, the real
image on an arbitrary surface or the virtual image observed by an eye or a camera
the originO is obtainable.

Instead of evaluating this non-linear equation system to analyze the influence
the surface geometry, an investigation is conducted how a small change, a variatic
in the object location influences the location of the point of reflection. To do so,
linearization of the law of reflection around a given reflective situation is necessar
However, this linearization is described in a more convenient way if an index notatio
for the vectors is used.

7.2.3 Index Notation and Projection

The vector notation is rather bulky for the intended kind of calculation. Therefore
a vector is now represented by indices, Te= T2 or e = €. EspeciallyR = R¢ =

Ré is written. In addition, Einstein’s sum convention is applied for scalar products
Einstein’s sum convention states that within one side of an equation one summatriz
quantities with an upper and a lower equal indgxa, = aiai. An upper index denotes

a contravariant vector, a lower index a covariant vector. Contravariant and covaria
vectors are related to each other through the metric tensor. Therefore:

|e]?P=1 <= een=1 (7.8)
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For the derivative the equivalendg = % holds, such that

gradg = da0. (7.9)

UsingN? =|| grad¢ ||?>= d2092¢, the following representation for the law of reflec-
tion is obtained:
e —b* = AN (7.10)

One determined by expanding the scalar product of this form of the law of reflection
with itself:
A2N2 = 2 — 2e,b% = 2(1+ cog2y)) = 4co€(y). (7.11)

Due to orientation of the vectors and angles it is:
€8 —b? = —2cogy)n?. (7.12)

For later use, a projectiop?,, onto the plane perpendicular the normal vector is de-
fined as:
Pop’ec=p% P’ =0. (7.13)

The same projection is described by:
P = 6% —n’n,. (7.14)

By projecting the law of reflection onto the plane one sees that the projegtsaaftl
b2 coincide. Therefore, the projections onto the normal vector coincide as well. The
angles betweeb? respectively-e* andn? are equal. This is still the law of reflection.

7.2.4 Linearized Law of Reflection
The law of reflection is now written as:

(€8 —b?)p?, = 0. (7.15)

Performing a variation of the object locatidnyields as a result one of the vec®r
Obviously, a changim the directionof B is extraneous. Therefore, only a variatioin

the directionof b? yields consequences. This variation induces a chafjeof the

point of reflection and subsequently one in the direction of the refleefiomhich is

the desired result. The variation of the point of reflection brings about a variation in
the direction of the normal vector which is dependent on the geometry of the reflective
surface.

The variation of the law of reflection is:

(56— 5b?)p?, + (62— b?)Sp?, =0. (7.16)
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To evaluate this expression the determination of the variation of the projgutida
necessary:
§p?, = —8n°ny —n°8n,. (7.17)

The variation of the normal vector is according to surface theory given by the extrinsi
curvatureK,,. Itis a tensor field, defined on the surface, defining how the surface i
warped in the three-dimensional space. In order to obtain the extrinsic curvature ti
surface needs to be twice continously differentiatié) (It is (disregarding a sign):

Sna = K, SR (7.18)
and subsequently (see Eg. 7.16):
(8€ — 5b%) p?, + (€2 — b)NK P SRE = 0. (7.19)

Applying the law of reflection together with the identi®? = Re* and its variation
OR? = R6e* + ORé™:

(86— 5b%)p?, +2cogy)KPSRE =0 (7.20)

is obtained. The linearization of the constraining condit/dR) = 0 gives6 R da¢ =

0, respectivelyn,6R® = 0, i.e. the variation of the point of reflection is tangent to the
surface, which is rather obvious. Therefod&? has two independent components.
Eq. 7.20 describes only two independent components because the normal compor
vanishes identically.

An orthonormal coordinate system to which from now on the vectors are relate
is introduced. The z-axis is chosen equal to the normal vectoi?i2.n?, the x-
axis perpendicular to it, within the plane spannedbandb?. Finally, the y-axis is
perpendicular such that,y?, andZ? build a right-handed normalized basis system.
This implies:

Xy, = 0 (7.21)
¥y = (7.22)
OAYIR% = X (7.23)
Ap®, = 0, (7.24)
and
e = —cogy)Z+sin(y)x, (7.25)
b? = cogy)Z+sin(y)x%. (7.26)

Accordingly, the variation oR® is divided with respect to the same basis:

SR = R(p»¥@ +qy?), (7.27)
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where the constraiR?n, = 0 is considered. The changeRf consists of two parts:
a change within the optical plane and a lateral one. This leads to the change in the
length:

oR 1 .

R- @RaSRa = psin(y) (7.28)

and in the direction:

56t — %(5Ra_aRea)
= pcog(y)x®+qy?+ pcogy)sin(y). (7.29)

Similar considerations lead to a representation of the infinitesimal change of the ob-
ject location. However, this is not the focus of this derivation, the concern is on the
change ofB? that it induces. Again, the change is composed of two components.
First, there is the possibility to change the length and keep the direction. Second, the
length is kept and the direction altered. Related to the coordinate basis the following
representation is obtained:

b2 = sin(y)x? + cogy) 2 (7.30)

and subsequently
8b? =P (cogy)x® —sin(y)Z) + Qy? (7.31)

and

6B* = (6Bcogy)+Psin(y))Z+
(6Bsin(y) —Pcogy)) x®+ Qy?. (7.32)

6B2is a change in length &2, wherea$® andQ induce changes in direction in such
a way thatP remains within the original optical plane aflperpendicular to that
plane. From this equation one easily calculates the infinitesimal change in the object
location. As mentioned above, a variatiorB3falongb?, i.e. a mere change in length,
is irrelevant.

The extrinsic curvature of the reflective surface has only a component perpendicu-
lar to 22;

K,p = Ki1XaX, + 2K12x(ayb) + KooYaYy- (7.33)

Due to the usage of a right-handed, orthogonal and normalized basis the metric tensor
is represented by a unit matrix. Therefore:

KPe = Ky X + Ky oXPYe + Ko YPXe + Kooy PYe. (7.34)
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In addition, the extrinsic curvature of a surface is represented by a symmetric m;
trix, i.e. K;, = K5,: This is due to the fact that a continuous differentiable surface is
assumed and that the curvature tensor is derived from the second fundamental fo
depending on the second derivatives of a function. According to the law of Schwal
(Bronstein & Semendjaev, 1985), if the derivatives do exist and if they are continuou
then they are interchangeable. The interchangability accounts for the symmetry in t
matrix representation.

Incorporating these expressions in Eq. 7.20 the wanted result is obtained in a mat
representation:

< P > _ ( 2RK;; +cogy) 2RK,, ) ( p ) (7.35)
Q —2RK;,cogy) —1-2RK,,coqy) q )’ '
It is discussed in the following section.

7.2.5 Results

The starting demand was to obtain a formula that governs the variation of the poi
of reflection with respect to the optical plane when the object location changes withi
the plane especially along the ray of direct sight which is always part of the optice
plane. Examining Eq. 7.35, it is obvious that a movement of the object loc@tion
along the reflected raB does not change the point of reflectiBnat all. However,

the matrix in Eq. 7.35 has off-diagonal elements. Due to this, a movement of th
object location within the optical plane induces a lateral movement of the reflectio
pointR relative to plane. This is a consequence of the surface geometry.

Only in cases where the extrinsic curvature is described solely by diagonal el
ments in its matrix representation a longitudinal movement of the object locatio
induces only a longitudinal movement of the reflection point. The extrinsic curvatur
has a diagonal matrix if the optical plane coincides with one of the main curvatur
directions of the surface at the reflection. One of these coincidences occurs looki
along a symmetry-axis of the surface.

Apart from these general results a look should be taken at more specific compute
vision related cases. Setting= 0, i.e. a variation only within the optical plane, in
Eq. 7.35 results in:

P = (2RK;;+cogy))-p (7.36)
Q = —2RKj,coqy)-p. (7.37)

Eq. 7.37 again describes the lateral movement of the reflection point relative to tt
optical plane. To observe an epipolar line rather than a general integrated Qurve,
has to be zero or at least negligible. This is the casgjsfclose 90, i.e. a grazing
angle of incident, and iK;,, the off-diagonal element in the curvature matrix, is
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small. A smallK,, implies an only slightly curved surface. In the special case of a
reflected image in the hood of a car both provision mentioned above might apply: the
hood is only slightly warped and the camera position behind the windshield provides
a grazing incident. In general, the quantization of the image due to the retina, sets the
mark for accepting a curve as line: If the deviation of the curve from the respective
line is below the accuracy of the matching, which is somewhere between one half
and one quarter of a pixel for a video-real-time system, the epipolar relationship may
be regarded as a line. However, the disparity-distance-relationship along that line
might not be described by a hyperbolic function, depending very much on the surface
curvature as well.

7.3 Simulations

To verify whether the constraints discussed in Section 7.2.5 apply in the case of a hood
of a car a simulation has been setup and evaluated. The simulation was performed by
ray-tracing methods provided by the Advanced Systems Analysis Program (ASAP,
see Section 4.2.2) software application. ASAP is a design tool for optical systems and
is able to use CAD surfaces as part of an optical system and simulate light propagation
in a physically correct way.

In the first section the setup is introduced. In the second one the results are presented.

7.3.1 Simulation setup

The setup of the simulation is chosen according to the geometry setup of the theo-
retical examination (see Fig. 7.1) and is shown in Fig. 7.2. Considering the intended
application, CAD data of the hood is used to represent the reflective surface. Not
to restrict the generality of the simulation, a pinhole camera with a focal length of
10 mm is placed at an arbitrary point off the symmetry plane of the surface. Then, ar-
bitrary rays of direct sight, determined by their image coordinates and the pinhole in
3D space, are chosen. A point object is moved along these rays to distances ranging
from x = 0.6 to 1000 m. The points of reflection on the surface are calculated and
the reflected rays are traced through the pinhole onto the image plane. The simulation
results are image coordinates for different object distances related to a single image
point in direct view.

7.3.2 Results

Fig. 7.3 shows the result of the simulation. In the upper part of the image eleven points
of direct view are marked throughk. In the lower part of the image the resulting re-
flection points corresponding to the object locatiartkroughk and the fitted straight
lines are shown. Considering a focal length of 10 mm and 120 pixels/mm the stan-
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image plane

pinhole
direct ray of sight

object locations

reflected rays

Z hood

]

y world coordinate system

Figure 7.2: Setup of the Epipolar Geometry Simulation: A pinhole camera is placed off thi
symmetry plane of the hood. The hood is represented by its original CAD data. At
arbitrary ray of sight off the optical axis of the camera is chosen. A point object is
moved along that ray of direct sight to distances ranging fxea0.6 to 1000 m. The
rays from the object are reflected on the hood and traced back to the image plane whe
the point of incident is recorded. Results are shown in Fig. 7.3 and Fig. 7.4.

dard deviations of the points to the fitted lines range fro?to 121 pixels. The
epipoles of certain points (here arranged in a line) overlap even though the camere
not placed in the plane of symmetry of the surface but at an arbitrary position.

Fig. 7.4 shows the distance relationship along the epipole for the original point
f andg (see Fig. 7.2). Since a disparity in the usual sense cannot be determing
the line parameter in pixels is used instead to display the result. For the line a
geometric representation is assumed: X, +t - r with the supporting poink,, the
line parametet and the direction of the line.

In an ordinary stereo camera setup the epipolar distance relationship is a recipro
function of the disparity along the linear epipole (see Eq. 2.2). The disparity-distanc
function depends on the baseline distance and the focal length of the equivalent p
hole replacements for the cameras. The relative angle of the optical axes in spa
with special regard to esotropia, is a parameter of the function. However, it is pos
sible to identify a general hyperbola that governs the distance relationship for ea
pixel and its respective epipole. This is based on the assumption that the obtained i
ages are corrected to comply with a pinhole camera model. If a system contains e
astigmatic lenses and the images are not correct for lens distortions the determinat
of a single hyperbola for the disparity-distance function will not be successful.
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Figure 7.3: Results of the Epipolar Geometry Simulation: Eleven rays of sight, marked
throughk, represented by their image coordinates in the upper part of the figure, are
chosen. Reflected coordinates of the object point, that are moved along the direct ray
of sight, are calculated. The lines are least-squares fits to the data points. The mean
distance of the data points to the line ranges frofi21o 121 pixels with a standard
deviationc between (67 and 078 pixels. To calculate these values a focal length of
10 mm and 120 pixels/mm in the image plane are assumed.

The catadioptric system shares properties of the ordinary stereo setup but it also
exhibits differences. Even though the rays are reflected on a free-formed surface the
reciprocal relationship still yields. The resulting functions and standard deviations of
the mean distance from the data points to the fitted hyperbola are:

1 -2
GOM = Zrgriaary >0
o(d) = 186107

1 —2
GO = —gggiiogsar T 74310
c(dg) = 208-103

Obviously, the distance functions along the epipoles do neither match nor overlap
even though the points in direct view are in one column of the retina array. The
functions are not shifted as their maximum intrinsic curvature differs.
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Figure 7.4: Distance Relationship along the Epipdlesdg (see Fig. 7.2). Like in an ordinary
stereo camera setup the distance relationship is a reciprocal function. Instead of t
disparity in a common stereo system the line paranteiepixels along the epipole
is used as ordinate. Although both direct view points share an epipole their distanc
functions along it do not overlap. They are neither shifted as the evaluation of th
maximum intrinsic curvature shows.

This can also be understood from a more geometrical viewpoint: The retina colurr
mentioned above and the pinhole determine a plane in space. This plane correspo
to the 'optical plane’ introduced in Section 7.2. However, there the plane is define
by the object location, the camera location, and the point of reflection on the surfac
The point associated with the direct view of the object location is part of the retin:
column related to in this argument. This plane intersects with the free-formed mil
ror surface. The shape of the intersection curve is a free form with varying slope
Different rays of direct sight correspond to certain heights at a given distance. The
points are reflected at different locations on the free-formed surface mirror. Varyin
the distance of the objects alters the location of the reflection. But due to the diffe
ence in curvature around the original reflection point the variation of the reflectiol
point itself and therefore its projection onto the image plane is different, i.e. the sarn
variation in distance leads to different variations in the image location depending ©
the ray of direct sight and therefore on the curvature of the surface where the ray
being reflected.

Having intrinsically different hyperbolas for each pixel validates again the claim
that a pinhole image cannot be reconstructed. Nevertheless, a distance calculat
from the line parameter to sub-pixel precision is possible. On the other hand, tt
epipolar line and the respective distance relationship need to be determined for ec
pixel individually.
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7.4 Discussion

In the first section of this chapter differential geometry mathematics are applied to the
problem of finding an epipolar curve in the case of a free-formed surface mirror serv-
ing in an optical system as source of information. A variation problem is set up and
solved and the result provided a new formula which is able to govern epipolar geom-
etry in general. In the presentation of the theoretical results constraints are elaborated
which must be obeyed in order to treat the epipolar curve still as a line.

In the second part a simulation is conducted to examine whether the special case
of a slightly curved hood of a car in combination with a quantized retina is within the
limits.

Considering the results of the simulation the epipolar curve is treated as a line but
the line and its intrinsic distance relationship need to be computed for each pixel
separately. The computation is based on the calibration of the catadioptric system,
i.e. the surface geometry and the relative positioning of the camera to it.
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Comparison of Lines and Reconstruction Results

This chapter elaborates the Comparison-of-Lines method, an in-image based |
construction taking the geometry into account (see Section 4.2.3). It is described
some more detail in the first section. The second section is dedicated to the real-tir
implementation, one of the requirements stated in Section 2.5. There, two differe
approaches, a more conservative one and a new and progressive one are describe
the following section the deviations from the model assumptions, explained in Se
tion 4.1, the restrictions in the real application, are examined. To conclude the chapt
the results are presented and discussed.

8.1 Comparison of Lines

In Chapter 4 two feasible reconstruction methods are developed. One is ti
Comparison-of-Lines method, the other the non-classical information extraction elal
orated in Chapter 7. The non-classical method, comprehending each original ima
pixel as an individual camera, results generally in epipolar curves with their owt
distance-disparity function each for every direct view pixel in the original image.
This is more memory consuming and slower compared to the method presented he
The Comparison-of-Lines method reconstructs an image in the classical sense. Hc
ever, according to the results of the solution development (see Chapter 4) an error-fi
pinhole reconstruction is not feasible. Hence, the task is to keep the error as small
possible.

The idea of the Comparison-of-Lines method is presented in Section 4.2.3 and d
picted in Fig. 4.11. It reduces the reconstruction to a search problem. The sear
problem is solved once and off-line and the result is implemented obeying the rez
time constraint. In the following, the idea is shortly revisited and the solution pre:
sented.

The Comparison-of-Lines method chooses a point on the surface. Its tangent
plane serves subsequently as a planar mirror. At the tangential point the direction
reflection of the free-formed surface and the tangential plane are identical. For tf
planar as well as the free-formed surface mirror the directions of reflection are con

125
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Figure 8.1: Errors in the Reconstructed Object Location: By choosing a virtual camera location
in a non-singular viewpoint system some rays of reflection do not coincide with the
rays of the virtual camera. Dependent on the choice of the reconstruction plane the
error varies.

puted. The task in the search problem is to identify the three-dimensional reflection
line off the free-formed surface that fits best to the reflection ray off a given planar
mirror location. Once this problem is solved a relationship between the original im-
age, i.e. the reflection on the hood, and the reconstructed image, i.e. the reflection
on the virtual planar mirror, is given. This implies that the reconstruction problem is
solved. The Comparison-of-Lines method carries two problems. The first one is that
the reconstruction may lead to a sparse distribution of information in the reconstructed
image. This is not acceptable if the images are to be used for further processing. The
second problem is that errors are introduced into the reflection image. Around the
point of the tangential plane the best result are to be expected while far away from
that point the quality of the reconstruction will diminish. This is due to the increasing
distances of the warped surface from the planar one. The principle error introduced
by the choice of a reconstruction plane in the case of warped rays of sight is shown in
Fig. 8.1.

This general error consideration leads to a choice of the tangential point location
where the most interesting objects for the vehicle-following applications are expected.
This is the central upper part of the hood, visible in the central lower region of the
original image. In addition, in this surface region the curvature is small and the errors
are reduced. In Chapter 6 the surface is reconstructed within the camera reference
frame. For each image locatidn,v) the parametric surface representation contains
the three-dimensional surface point, its normal vector and therefore the direction of
reflection. With the knowledge of the free-formed surface point and its normal vector
the tangential plane is defined. The next step is a scanning of the planar mirror. For
each image location in the reflected region of the original image the intersection point
with the planar mirror is computed. This is done by solving a linear equation system
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resulting from the comparison of the line and the plane equations. The intersectic
points in combination with the respective direction of reflection define a line in space
Considering the restriction of the reconstruction region to an area of small curvatur
the free-formed surface point corresponding to the planar mirror reflection line car
not be located far away. Therefore, the search problem is solved by a straightforwa
implementation limited to a preset area around the coarse location. As measure
the line correspondence the distance of the lines (see Eq. 6.7) and the angle betw
the directions is taken. Using¥mm lenses, the field of view is 48With a PAL-
standard retina, the image is 768 pixels wide. Hence, the pixel-based angular re:
lution is 00625. This is used as a threshold for the angular correspondence. If n
match is obtained, the closest candidate is used to perform an interpolation with tl
direct neighbors to assign an original image location to the virtual mirror. Upon fin
ishing the scanning process a relationship between the planar mirror and the origir
image region is established. Note that this is an inverse ray-tracing process, starti
at the virtual image location. It guarantees a dense reconstructed image withou
gray-value interpolation.

The calibration parameters for the virtual camera are either determined by the re
ative position of the planar mirror to the real camera or chosen freely. The extern
parameters, i.e. the rotation and the translation of the virtual camera are obtained
the reflection of the real camera point and the optical axis at the planar mirror. Th
guantization of the image and the focal length are free parameters. The projecti
of the corner points of the reconstruction region in the original image onto the pla
nar mirror and the subsequent mapping of those points by the virtual camera with
certain focal length determines the corner points of the virtual image. The numb:
of pixels in between is arbitrary and adapted to the resolution of the original image
The metric conversion in the camera-calibration method is defined by the number |
pixels per mm on the retina. If this factor is retained for the virtual camera, its fo-
cal length and the quantization are correlated. The virtual camera performs a perfe
pinhole mapping, i.e. there are no distortions parameters in the intrinsic set. Henc
with the knowledge of the optical axis, the principle point is determined as well. This
sums up the constitutive parameters of the virtual camera.

8.2 Real-time Implementation

As mentioned in the solution requirements (see Section 2.5) the data contained
the reflected image must be provided and evaluated as fast as possible. The vehi
following application is running in video real-time, i.e. 25 images per second. The
grabbing of the half images requires about 12 ms. The rest is available for the eval
ation of the image-based data and the derived information on an abstract level.
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In this section different approaches to reconstruct the images are presented. The
first subsection details a table-based implementation and an approximation solution
each running on the central processing unit. The third implementation uses the
graphics-card of the computer to reconstruct the image and is discussed in the second
subsection. The results of both implementation schemes are presented in Section 8.4.

8.2.1 Implementation on Common Computer Hardware

In Section 8.1 the result is an assignment of image locations in the reconstructed
image to locations in the original image. In order to obtain a dense reconstructed
image without a time-intensive interpolation an inverse ray-tracing method is used.
There are two methods to implement this mapping in a fast way. The first one is more
memory consuming but faster than the second one.

In the first approach the mapping is stored according to the image locations in
the reconstructed image. Pixel by pixel the image locations in the original image
are expressed by its number in an integer format. On startup of the application the
integer reconstruction table is read. The memory for the original image is allocated
and subsequently used by the frame-grabber. The fastest way to access a memory
location is to follow a pointer to it. Therefore, the integer reconstruction table is
converted into a pointer array onto the original image. The storage of the pointer
array is memory intensive. However, the reconstruction is performed just by stepping
through the pixels of the reconstruction image. To each of these pixels the gray-value
of the respective pointer is assigned. If the lens-distortion correction for the original
image is represented in a similar table format, the consecutive table evaluation is
performed off-line and the tables are merged into one.

The second method is to approximate the reconstruction by a closed-formed sur-
face. This method is applied to the original image in the case of lens distortions.
There, the function describing the lens distortions is approximated by a fourth-order
polynomial in tiles. The tiles are computed iteratively. The criterion for the tile size
is that the polynomial fits the original vector function with a sufficient precision. If
not, the tile is split and new polynomial parameters are computed such that the preci-
sion is achieved. Instead of using the original image each pixel is referenced by the
polynomial function in its tile. This method is much more memory efficient. Only
the polynomial coefficients for the tiles are stored. However, each in-image operation
requires the evaluation of a polynomial function. This is a higher computational load
and hence slower. In this case, the lens-distortion polynomials with their tiles and the
reconstruction polynomials with their tiles must be kept and evaluated separately.
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8.2.2 Implementation on Specialized Graphics Hardware

The processing of digital images and the contained information is a time consun
ing effort. Images are memory intensive and the applicable algorithms are manifol
and complex. The simultaneous application of algorithms such as image enhanc
ment (color interpolation), image preprocessing (transformation to a birds-eye view
correction of image distortions, and information extraction (object or driving lane
detection) are not feasible on computer hardware with the available clock rates. -
apply redundant or supplementary methods to verify the results is prohibited by tt
real-time constraint.

So far the standard approach is to implement the algorithms such that the cent
processing unit (CPU) performs the tasks. The computational performance of t
CPU is therefore often the limiting factor. Others are the available memory or the bt
rate with which large amounts of data, e.g. images, are transfered. The developm
of the CPU during the last years provides the possibility to use ever more comple
algorithms. Still, many applications are not as save as they could be due to the impc
sibility to apply at least several of the well understood but computationally intensive
methods.

Today, computer graphics-cards serve not only for the display of image data «
graphical user interfaces. Furthermore, they are hardware specialized on vector cal
lus and color mixing. These graphics-cards, e.g. 3D-accelerated cards with hardwa
implemented OpenGL or DirectX standard, are developed mainly for entertainmel
(computer games). Nevertheless, the algorithms available on these cards can be u
for image-processing as wéllln the following paragraphs the setup and functional-
ity of such graphics processing units (GPU) and their application in image processir
and reconstruction are described.

GPU - Setup and Functionality

The major difference in the setup of a GPU compared to a CPU is the pipeline
processing concept. The CPU consists of a control unit, an arithmetic-logical un
(ALU), and registers. These exist permanently and can be filled with arbitrary type
of data. The prefetch queue anticipates the required data and moves it across the «
bus into the cache memory. The data-bus interface provides the communication wi
the other hardware components such as the graphics-card, the hard-drive, and so
The CPU is designed for sequential data processing.

The GPU components form a pipeline (see Fig. 8.2). The data is processed sequ
tially by the units (shader) of the GPU. CPU units, such as the prefetch queue or tl
ALU are not available. Especially the lack of an arithmetic unit requires the adaptio|
of common image processing algorithms to graphics processing units.

Ipatent pending.
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Figure 8.2: Pipeline Concept of a Graphics Processing Unit (GPU).

The vector analysis is performed by the geometry pipeline. Itis capable of process-
ing three-dimensional vectors. If the standard algorithms are not sufficient, additional
methods are implemented in the vertex shader. Hence, a projection and various calcu-
lations, expressed e.g. by matrix operations, are assigned to each pixel individually.
Using the geometry pipeline reconstructions and perspective views are obtainable.
Almost any image processing that relies on vector calculation, such as stereo vision,
is supported or replaced by a GPU implementation.

The color and texture mixing is performed in the texture- and pixel-shader units.
These shaders move color values within the image according to a preset rule. They
interpolate color values for regions of sparse information. Today, there are between
4 and 16 texture units, depending on the GPU model, such that multiple operations
are applicable to the result of the geometry pipeline. In addition, the units may be
arithmetically combined. Hence, it is possible to implement image processing that
depends on the comparison of color values on a GPU.

The graphics-cards usually contain several memory units for images. In these units
either several images are processed or different algorithms are applied to the same
image. Within the pipeline, data elements may be abandoned, but so far new ele-
ments cannot be generated. Each data element is piped through by itself, without the
consideration of neighboring pixel. This implies the following consequences:

e The lack of permanent registers prohibits the calculation of a sum of color val-
ues in an image region. Register are only allocated during the processing of
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an element, e.g. a vector. Afterwards the register memory is freed. Neverth
less, color values are added by applying the interpolation routine. Minimizinc
the image by a factor of 2 in each dimension, summarizes and averages fo
adjacent pixels. With the knowledge of the factor 4 the sum is recovered.

e Due to the independency of the pixels, the sequence of processing is irrel
vant. This is the fundamental prerequisite for the parallel and extremely fas
computation.

The graphics-cards operate with Direct Memory Access (DMA). Therefore, image
are directly moved from the frame-grabber or the hard-drive to the graphics-cat
memory. Usually, either the image is moved into the memory of the CPU or the
algorithms operate on the frame-grabber image memory. The processed images fr
the graphics-card are moved to the CPU memory by DMA or displayed. If they ar
moved to the CPU memory, additional algorithms are applicable before the image
are displayed or reprocessed by the GPU.

Image Processing and Reconstruction on a GPU

This technology is very useful for a large variety of image processing methods. Or
of them is the reconstruction of distorted images. The lens distortion parametetr
determined in the camera calibration, describe a rule of how to relocate the col
values to obtain the reconstructed image. This is a task for the pixel shading unit.

The geometric reconstruction of an image is implemented in the vertex shaders
the geometry pipeline. Special camera geometries, such as a parabolic omnivisi
camera (see Fig. 3.3), apply a defined geometry model to the grabbed image to rec
struct the views. The vector model of the paraboloid is used in the GPU to produc
an overlay of the image. In this case the intrinsic geometry of the image and th
projection geometry are identical. The GPU assumes a virtual camera position to o
serve the three-dimensional structure. The image of that camera is what is actua
displayed on the computer screen. Placing the virtual camera viewpoint at the si
gular viewpoint of the camera system in the model (see Section 3.2.3), the mappil
performed by the GPU automatically reconstructs the image.

The vertex shaders are not restricted to a closed-formed geometry. To each pixel
arbitrary geometric point location can be assigned. That is how a free-formed surfa
is modeled. If the geometric surface data is not dense across the pixels differe
interpolation methods, such as triangulation or quadric approximation, are performe
on a hardware basis. The usual approach to calculate a triangular mesh in the CPL
approximate the surface data becomes obsolete.

Due to its parallel structure, the GPU is extremely fast in image processing. Th
color-value interpolation which is usually only applicable to a small image region o
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interest, is now computationally for free. The same is true for the correction of lens
distortions. So far tables that contain the correct pixel locations or an approximated
polynomial function to the distortion are used. Now, the calibration parameter set is
transformed into a vector dislocation field which is stored in the GPU. The subse-
guent reconstruction is performed in real-time. Tests with a Nvidia GeForce3 GPU
proved the applicability. The images are processed by the GPU at a rate of up to 30
frames per second, more than the camera can provide. Within the cycle the original
image is corrected for lens distortions, mapped onto the geometry, is reconstructed,
interpolated, and written back to the CPU memory. So far, these steps are hardly
performed by the CPU in a cycle-time of the camera. Now, the methods are applied
without computational load on the CPU, leaving it available for other sophisticated
information evaluation.

In contrast to the implementation on the common computer hardware, the GPU
method directly uses the surface data recovered in Chapter 6. The GPU projects
the original image region onto the surface geometry. The virtual camera location
retrieved with the Comparison-of-Lines method is used to define the viewpoint for
the GPU mapping. The lens-distortion correction is implemented as two-dimensional
vector field in the pixel shader unit. It is performed ahead of the projection onto the
surface geometry. The final step is an interpolation of the reconstructed image.

8.3 Experimental Restrictions

In this section restrictions to the usability of car body parts as mirrors are investigated.
The focus is on the relevancy to the image processing. More general and theoretical
phenomena are not included.

The first effect that may influence the application is a deformation of the hood
under driving conditions. The second one is caused by vibrations. The cameras are
mounted to the inner side of the windshield. If the cameras are exhibited to a torsional
force relative to the hood of the car, the obtained calibration as well as the surface
reconstruction are insufficient for the driving application. Another limitation is the
soilage of the hood. If the image is diminished by a soiled hood the processing will
not be successful. The last restriction investigated is the influence of the varnish on
the reflection. However, a determination of the diffuse and the specular component
is not the scope here. According to Pérard (2000) the diffuse component reduces the
specular intensity by about 30%. In the paragraph about the varnish of the hood,
its influence on the gray-value histogram and the subsequent image processing is
examined. According to Otha (1994), mirrors do not exhibit a chromatic aberration
by themselves. Therefore, the image is not additionally blurred and only the varnish
accounts for a change in the gray-value distribution.
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8.3.1 Deformation of the Hood

One effect which might influence the functionality of the application is a deformatior
of the hood under driving conditions. In principle two deformations occur. One is
due to heat, e.g. when the sun is shining onto a dark varnish of the hood. The ott
one is caused by air pressure variations related to the driving velocity.

A measurement for the quality of a car is the gap size of its body parts. There
fore, gap sizes are designed to be as small as possible under basically all circu
stances. One of these cases is the expansion and contraction of body parts in t
and coldness. For the aluminum hood of a S-class Mercedes, the deformation due
temperature variations is so small that the design department refrained from simul
tions to quantify the change of the gaps relative to the fenders. Hence, the influen
of the temperature deformation with respect to the vision application is considere
negligible.

To quantify the air pressure deformation a simulation was set up in cooperatio
with T. Winkler from the car design and simulation department (EP/CSB). Accordinc
to the real driving conditions, an air flow along undisturbed streamlines across tt
upper side of the hood is assumed. To obtain the maximum effect the velocity is s
to 250 km/h. In the assembled state the distance of the hood to the engine body is |
than 2 cm. In addition, the engine compartment is tightened with respect to turb
lences from the air flow generated in between the lower car side and the road. Hen
the air flow velocity underneath the hood is set to zero. The design and simulatic
tool, built by the EP/CSB department, is usually used to simulate the air flow acros
a newly designed vehicle and calculate its air resistapcd he tool operates on the
CAD design information of the vehicles and therefore the hood is represented by i
construction data. Due to the required size, the results are presented in the apper
(see Fig. B.1 and Fig. B.2). The maximum deformation occurs in the central front pa
of the hood with an amplitude of about22mm. In the upper central part, where the
interesting objects of the application are reflected, the amplitude is atBomtd. Ac-
cording to Bernoulli's theorem the effect is influenced by the velocity to the square
The intended velocity range of the application is up to 50 km/h. Compared to th
simulation velocity of 250 km/h the deformation is only about 4% of the amplitudes
mentioned above. Considering the accuracy of the point location extraction in th
image processing, a deformation in order of4@nm is negligible.

8.3.2 Vibrations

One of the results of the reconstruction method development (see Chapter 4) is t
the relative position of the camera to the surface influences the reconstruction.

change in the camera position during the run-time of the application reduces the re
ability of the system. One effect that causes a variation in the relative camera positic
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Figure 8.3: Setup to Determine the Influence of Vibrations: Patterns are attached to the wall
and to the hood. Note that the pattern on the hood are not reflections but attached
markers.

is a twisting force on the car body due to vibrations. To investigate the influence cor-
relation patterns are attached to the hood of the car and to a wall (see Fig. 8.3). Firsta
reference image sequence is taken with the car standing in front of the wall. The car
engine is turned off during the recording of the reference sequence. The location of
the reference points is determined by averaging the extracted locations. Subsequently
a measurement sequence is recorded. This sequence consists of 400 half frame im-
ages, to exclude interlaced-frame-mode implications on the result. The video rate is
25 images per second, i.e. 40 ms in between the frames. After about 9 s the engine of
the car is started and subsequently driven without a gear through the r.p.m.-range. For
each of these images the pattern location is extracted and compared to the reference
location. To evaluate the results, the distance of the point locations to the reference is
represented in polar coordinates, i.e. a distance to the reference point and an angle to
an arbitrary but predefined reference direction.

Fig. 8.4 shows the point extraction in direct view of the two cameras. During the
first 9 s the graphs exhibit the noise in the point extraction. The polar distance error
is less than A pixel so that the absolute maximum error is less th@mfixels. The
angular distribution for the cameras is random and differs from the left to the right
one. The vibration caused by starting the engine is clearly visible and the movement
up and down the r.p.m.-range as well. It is obvious that the whole stereo-camera
system moves relative to the pattern on the wall, because the displacement of the
pattern in the image relative to the reference is synchronous for both cameras. This
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is true for the distance as well as the angle. Only small variations related to nois
are observable. These results confirm as well that the calibration of the stereo-cam
system obtained on a static scene is applicable under driving conditions.

Fig. 8.5 shows the point movement of the wall pattern and the hood pattern in tf
left camera. Hence, the graph titled "Wall Reference’ is identical to the graph of th
left camera in Fig. 8.4. The other graph in Fig. 8.5 shows the movement of the hoc
pattern. It exhibits a slightly higher noise in the point extraction. This is due to the
relative inclination of the pattern attached to the hood. When the engine is started
twist of the hood pattern relative to the wall pattern is observable in the distance :
well as in the angular distribution. However, shortly after the engine start the twistin
force fades away and the background noise prevails again. Hence, except for ve
high torsion forces such as the start of a large engine, the surface is rigidly mount
to the camera system.

The general resume of this investigation is that vibrational forces are negligibl
for camera systems mounted in a car. If the car is vibrating, it moves as a whol
Torsional changes of the body parts are well below the achievable resolution of t
image processing. This is true for dioptric as well as catadioptric systems mounte
into the car.

8.3.3 Soiled Surfaces

A restriction to the applicability of reflected images on a car body part is soilage. Th
influence of it has been evaluated on an empirical base. The image shown in Fig. ]
is recorded with a car that had not been washed for at least four weeks. Neverthele
the image quality in the lower region is acceptable. As mentioned in Section 2.2..
the aperture is set such that objects at a distance larger than 2 m are imaged shat
Accordingly, raindrops or other residues on the windshield only blur the image. Thi
same applies to the soilage on the hood. The camera is set to infinity and the obje
reflected in the hood, rather than the surface itself, are imaged.
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Figure 8.4: Vibrations of the Camera System to a Fixed Point on a Wall: The graphs show the
distribution of the point locations with respect to a reference frame. The movement is
represented in polar coordinates. The distance from the reference point is shown in the
upper graph, the angle to a reference direction in the lower graph. After about 9 s the
engine is started and subsequently driven through the r.p.m.-range.
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Figure 8.5: Vibrations of the Left Camera to an External and to a Hood Point: The graphs sho
the distribution of the point locations with respect to a reference frame. The movemer
is represented in polar coordinates. The distance from the reference point is shown
the upper graph, the angle to a reference direction in the lower graph. After about 9
the engine is started and subsequently driven through the r.p.m.-range.
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8.3.4 Varnished Surfaces

Most matching algorithms are based on the assumption that the gray-values of an
object in the images are at least closely related. Especially those, that are not mean-
free, achieve the best matches if the values are identical. A correlation method, such
as the mean-free cross-correlation (see Section 5.6.1), that corrects the image region
with its mean gray-value is less susceptible. However, the reflection on the varnished
surface changes the gray-value distribution. If the two images reflected on the hood
are taken for the matching process it does not matter. However, if the process is
used in the fall-back mode the direct view and the reflected view from one image are
matched against each other. In this case the difference in intensity might be too large
for the algorithm to work properly. This has already been discovered in the surface
recovery method. There, a histogram spreading is performed in order to reliably
match the binary chessboard template to the reflection in the hood (see Section 6.4.1).

The left side of Fig. 8.6 shows an image of a black and white calibration wall
and its reflection in the hood of the car. On the right hand side of that figure the
intensity distribution is shown. In that histogram, and similarly in those shown in
Fig. 8.7 and 8.8, the value range is cut off at a lower and an upper limit. This is due
to the digitization of the image by the frame-grabber and without implication on the
conclusions. In Fig. 8.6 there is a marked region in direct sight and its correspondence
in the reflection. Fig. 8.7 shows the direct view region and its histogram, Fig. 8.8
the same for the reflection. To obtain comparable results the reflection region has
been resized to match the direct sight. The comparison of the histograms shows
a displacement of the maxima locations and a diminishing of the maximum height
in the reflection histogram. The combination of the direct- and the reflected-sight
histogram explains the double peak in the lower intensity region of the histogram in
Fig. 8.6.

The basis of the intensity correction is the comparison of a direct view and a re-
flected view of a gray-value wedge.
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Figure 8.6: Direct View and Intensity Histogram. Left: An image of a calibration wall. In it
two corresponding regions are marked. Right: The histogram of the intensities in th
whole image.
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Figure 8.7: Direct View Region and its Histogram. Left: The cropped and enlarged direct viev
region from Fig. 8.6. Right: The histogram of the intensities in the direct view region.

Figure 8.8: Reflected View Region and its Histogram. Left: The reflected view region from
Fig. 8.6 is cropped and enlarged to the same size as the direct view region (see Fig. 8.
This is done to achieve a normalization in the histograms of the direct and the reflecte
view regions. Right: The histogram of the intensities in the reflected view region.
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Figure 8.9: A Typical Traffic Scene in a Vehicle Following Application. The box marks the
region of interest which is reconstructed. The cross is the location of the tangential
point chosen for the Comparison-of-Lines method.

8.4 Results

In this section the results of the reconstruction method is presented. Fig. 8.9 shows
a typical traffic scene in a vehicle-following application. A leading car at a certain
distance is observed directly and in the reflection on the hood. The region of recon-
struction is marked as a box in the lower part of the image. This box as well as the
tangential surface point are determined by visual inspection of an image in the setup
phase of the reconstruction. Considering this information the Comparison-of-Lines
method is applied. It results in the following transformation from the virtual camera
coordinate frame to the original camera coordinate frame:

1.00015947 —0.01789754 (@(DMOOOOOOO  (M0284484

X 0.00011452  (M9357952 (D6549896 —0.31724867
orig — | 0.00116478 —0.13072821 100000000 (2077946
0 0 0 1

Xrc (8.1)

WherexOrig denotes a vector in the original camera coordinatesgnaine in the re-
constructed coordinate frame. The representation is in homogenous coordinates (see
Section 5.3.3). Therefore, the upper left 3 elements of the transformation matrix
contains the rotational information, whereas the last column is the translation vector.
Obviously, the system is only very slightly esotropic. The virtual camera location

is about 32 cm below the real camera location. This is still within passenger cabin
and not well below the hood as one might expect. Accordingly, the hope to achieve
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a larger baseline, which is associated with a higher precision in the stereoscopic t
angulation, is not fulfilled. The location of the virtual camera implies as well that
the tangential plane at the cross-marked point in Fig. 8.9 exhibits a large inclinatic
relative to the original camera. The planar mirror surface divides the translation lin
between the original and the virtual camera in halves. Hence, the planar mirror
located at a distance of about 16 cm below the original camera. A reconstructic
point in a region of larger curvature, i.e. further away from the original camera, di
minishes the virtual baseline. The virtual baseline is almost identical to the baselir
of the physical stereo-camera system. Therefore, an increased measurement accu
in the triangulation cannot be achieved. On the other hand, the decreased match
reliability caused by a large baseline distance is not of concern.

The number of pixels per mik, for the virtual camera is set to the value of the
physical camera. As mentioned above, this correlates the focal length of the virtu
camera and the size of the reconstruction image. To reconstruct the image a subs:
pling rate of 25 in u-direction and 2 in v-direction is used. There are two reasons to
do so. First, the subsampling in general adapts the resolution of the reconstructed i
age to the resolution of the reconstruction image. Second, the different subsampli
rates account for the compression of the reflection region iv-tieection. Hence,
the aspect ratio of an object is restored in the reconstructed image. Tab. 8.1 sumn
rizes the intrinsic parameters:

Original Camera  Virtual Camera

ky  [pixel/mm] 120.0 120.0
oy [pixel] 897.5 2243.8
oy [pixel] 890.3 2492.8
ny [pixel] 768 802

ny [pixel] 568 202

cu [pixel] 386.4 390.0
¢y [pixel] 296.5 521.2

Table 8.1: Intrinsic Camera Parameters: Original and Virtual

ky is the number of pixels per mm imdirection on the retinag, anday is the focal
length inu- andv-direction respectivelyn, andn, is the image size, and, andc,
denote the principle-point location. Note that the virtual camera’s principle point i
not within the image. This is due to the geometric setup and the region of intere:
within the reconstructed image.

The planar mirror only approximates the reflection directions of the free-formec
surface mirror. Fig. 8.10 shows the projection of the deviation for the reconstructio
box in Fig. 8.9. The coordinate system is centered on the tangential point, marke
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Figure 8.10: Error Distribution of the Comparison-of-Lines Method: The planar mirror only
approximates the reflection directions of the free-formed surface mirror. The graph
shows the projection of the deviation for the reconstruction box in Fig. 8.9. The co-
ordinate system is centered on the tangential point (marked with a cross in Fig. 8.9).
The box is depicted as viewed in Fig. 8.9. The size of the box is320 pixel. The
length of the line encodes the angular difference. The maximum difference, located at
the upper left side, is.061°.

with a cross in Fig. 8.9. The box is shown as viewed in Fig. 8.9. The length of the
line encodes the angular difference. The maximum differenc®®&10 The camera

and the tangential point are located on the right side of the symmetry axis of the hood.
Therefore, the errors are larger on the left side of the reconstruction. The curvature
of the hood inv-direction is larger than in-direction. Hence, the plane approximates
the u-direction reflection component better than the one-direction. Close to the
tangential point the approximation of the reflection direction is best.

With the intrinsic and extrinsic parameter sets and the surface geometry the im-
age reconstruction is feasible. Fig. 8.11 shows the reconstruction of the reflection
region by the CPU implemented method. On an Intel Pentium Il with 400 MHz, the
image processing host in the car, the image reconstruction takess3 There, the
reconstruction uses a merged lens-distortion and reconstruction table. If an additional
histogram spreading is performed the reconstruction time rises@a2lper image.
Using a predefined histogram rather than extracting the histogram for each image, the
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Figure 8.11: A CPU Image Reconstruction: The central part of the hood (see Fig. 8.9) i
reconstructed with the CPU by the table-based implementation of the Comparison-o
Lines method. To avoid a sparse distribution of the pixel data in the image, an invers
ray-tracing method is used. The desirable interpolation to enhance the image cannot
applied due to the limitation in computation time. Compare this result with the GPU
reconstruction in Fig. 8.13.

reconstruction time is 12 ms. Using an Intel Pentium 4 with 2 GHz, the next gener-
ation of vehicle hardware, the reconstruction times aPenis, 181 ms, and & ms,
respectively. Considering the time limitations for the vehicle-following application,
the histogram spreading is only applicable to parts of the reconstruction image. TI
regions are chosen depending on the object location in direct sight. The reconstrt
tion of the region of reflection is shown in Fig. 8.11. An image interpolation is not
applicable due to the time limits.

As described in Section 2.2.1, the image processing hardware consists of an In
Pentium 1l with 400 MHz clock rate, 512 MB memory, and an ordinary graphics-carc
for the X-Window display of the Linux-OS. It does not contain an up-to-date graphic:
processing unit (GPU). Therefore, in the car only the common hardware solution
implemented.

The GPU reconstruction method is implemented in an laboratory setup with pre
viously recorded images on the next generation of vehicle hardware. This is an Int
Pentium 4 processor with 2 GHz clock-rate, 1 GB memory, and a Nvidia GeForce
GPU. Fig. 8.12 shows the GPU mesh representation of the surface data as view
from the original camera. Fig. 8.13 depicts the reconstructed image on the basis
the Comparison-of-Lines method. For this image the original image was first col
rected for lens-distortions, then projected onto the surface and subsequently mapy
to the virtual image plane. Finally, an interpolation is performed. The image move
directly from the camera to the graphics-card memory. After the processing the imag
is moved by Direct Memory Access (DMA) to the CPU memory for further process-
ing. This is all being done without computational burden on the central processin
unit. The time consuming steps are the transfers of the images by DMA from the car
era to the graphics-card and on to the CPU memory. Nevertheless, the reconstruc
image is available for evaluation less than 1 ms after the grabbing.
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Figure 8.12: The Surface as Viewed by the Camera in Fig. 8.9. The quadric mesh is produced
by the GPU on the basis of the surface reconstruction data obtained in Chapter 6

Figure 8.13: A GPU Image Reconstruction: The central part of the hood (see Fig. 8.9) is re-
constructed by the GPU using the surface mesh model shown in Fig. 8.12. The camera
location is determined by the Comparison-of-Lines method. The image is automat-
ically interpolated by the GPU. Compare this result with the CPU reconstruction in
Fig. 8.11.
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Figure 8.14: Distance Evaluation with the Stereo-Vision System: The traffic scene is evaluat:
by the stereo-vision application as described in Section 2.2. The leading car is observ
at a distance of 286 m.

Coarse Distance Determination

With the calibration information, the reflection images, and the original images forn
a stereo-vision system. Hence, the final test of the applicability is a distance me
surement using a reconstructed image. Due to the fact that the surface recovery
the subsequent calculations are based on the stereo-camera system the result of
distance determination must be compared to the distance recovered by the ster
image processing. The evaluation result of Fig. 8.9 is shown in Fig. 8.14. There, tt
leading car is observed at a distance of48m. Considering the parameters of the
stereo-camera system this corresponds to a disparityp8fpixels.

The basis of the distance determination are the original image, the reconstruct
image, the system parameters, and the transformation matrix in between the syste
(see Fig. 8.9, Fig. 8.11, Tab. 8.1, and Eq. 8.1, respectively). To calculate the distan
of the leading car, the lower left corner of its back window is chosen. Its image lo
cation is(410,239) in the original image an@427,128) in the reconstructed image.
Using the system parameters in Tab. 8.1 and the transformation matrix in Eq. 8.
the image locations result in a disparity of 1B3ixels. This result is very different
from the result obtained in the original images. The pixel density on the rédtjnas
is identical and the baseline distances of the systems are similar. However, note tl
the focal lengths of the original camera and the virtual camera are very different, ¢
well as the image sizes and the principle point locations. Transforming the dispari
obtained from the catadioptric stereo-vision system into a metric distance, one o
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tains a distance of 2B8 m. This is very similar to the result of the dioptric stereo
system, and proves the usability of the free-formed surface mirror as valuable source
of information.

8.5 Discussion

In this chapter the experimental implementation is described. The chosen method is
the Comparison-of-Lines algorithm. It is faster and less memory consuming than the
non-classical information extraction elaborated in Chapter 7.

The implementation is performed in different ways. The first and second method
are classical image processing approaches using the central processing unit. The
first one uses an off-line calculated table, for the reconstruction as well as for the
correction of the lens-distortions. These tables are merged to additionally speed up
the process. The second method approximates the function for the reconstruction
and the lens-distortions. In order to achieve a sufficient precision, the approximative
polynomials are only defined in regions of the image. These regional splits may differ
for the lens-distortion and the reconstruction. This method is more memory efficient
because only the polynomial coefficients and the tiles are stored. On the other hand,
the consecutive evaluation of the polynomials, which is performed for each pixel
operation, is a higher load on the CPU. The third method performs the reconstruction,
and multiple other image operations, without a computational load on the CPU. This
method is implemented on the graphics processing unit (GPU) of the graphics-card.
Instead of moving the grabbed image to the main memory unit of the CPU the image
is transfered by Direct Memory Access (DMA) to the graphics processing unit. The
GPU is specialized on image operations and vector calculus. Hence, the surface data
is directly moved as vertices to the GPU. A sparse distribution of the surface data is
interpolated automatically by the unit. The lens-distortion correction is implemented
as a two-dimensional vector field. All these operations and an interpolation of the
resulting image are performed at extremely high speed by the GPU.

The second part of the chapter is dedicated to the investigation of experimental re-
strictions. Considering the application of free-formed surface reflections in a vehicle
environment four cases come to mind. One is the a deformation of the hood during
the run-time of the application. A change due to the temperature is not of concern.
The gap sizes between the body parts of the vehicle are a measurement of its quality.
In the case of the experimental car the differences in the gaps due to the temperature
are negligible. Hence, the influence on the image processing application is deemed to
be equally minimal. A deformation is induced by air pressure variations. To examine
their influence a simulation was conducted in collaboration with the design and simu-
lation department. In the intended range of velocity the effect proved to be in the order
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of 1072 mm. This must not be taken into consideration. One result of Chapter 4 i
that the optical properties of the system depend on the relative position of the came
to the free-formed surface. Therefore, a change of this position during the applic
tion interferes with the result. Considering this, the second case is the influence
vibrations onto the system. If the vibrations induce a torsional force on the surface ¢
the cameras the obtained calibration is not applicable anymore. However, the rest
showed that torsion is only influential for the maximum force induced by the start-u
of the engine. Otherwise, the cameras and the surface vibrate synchronously. Anotl
problem is caused by a soiled hood. However, the aperture is set such that object f
ther away than 2 m are imaged sharply. Hence, the soilage of the hood blurs the ime
but does not render it unusable. This is supported by an empirical investigation. Tt
last restriction is due to the varnish of the surface. The focus of the examination
the influence of the varnish onto the image processing. The physical properties of t
varnished surface, such as the specular and the diffuse component, are not the sc
The gray-value histogram is indeed influenced by the varnish. However, the sha|
of the distribution is preserved, such that mean-free cross-correlation algorithms a
capable of processing the images. In the case of comparing a reflection image w
a direct view image, the differences are too large for the correlation. In this case t
histogram is corrected by the reference of a gray-scale wedge.

The reconstructions and the coarse distance evaluation presented in this chay
prove that the reflections on a free-formed surface mirror provide image informatio
which is sufficient for processing. Not only the images are reconstructed but th
calibration parameters for the virtual camera are retrieved as well. They are the ba
of the stereo-image processing.
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Conclusions and Outlook

9.1 Summary

This thesis presents a new approach to make computer-vision applications more re-
liable: free-formed surface reflections. The reliability increases with the evaluation
of additional information. Usually, the data is provided by applying additional algo-
rithms on the same image or by introducing additional hardware to the system, such
as a third camera. Considering the requirements of the vehicle-following applica-
tion, wide-angle lenses are used. They provide a view onto a reflective body part
of the car, the hood. It is not designed to serve as part in an optical system. Still
it serves as an image forming sensor. Nayar et al. (1998) proves that a vision-based
object recognition is feasible with curved mirrors. However, that approach depends
on geometrically closed-formed surface. This thesis extends it to the free form.

The stated task of this thesis is to develop and implement methods that retrieve
the information in the reflection region of the image. The survey of the related work
shows that reflections in general have become of interest within the last few years.
The applications are focused on closed-formed geometries with special properties,
such as a large field of view or a singular viewpoint. If the catadioptric systems obey
the singular-viewpoint constraint, correct pinhole projections are reconstructible from
the data. Surfaces that are not closed-formed are almost neglected in literature. Only
Hicks & Bajcsy (1999) develop a catadioptric image formation sensor that automat-
ically rectifies a predefined plane. If the surfaces are not designed to serve as mirror
they are only treated as source of error. Accordingly, methods to process the reflection
data were not available.

The first step in the development of methods and algorithms is an examination of
the image and information reconstruction options. Operations that do not take the
geometry into account, i.e. mere in-image methods, are not a suitable solution for the
posed problem. Two methods emerge as the most promising:

e One is an approach that understands each retina element as an independent

148
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camera. It requires an extension of the planar epipolar constraint to a mol
general notion of epipolar curves.

e The other one compares the directions of reflection of the surface to a plan:
reference mirror. It results in an in-image operation where the surface geomet
is incorporated.

Apart from this, there are two more general results:

e To use the information the camera system must be calibrated. The intrinsic ar
extrinsic parameters have to be determined with high precision.

e The second fundament is the determination of the relative position of the can
era to the free-formed surface. The distortions in the reflection image deper
very much on these parameters.

Accordingly, camera calibration is the topic of Chapter 5. After reviewing dif-
ferent approaches, the method introduced by Bouguet (2000) is favorable as it pr
vides the best results. However, during the course of investigation it became obviol
that the basic data acquisition in the Bouguet calibration is subject to improvemer
The enhancement is implemented by a template-based correlation approach witl
subsequent geometric point distribution analysis. Another property of the availab
Bouguet implementation is that it only operates on fully visible calibration rigs. Es-
pecially in vehicle-based applications in an industrial environment this is a disac
vantage. Hence, a new approach, called the Partial Visibility Detection (PVD) i
presented. It allows the reliable usage of partially visible calibration rigs. Images the
were discarded before or needed to be removed manually from the image sequel
now provide additional information. The freely distributed implementation consists
of two parts. The initial monocular camera calibration is implemented in C++ anc
contained in the Intel OpenCYV library. The stereo camera calibration and the noi
linear optimization of the complete parameter set is implemented in MATLAB. The
change in image handling, caused by the PVD, and the desire to have a monolitt
application required a reimplementation of the MATLAB part. These improvement:
provide an easier to use, more reliable and more precise camera calibration.

In extension of the camera calibration algorithms a cross-raster-based method
recover the surface geometry is developed. The representation of the surface in
camera coordinate system automatically solves the problem of determining the rel
tive camera position to the surface. The method does not require additional hardwze
but uses an image sequence of the camera calibration rig to retrieve the surface. T
core of the reconstruction is an adapted version of the Partial Visibility Detectior
(PVD) to the curved surfaces and the therefore warped image regions. In the deterr
nation of the surface points a minimization technique constraining the surface poil
to the ray of sight is developed and applied.
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After fulfilling the basic requirements of camera calibration and surface recovery
the two promising methods, the non-classical information reconstruction with an ex-
tended epipolar-curve notion and the Comparison-of-Lines method are developed,
implemented, and tested. The methods are applied to images acquired in the experi-
mental vehicle. The results of the reconstruction and the coarse distance determina-
tion of an object prove the claim, that the reflections in a free-formed surface mirror
are a source of information. The images as well as the calibration data is retrievable.
These are the two components of a successful image processing.

Not only the idea of using a car body part as a reflective surface in an image-
processing systems is patented but nine other patents or patent applications originated
from this work as well.

9.2 Contributions of this Thesis

The main contributions of this thesis are:

e A general investigation of the possibilities to reconstruct an image or extract
information from free-formed-surface reflections. There are two major results.
First, that a pinhole image cannot be correctly reconstructed due to the lack of
a singular viewpoint of the system. And second, a method that does not take
the geometry into account is not able to provide the contained information.

e An improvement, the implementation, and the testing of a camera calibra-
tion method. Based on the comparison of different calibration algorithms the
Bouguet (2000) method is considered superior to others. This approach is
improved in several steps. First, the OpenCV implementation of a contour
coarse-fine search and a gradient-based sub-pixel location of the chessboard
line-intersection is replaced by a template-correlation method with a consec-
utive geometry analysis. In a second step, the restriction that only fully visi-
ble calibration rigs are considered is removed. To do so, the Partial Visibility
Detection (PVD) of the chessboard rig is developed. It reliably detects and
classifies corners of the calibration pattern. This is the basis of evaluating the
geometry information of partially visible rigs. Apart from the desire to have
a monolithic implementation, the PVD method requires a reimplementation of
the MATLAB-based stereo-calibration algorithm in C++. The testing shows
that the calibration method now is easier to handle, more reliable, and provides
results with a much smaller error burden.

e A self-contained surface recovery on the basis of an acquired image-series is
designed, implemented, and tested. A result of the investigations of the possible
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reconstructions is that the geometry of the surface and the relative camera
sition to it must be determined. The Partial Visibility Detection (PVD) forms

the basis of a cross-raster-based measurement of the surface geometry in

camera coordinate system. To reliably detect the reflections of the calibratio
pattern the PVD is adapted to curved geometries in the pattern analysis. Tl
method is generally applicable to reflective surfaces and provides either dire
measurement data or an approximated functional representation of the surfa

e The epipolar constraint of stereo vision is extended to a more general notion «
epipolar curves. The evaluation of the relative camera positions in stereo visic
provides a restriction to the object locations in the respective images. This i
known as the epipolar constraint. This constraint is extended to free-forme
surface reflections. Similar to the stereo-vision case, the geometry contains tl
constraining information. However, the free-formed surface is more difficult to
handle. With the understanding of each retina element as an individual can
era, differential-geometry calculus and variation methods are applied to eval
ate the system setup. It results in a general formula that governs the epipol
curve. Approximations of the general case in the vehicle-specific setup ar
investigated as well.

e The Comparison-of-Lines method, an image-based reconstruction consideri
the surface geometry, is developed, implemented and tested. The method co
pares the reflection directions of a planar mirror, tangential to the surface, to tf
reflection directions of the surface itself. It results in an assignment of location
in the reconstructed image to locations in the original image. This is the basi
of any classical reconstruction. Using an inverse ray-tracing method a dense
reconstructed image is obtained. To use the image in a stereo-vision applic
tion intrinsic and extrinsic parameters of the virtual camera are necessary ar
provided. The method is implemented in two classical ways, using tables an
polynomial approximations, on a the central processing unit. These implemel
tations obey the video-real-time requirement demanded on the solution. A ne
method, using the graphics processing unit (GPU) of the graphics-card, is pr
sented. This implementation provides an extraordinary speed and quality of tf
reconstruction. The idea of implementing a computer vision algorithm on the
GPU is extendable to many other applications. It provides an image-processit
capability which is unprecedented.

e The usability of reflections on free-formed surfaces is proved by a distance de
termination on the basis of a reconstructed image and an original image formin
a stereo-vision system.
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9.3 Conclusions

What has been achieved in this thesis? The common assumption that reflections on
a free-formed surface are only a source of error for image-processing algorithms is
refuted. Reflections on a free-formed surface, even if it is not designed to serve as a
part in an optical system, provide information. The usual algorithms are just not able
to cope with it. With the knowledge of the geometry of the surface and the system
setup the information is retrievable. Specifically designed algorithms incorporate the
information in real-time into applications. It supports image-processing algorithms
in different cases, such as the decision making in multiple matching hypothesis situ-
ations or the temporary or long-termed loss of an image.

9.4 Future Work

A lot of work remains to be done in the future. Apart from challenging tasks that
remain in computer vision, the work related to this thesis is summarized as follows:

e So far the camera-calibration method relies on the evaluation of an image se-
quence in a static and well-known scene. The geometric information incorpo-
rated in the calibration pattern enables the algorithm to correlate the extracted
features and determine the intrinsic and extrinsic parameter set. Especially in
a vehicle application an online calibration is desirable. So far, approaches that
achieve a calibration in an unknown environment are non-metric. However, for
the vehicle applications the metric information is indispensable.

e The surface recovery relies on an acquired image series. In order to obtain a suf-
ficient number of data points a rather large series of images must be recorded.
This is a lengthy procedure. The correction of the lens distortions, the feature
extraction, the matching, the surface-point determination, and the surface ap-
proximation are optimized for speed. Nevertheless, the evaluation still takes
time. Hence, an extension of the online camera calibration mentioned above
is desirable to form an online surface recovery. The online recovery solves a
still existing problem. Deformations of the hood as restrictions to the applica-
bility are excluded by the investigations in Chapter 8. However, a permanent
structural damage, as caused by a stone or a bump onto another object, is not
considered. An online surface reconstruction is able to detect such a change in
the surface. A subsequent adaption to the new circumstances is feasible.

e The non-classical information reconstruction is developed but not yet imple-
mented in an experimental vehicle.
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e As mentioned in Chapter 8, the experimental vehicle is not equipped with
graphics processing unit (GPU). After introducing the next generation of hard
ware in the vehicle, an experimental verification is to be performed.

e The free-formed surface mirror application is designed for two scenarios. On
is supporting the stereo vision system in multiple matching hypothesis situe
tions. The other is the provision of a fall-back layer in the case of a temporan
or long-termed loss of an image. Both cases stipulate the making of a decisio
The situations when to fall back to the reflection image must be determinec
Subsequently, the manner in which to invoke the reflection image must be dt
cided. These decision making algorithms are not developed yet.

e The algorithms and methods presented in this thesis prove the feasibility of th
ideas. The reliability and sophistication necessary for the incorporation into
product are not achieved yet. With that level the replacement of one camera t
the reflection image of the other is possible.

e Image processing on the graphics processing unit (GPU) is a technology th
is just emerging. The GPU is developing rapidly and with each generation th
possibilities rise. The precision of the calculation, the variety of implementec
commands, and the amount of parallel shader units is increasing. With thi
perspective it is a very promising research area.

9.5 Outlook

Traffic is steadily increasing. Analogously, the overload of the driver with stressfu
situations is increasing as well. Systems which assist the driver in these complex s
uation are a necessity to at least keep the risk of participating in road traffic at tf
actual level. Driver assistance systems must rely on sensor technology to perce
the environment of the ego-vehicle. Computer vision and camera technology are si
rapidly developing fields. But other approaches with different sensors such as rada
laser-, or infrared-based systems are competitive, especially in vehicle applicatior
Nevertheless, vision with its passive nature, is a source of abundant information, mc
information than other sensors are able to provide. Above this, the visual informatio
itself, i.e. without processing, is intuitive for the human user. With steadily increas
ing computational power in general, the evaluation of this information will be more
and more feasible, reliable, and applicable. Systems exploiting the visual cues w
increase the driver’'s convenience and the security of all traffic participants.
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Figure A.1: A CAD Data Representation of the Engine Hood from the Front.
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Figure A.2: A CAD Data Representation of the Engine Hood from the Side.
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Figure A.3: A CAD Data Representation of the Engine Hood from the Top.



166 Chapter A: CAD Data Representation of the Engine Hood

Figure A.4: A CAD Data Representation of the Central Engine Hood: A separate movable
part.



APPENDIX B

Air Pressure Deformation of the Hood

To investigate the influence of the air pressure on the hood, a driving speed
250 km/h is assumed. The hood is represented by CAD data. Blue is a low deform
tion, red a high one. The maximum deformation of abo@tr@m occurs in the center
of the front part. In the central upper area, where the most interesting objects for tt
intended application are visible, the deformation is low. In addition, the air pressur
deformation effect diminishes with the velocity to the square and the velocity rang
in the application is up to 50 km/h.
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Figure B.1: Air Pressure Deformation of the Hood: Top View. Source: T. Winkler, Daimler-

Chrylser AG, EP/CSB.
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Figure B.2: Air Pressure Deformation of the Hood: Side View. The hood is cut along its axi

of symmetry. Source: T. Winkler, DaimlerChrylser AG, EP/CSB.
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