A virtual photon energy fluence model for Monte Carlo dose calculation
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The presented virtual energy fluen@éEF) model of the patient-independent part of the medical
linear accelerator heads, consists of two Gaussian-shaped photon sources and one uniform electron
source. The planar photon sources are located close to the bremsstrahlun@ptargetly source

and to the flattening filtefsecondary sourggerespectively. The electron contamination source is
located in the plane defining the lower end of the filter. The standard deviations or widths and the
relative weights of each source are free parameters. Five other parameters correct for fluence
variations, i.e., the horn or central depression effect. If these parameters and the field widths in the
X and Y directions are given, the corresponding energy fluence distribution can be calculated
analytically and compared to measured dose distributions in air. This provides a method of fitting
the free parameters using the measurements for various square and rectangular fields and a fixed
number of monitor units. The next step in generating the whole set of base data is to calculate
monoenergetic central axis depth dose distributions in water which are used to derive the energy
spectrum by deconvolving the measured depth dose curves. This spectrum is also corrected to take
the off-axis softening into account. The VEF model is implemented together with geometry mod-
ules for the patient specific part of the treatment hgads, multileaf collimatoy into the xvmc

dose calculation engine. The implementation into other Monte Carlo codes is possible based on the
information in this paper. Experiments are performed to verify the model by comparing measured
and calculated dose distributions and output factors in water. It is demonstrated that open photon
beams of linear accelerators from two different vendors are accurately simulated using the VEF
model. The commissioning procedure of the VEF model is clinically feasible because it is based on
standard measurements in air and water. It is also useful for IMRT applications because a full
Monte Carlo simulation of the treatment head would be too time-consuming for many small fields.
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[. INTRODUCTION functions. Common to all fluence engines is just the capabil-
) . ity of generating the parametefsnergy, position, momen-
Compared to conventional dose calculation meth@=®,  ym) of photons and electrons in a phase space plane outside

e.g., Ref. 1, and references thejefor rafiiatiog therapy  the patient according to the properties of the treatment head.
treatment planning, Monte CarldC) technique$™are po-  rpig plane can then be used to start the MC transport of
tentially more accurate. The problem of fast and efficient Mcparticle histories through the patient.

S|_mulat|_on of phot(_)n and electron tracks W'th_'n three- A clinically feasible Monte Carlo fluence engine should
dimensional(3D) patient models has been solved in the last

) , : tisfy the following conditiond® (i) it should be simple
few years because of the increasing computing power an .
. . . . e 4 .S enough to understand the behavior of the model, to have only
innovative variance reduction technigifes? An indispens-

able requirement for the accuracy of MC algorithms is ard small number of free parameters, and to be fast in sampling

adequate model of the beam delivery system. That is, devia{he initial particle properties(ii) the model parameters .
tions between modeled and real particle fluence at the patief'oUld e fixed by measurements that are not too compli-
surface would propagate as dose distribution errors withiffated and time consumirig.g., by measurements of profiles
the patient and the accuracy of the dose calculation algorithi"d depth dose curves in water and)aiiii) it should be
can be lost. complex enough to confirm all measurements in agreement
There is an important advantage of the MC dose Ca|cu|a\Nith the accuracy demands. Full MC simulation of the whole
tion technique: dose calculation within the patiéivse en- accelerator head is one option to provide accurate photon and
gine) can be decoupled completely from the treatment heaglectron distributions in the phase space pi&né’ Another
model (fluence engine Therefore, very different types of option is the construction of virtual source models based on
fluence engines can be employed, e.g., full MC simulationghese accelerator head simulatihs’® However, the re-
of the accelerator head or virtual source models based oquired technical information and the time-consuming calcu-
analytical representations of the phase space distributiolations limit its clinical feasibility. Therefore, virtual source
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modeling with parameters fitted only from measured dose
distributions in water and air is a third option to simulate at
least the fluence contributions from the bremsstrahlung tar-
get, flattening filter, and primary collimator. An advantage of
this third option is to exploit the experiences collected for the
development of dual and triple source models for pencil
beam, 3D convolution, and collapsed cone dose calculation
algorithms?*~3° In general, part of these models is a point
source to simulate the primary photon component from the
bremsstrahlung target. The head-scatter fluence has been
modeled either by a second point source or by different spa-
tial distribution functions. The precision of analytic models
for MC dose calculation has been demonstrated already by
comparison with measuremetit.

The present paper introduces a virtual energy fluence
(VEF) model of the photon beam head components above
the collimating system. It is especially designed for Monte
Carlo dose engines and it is solely based on measured dose
distributions in water and air as well as some technical in- _ _
formation from the linacs. Section Il provides the details OfFIG. 1. S_chematlc represe_ntatlon of the VEF model for photon beams. The

L planez, is the source of primaritarge} photons, the planes is the source
the model and the commissioning procedure. In Sec. Il COMyp¢ head-scatteffilter) photons and electron contamination. The location of
parisons to full MC accelerator head simulations and to meathe beam modifier plang, depends on the type of the linac. This shows an
sured dose distributions and output factors in water for Eleexample with the modifiefMLC) above the jaws. Other examples are beam
kta and Siemens accelerators are shown. & hec codé?1l modi_fiers beloyv the jaws or m_odifiers rgplacing one jaw pair. It is also
. . . possible to switch off the modifier plane in the VEF model.
is used for the calculation of dose in water.

Il. MATERIAL AND METHODS in the target planezg is the distance froz=0 to the lower

boundary of the flattening filter. The initial photon positions

are sampled from Gaussian distributions with standard devia-
If we take into account the treatment head structure abovlions o and o fitted from measurements. The nominal

the collimating system of conventional linear accelerators ifPeam openings/y andwy, in the iso-center planéthe upper

a photon beam most of the radiation reaching the patient caifidex | means iso-center and the lower indicéandY rep-

be divided into three groupgi) photons arising from the resent the beam opening in theand directions are fixed

bremsstrahlung targéprimary or target photons(ii) pho-  in the beam defining planes given tz=2zy and z=z,.

tons scattering from the primary collimator and flattening Therefore, the beam openings in these planes are calculated

filter (head-scatter or filter photopsand (iii) electron con- by

tamination. Therefore, the VEF model for Monte Carlo dose

A. Geometry parameters of the sources

z z

calculation (see Fig. 1 consists of photon and electron wﬁzw'xz—x, w¥=W'YZ—Y. 3

sources with relative contributiorf3, for electrons andP,, ! '

for photons satisfying the condition Here, z, is the distance to the iso-centarsually 100 cm
PetP,=1. 1) The parametergy andz, are also taken from the technical

information of the linear accelerator. They are generally
Usually, the amount of electron contaminatiBgis small in  given by the lower limits of thex- andY-jaw pairs or by the
clinical photon beams. Therefore the most important parts ofower limit of the multileaf collimatofMLC) if one jaw pair
the VEF model are the photon sources. The model presentés replaced by the MLC. To get the photoiXdirection, we
here consists of two photon sources with relative contribusample a seconX position from a uniform distribution in
tionsPy andPg, wherePy is for primary photons anBsfor  the beam defining plane=zy, the Y direction is sampled
head-scatter photons satisfying the condition from an uniform distribution in the plane=z,. Since the

Po+Ps=1. 2 assumption of u_niform distri_butions is not correct, additional

parameters are introduced in the following to correct the flu-

The primary source is located in the bremsstrahlung targeénce profiles for the horn and/or central depression effects.

plane ¢=z;) and the scatter source is located in the flatten-  Since there are accelerators with two jaw pairs plus a
ing filter plane ¢=zs). Here,z corresponds to the distance MLC, we introduce one further plane=zy, called the

from the virtual focus of the linac, which is not necessarily beam modifier p|ane. The beam openings in this p|ane are
identical to the distance from target, andzs can be esti-  given by

mated from the technical information of the linac treatment
head, they are not fitted from measurements. Usually, for the W)l\élzwlxﬂ M |ﬂ_ @)
primary source we usg,=0, i.e., the virtual focus is located Z Z

Medical Physics, Vol. 30, No. 3, March 2003



303 Fippel et al.: A virtual photon energy fluence model 303

Using this information, the 3D photon fluence distribution of the primary source in air can be calculated by analytical
integration of the Gaussian functions leading to a combination of error functions:

1 X 0 : o
o(xyz)—%ﬂdr{ef( - +erf GO)”erf(i—oo +erf );—(;H. (5)

The first term in Eq(5) is necessary because of the inverse square law. The sympolg, , y, , andy, are given by

X+:m_n(W'sz(z—zo)+2xz,(zo—zx) W'XzM(z—zo)+2xz|(zo—zM))
° 2\22/(z—2y) ’ 2\22/(z—2y) ’
= mi (WIXZX(Z_ZO)_ZXZI(ZO_ZX) WlXZM(Z_ZO)_ZXZI(ZO_ZM)>
° 2\/§Z|(Z_Zx) ' 2\/§ZI(Z_ZM)
6
JU—, (WIYZY(Z—ZO)‘*‘ZYZKZO_ZY) W:(ZM(Z_ZO)'l'ZyZI(ZO_ZM)) ©
Yo 2\22/(z—zy) ’ 2\22/(z—zy) ,
— (W:(ZY(Z_ZO)_ZyZI(ZO_ZY) W:(ZM(Z_ZO)_ZyZI(ZO_ZM))
Yo 2\/§ZI(Z_ZY) ’ 2\/§ZI(Z_ZM)

The min operators take into account the fact that the field widths are determined either by the jaw pairs or by an additional
beam modifiel(e.g., MLQ if the accelerator head consists of two jaw pairs plus the MLC. If, on the other hand, one jaw pair
is replaced by the MLC then the min operations are unnecessary.

The corresponding fluence distribution of the head-scatter source is calculated by

zo)(zy—2z9) 1 X Xa ye y
Fs(X,y,2)= %4{ rf( +erf G—Ss ”erf . +erf USS)] W)
with
(WXZX(Z Zg) +2X7 (25— Zy) WyZy(Z—2s) +2XZ(Zs— ZM))
2\22(z—2x) ' 2\2z(z~2y)
:min(WI><Zx(Z_Zs)—2XZ|(Zs—Zx) WlXZM(Z_ZS) 2Xz(zs— ZM))
2\22(z—2¢) ’ 2\2z(z-2y)
8
(WYZY(Z 28)+2y7 (25— 2y) Wyzy(Z—29)+2yz(zs— ZM)) ®
2\22/(2—2y) , 2\22(z—zy)
(W:(ZY(Z_ZS)_ZVZKZS_ZY) W:(ZM(Z_ZS) 2yz(zg— ZM))
2\/§ZI(Z_ZY) ' 2\/—Z|(Z zy)

The total photon fluence of both sources is then given by By convention the value of the horn correction parameter on
the central axis(p=0) is unity and its derivative is zero.

F(X,Y,2)=PoFo(X,¥,2)Fro(X,y,2) + PsFs(X,y,2). (9  Motivated by accelerator head simulations using sEam
Monte Carlo codé® we assume that it is unnecessary to

The expressioffrp,{X,y,2) corrects the primary photon flu-  correct the head-scatter fluence as well.
ence due to the horn or central depression effect. This effect

is caused by the decreasing attenuation of the flattening filter
with increasing distance to the central beam axisB. Generating the geometry parameters

Fhom(x.y,2) Is estimated by Our intention is to fit the geometrical parametérs oy,

os, hg, hy, hy, hs, andh, from measured profiles in air for

_ 2 2 3 4
Fhor(X.y,2)=1+ p™(hothyp+haop™+hsp™+hap®), different square and rectangular photon beams using an ion-

Ny ization chamber with build-up cap. For this reason, we first
with p= ty _ (10) investigate the correlations between in-air dose, photon flu-
—Z ence, and energy. The direct proportionality of the photon
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fluence F.(x,y,z) and in-air doseDy(X,y,z) is obvious. 130
However, the dependence Bf,,(x,y,z) on spectral or en- 120 £ - measurement
air’ VEF model
ergy variations is not quite simple. To estimate this depen- 110 f E
dence, we have to know the photon energy spectrum as i 100 3
function of x, y, and z. Because this is unknown here, we 90 f 3
assume that the in-air dose distribution is fitted using@Q. & 8o E ]
by replacingF ,(x,y,z) with D4 (X,y,z) and multiplying the g 70k ]
term on the right-hand side with a normalization fadtgr, £ eof ]
ie., 8 gt ]
Dai%,Y,2) = Ne{PoF o(X,Y.2) Fpor( %Y. 2) + PF (%Y. 2)}. o ?
(11 30 F 3
o . 20 3
When the beam commissioning process has finished we 0k J J JJJ) M‘LL L ]
sample the initial photons for the MC dose calculation from = . . . S S
the geometrical model derived from E@1). However, we s 50 =15 10 -5 0 5 10 15 20 25
should have used E¢) to fit the geometrical beam param- X[em]

eters. TO. take the dlﬁerenc_e beme@'@"(.)('y’z) .and Fic. 2. Measured profiles in aidashed lingscompared to the analytical
F,(x,y,2) into account, we adjust the statistical weights of representation of the fitted VEF model profilemlid lineg of 2x2, 3x3,

the sampled photons, which can be different from unity dursxs, 10x10, 20<20, and 440 cnf 6 MV photon beams of a Siemens
ing MC simulations. That is, we sample the initial photon MD2 linear accelerator. The profiles in this example are measured with a

" ; : : ource detector distance of 100 cm. Every profile is normalized using mea-
position and direction from the geomemcal parameters. AfteEured in-air output factors with the convention that 100% corresponds to the

t_hat' we sample the _phOton energy from the spectrum funGsentral axis dose of a 4040 cn? field at 100 cm distance to the virtual
tion (see Sec. Il € With known photon energy we are able source.

to estimate the ratio betweén,(x,y,z) andD(X,y,z) (see

Sec. I D leading to the correct photon weight. The electron

contaminationP, can be neglected for the in-air dose distri- ~ For fitting Eq. (11) to the normalized profiles, i.e., for

butions because of the filtrating influence of the build-upcalculating the paramete,, oy, o, ho, hy, hy, hz, and

cap. h,, a nonlineary? minimization algorithm based on the
In-air X, Y, and Z profiles must be measured for each Levenberg—Marquardt metht/dis implemented. For this

energy and a variety of field sizes. Our experience is that thBUrpose, also the partial derivatives of Egjl) with respect

following field sizes provide a reasonable compromise bef0 the parameters of the model are calculated analytically and

tween the measurement effort and the model accuraxg, 2 implemented by the minimization algorithm. Figure 2 shows

3x3, 5x5, 1010, 20x20, 40<40, 5<40, 10<40, 40x5,  measured and fitted in-air profiles of a Siemens MD2 linear

and 40<10 cnf. The following measurements should be per_accelerator. This example demonstrates that the VEF model

formed: is able to predict central axis depressions as well as in-air
_ _ output factors correctly. Only the output of the<3 cn?

(1) oneZ profile (depth dospat the central axisX=y=0)  peam is slightly overestimated by the VEF model. Also the

from aboutz=85cm toz=115cm, amount of fluencéin-air dose outside the limits of the very
(2) three X profiles fory=0 andz=85cm, z=100¢cm,z  |arge field(40x40 cnf) is a little bit too large.

=115 cm(alternativez values are possiblge
(3) threeY profiles forx=0 andz=85cm, z=100cm, z

=115 cm(alternativez values are possiblg C. Energy behavior

(4) in-air output factors az=100 cm for all field sizes nor- Photon energy spectra of medical linear accelerators can
malized by one of the fields, usually the largé#x<40  be modeled by analytic functions with a few free parameters,
cn?). e.g.”

The profiles must be normalized by the corresponding in-air dEP(E)=dENE exp(—bE), Epn<E<Epmax. (12)
output factors, 100% corresponds to the dose of a4 N is a normalization factor satisfying the condition:

cn? beam at the poink=0, y=0, z=100cm. To take cen- £
tral axis deviations caused by measurement errors into ac- J " dEpE)=1. (13)
count, it is useful to shift the profiles by the corresponding E

distance. This can generally be performed using the Measurg- . andE,,,, are the minimum and maximum photon ener-

m_ent (scanner software. _It might also be usefu! to symme- gies. The most probable enerBy, and the mean energf)
trize the measured profiles because Eid) provides sym- o he estimated from the free parameteasdb using the
metric profiles. Indeed, it is much better if the accelerator isrelationships:

able to produce symmetrior almost symmetricand flat
profiles. Symmetrization is also easily performed using stan- _~ _ | (Ey~ I+1
dard water phantom software. P b’ b -’

min

(14)
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The formula for(E) would be exact if we set the limits of 2.5 EAAASAALANLAAR A T AARARASAL T
integration in Eqs(12) and(13) to Ej,=0 andE,=c°. I + BEAM, X~Profile
Because of the shape of the flattening filter, the mean i x BEAM, Y-Profile
energy(E) of the spectrum decreases with increasing off- model ]
axis ray angles, i.e., with increasing distance to the central 2+ .

axis. Therefore, a correction method for this off-axis soften-;
ing, based on measured half-value lagé¥L ) data of water 2
versus# for various narrow photon beam$is implemented. =
The idea is taken from a paper by Ahnesjoal. where off- 4
axis softening for superposition dose calculation has beer§
&
(]
E

— s

15 F .

described® Figure 4 in Ref. 38 shows the ratio HV)/
HVL (6) as a function ofé for different linear accelerators
angl nominal photon e_nergies. _This raFio is equivalent to the 1 *_Hd{xxx beam limits et i
ratio of linear attenuation coefficients in watgt(6))/{u(0)) T ok
averaged over all energies of the spectrum. It has beet | /

shown in Ref. 38 that the data can be fitted by a third-degree
polynomial:

0'5 PR S P PFArE AT AT AT A A | IS | R A A " il
(m(0)) HVL(0) , -30 -20 -10 0 10 20 30
(2(0)) = FVL(0) =1+0.0018¥+0.002 02 X, Y [em]

Fic. 3. Mean energy distributions of a #@0 cnf 6 MV photon beam
simulated withseam for an Elekta SL plus linear acceleratdidashed and
dotted line$. The solid line represents the behavior of the analytic model
based on HVL measurements.

—0.000094 2°. (15

To estimate the influence of E(L5) to the energy spec-
trum, we denote the off-axis energy distribution for ray angle
0 by function p(E4,60) and the central axis spectrum by
p(Eq,0)=p(Eg)=p(E). E, is the photon energy sampled at
ray angled. For simplicity we set the limits of integration to It should be noted here, that this is a rough approximation.
Emin=0 andE,=2. Therefore, the normalization condition Furthermore, Eq(15) has been derived by analyzing many

(13) becomes types of linacs from various vendors with the exception of
B Elekta. Because in our clinic patients are treated using Elekta
f dE,p(E,,0)=1. (16)  accelerators we wanted to be sure that our model is valid also
0

for this type of machine. Therefore, we investigated the fea-
tures of our linacs with theeam® MC code. One of the
Now we assume that the off-axis spectrum can be calculate@sults of these studies is shown in Fig. 3. The plot shows the

by scaling the central axis spectrum using the fas{@f), = mean photon energy versus the distance to the central axis
i.e., derived by analyzing the phase space file together with the
1 E, pred_iction of the VEF model fow=0.45. This value ofv_
p(Ey,0)= wp(@) s(0)=1. (17) provides a reasonable fit of E¢L9) to the monoenergetic

attenuation coefficient in the energy range 0.2 MeY
That is, during the MC simulation we sampefrom p(E) =10 MeV.“° Figure 3 proves that the analytic off-axis soft-
and in dependence ofwe getE, with ening model works also for Elekta linacs. Our results are
consistent with a recent investigation by Sheikh-Bagheri and

Ey=s(0)E. (18) Rogers'® although they used a different Elekta accelerator
To estimate the off-axis behavior s(d) we approximate the type in their study. _
monoenergetic attenuation coefficient of wate(E) using To sample the central axis photon eneEgfrom Eq. (12)
., a standard gamma distribution sampling routinis used.
H(E)=poE ™" (19 Equation(18) correctsE to get the off-axis energg,, how-
By averaging this attenuation coefficient we get ever, only for primary photonsRp). The energy of head-
scattered photongontributionPg, which is typically on the
Mo 7 [ Ee order of 10% is also sampled using E¢12), but this time
{u(0)= s(6) fo d&yE, p(s(a)) corrected by
v [T4EE E = 22
= mols(0)] fo dEE "p(E) (20 T 1+(1—cos¢)E/m,’ 22
and therefore Here,m, is the electron rest mass agdthe angle between

(0T the initial photon direction and the direction after scattering
B _ [ (u(0)) [T in the filter planez=zg, i.e., we assume Compton interac-
(()=[s(O] u(0)), = 0)_&“(0)}} - (2D tions within the flattening filter.
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D. Relation between energy fluence and in-air dose We found that the build-up cap correction is really neces-
sary, especially to model dose distributions for large fields.
The errors of dose predictions far off-axis can be 5% or
larger if we neglect the sensitivity of the build-up cap mate-
rial due to changes of the energy spectrum. On the other
hand, the sensitivity of ionization chambers seems to be un-
DairdX,Y,Z,Eg)dE, important. To calculate corresponding correction factors we
o F F E o(E. EVdE 23 §imulated the response of differgnt ionization chgmbers us-
(XY, D) Fnor( X,y 2)EP(Ey . 0) head E9)AEy.  (23) ing EGSNRC** and phase space files, generated withm.1®
It should be noted here thatis a function of, y, andz, i.e., ~ The corrections are on the order of 1% or below at least for
6= 6(x,y,z). The inclusion of the factoE, on the right- our ionization chambers. In addition to it, if we measure
hand side of Eq(23) is motivated by the fact that the in-air Profiles in water, we usually also neglect the influence of
dose is assumed to be proportional to the energy fluencépectral variations to the ion chamber reading. Therefore, we
because Eq(23) without the last termuc,dE,) results in did not take into account ion chamber corrections in the VEF
energy fluence. This last terffinear attenuation coefficient model. For a more exact relation between energy fluence and
takes into account the energy dependence of the build-u@ose in air and water further investigations will be necessary.
cap.
We want to calculate an off-axis correction factor, there-
fore we normalize Eq(23) by the central axis dose contri-

For the relationship between primary fluence
Fo(X,Y¥,2)From(X,Y,2) and the corresponding in-air dose
contribution D, o(X,y,2,E4) of photons with energies be-
tweenkE, andE,+dE, we assume

E. Electron contamination

bution (Eq=E, F,,(0,02)=1): Because for open photon beams the amount of electron
contaminationP, is small compared to the contributions by
DairdX,¥,Z.E9)dEy _ Fo(X,y,2)FrodX,y,2) 1 (24) photons(of the order of 1% or legs we approximate the
D,iro(0,0Z,E)dE Fo(0,02) Wg(6) electron source by a circular uniform distribution of electron
with starting points in the filtefor head-scattg¢rplane z,=zs.
The radiusR, of the source is estimated by the flattening
1 Eop(Eg,0) mead Eg)dE, filter’s footprint size. The electron direction is sampled in the
We(0)  Ep(E)ucgdE)E (25  same manner as the photon directisee Sec. Il A Moti-

vated by MC simulations usingeawm, the electron energy
That is, if we calculate the in-air dose contribution by Montespectrum is modeled by an exponential distribution:
Carlo, we get a result different than the measurement be-
. . E
cause the energy correction:( ) has been neglected during P(Eo)dE.= Neex;{ B
the commissioning of the geometry parameté&se Sec. (Ee)

by the factowg(6) during the MC simulation we can recon-

d Ee ' Emins Ees Emax (29)

struct the measured curves. Substituting E4jg. and(18) in (Ee)=~0.13 Epom+0.55 MeV. (30
Eq. (25 we get EnomiS the nominal voltage of the beam in MeV. The relative
1 piead E) weight P of the electron source is determined by fitting a
ca|

we(60)= (26)  measured depth dose in wateee Sec. Il F

S(0) mcad Ep)
To evaluate this formula we approximate the attenuation of Generating the spectrum and electron parameters

the build-up cap by a fit to function:
One measured central axis depth dose curve of>a100

Heaf BE) = wo(E™ 1+ w,E). (27)  cn? beam per photon energy with a distance of the radiation

If the unit of E is MeV we find for brass as build-up cap source to the water phantom surfd&SD of 100 cm(alter-
material in the energy range 0.2 M&E<15MeV: w; nate field sizes or SSDs are possjhie required to decon-

=0.558 andw,=0.026% Hence, the weighting factor be- volve the photon energy spectrum and the amount of electron
2 ’ contamination. Therefore, a set of “monoenergetic” central

axis depth dose distributions must be calculated using the
1 E “+w,E MC dose engine, i.e., using/mC in our case. Here, we use

s(6) E;“’1+ w,Ep (28) guotation marks to emphasize that the depth dose curves are

not really monoenergetic, because E(@s8) and (22) are
For a given photon at positiorx(y,z) the Monte Carlo pro- applied to correct the energy due to softening effects. Only
cedure continues with sampling a central axis en&dgom  the energy at the central axis is constant for a “monoener-
function p(E). In dependence on the off-axis anglethe  getic” depth dose curve. Furthermore, the geometry param-
softening factors(#), the real photon energk,, and the eters, generated as described in Sec. II B, are used to calcu-
weighting factorwg( ) can be calculated, i.e., all parameterslate the depth dose curves. The energy range should reach
of the photon are fixed. The same build-up cap correction igrom 0.25 to 10 MeV for 6 MV photon beams and from 0.25
applied to head-scatter photofcontributionPg). to 20 MeV for 15 MV photon beams. In addition to the

comes

We(0)=
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Fic. 4. Measured depth dose curve in wat@ashed line in the upper pJot  Fic. 5. 6 and 15 MV energy spectra of the primdtsirge} photon contri-
compared to the fitted VEF model depth dose cusaid line in the upper  bution at the central axis simulated wigham for an Elekta SL plus linear
plot) of a 10x10 cn? 15 MV photon beam of an Elekta $lplus linear ~ accelerator(solid histogramps compared to the spectra derived by fitting
accelerator. The SSD is 100 cm. The lower plsolid line) shows the central axis depth dose distributions using the VEF mgdabkhed lines
difference between measurement and the VEF model. The spectra are normalized by the conditjodE p(E)=1.

“monoenergetic” photon depth dose curves, one electronand 15 MV photon beams compared to simulations using the

depth dose curve has to be calculated using the estimate*:B(EA'vI code. The differences between simulated and fitted

parameterg,, R,, and(E,) from Sec. Il E Spectra are mainly caused by the special analytic form of Eq.
e e e, . .

The MC simulations to calculate these depth dose curveélz)' More parameters should improve the quality of the fit,
must be performed with a model of the collimating system ut on the ot_her hand, more degrees of freedom can cause
(jaws and MLQ, because the measurements are inﬂuenceamltIple solutions of the fit problem. Therefore, we imple-
by the collimators. Here, a very simple MLC model may beme\?vtetgﬁ de?g?{thae;tgﬂr:t g‘; E(Iqe-?[r:)nntzgn\t/aErEir:g?lgelf.or
sufficient, e.g., a “cookie cutter” model that rejects each 3

. h : our Elekta accelerators, derived in the manner described
particle outside the beam segment contour. For our investi:

. : - ere, ranges from about 0.9% for 6 MV to about 1.5% for 15
gations here we implement a more realistic model of th

MLC based on Monte Carlo €+ classes for arbitrary ge- My photon bgams. T_hi; corresponds tO.G% and 11%-surface
ometries constructed from planes and other surfaces in 3BOSG.’ respectively. S|m|lar- results for Slgmens T“a‘:h'”""? are
space. Therefore, it is possible to include effects caused obFamed. _These observancl)g]s are consistent with MC simu-
) bl%}tlons using theseam code.

the rounded leaf ends and the tongue-and-groove design O
our MLC. A description of theses geometry classes will be
published in a future paper. IIl. RESULTS

The next step of the commissioning procedure is to em- The commissioning procedure is based on a variety of
ploy Egs.(1), (12), and(29) with some estimated initial pa- measurements in air but only on one depth dose curve in
rametersP,, |, b, andE 4 (for Eyi, We usually use a fixed water for a defined field size, %10 cn? in the case de-
value of 0.25 MeV for the superposition of the calculated scribed here. Therefore, additional measurements in water
depth dose curves. As in Sec. Il B, a nonlingdrminimiza-  are useful to verify the model and the derived parameters. As
tion algorithm based on the Levenberg—Marquardt method examples, we present some of our comparisons between
is implemented to fit the superimposed depth dose curvesieasurements in water and the corresponding Monte Carlo
and the measured curve. The upper plot in Fig. 4 shows aimulations for two types of linear accelerators.
measured and a fitted depth dose curve in water of>a100 Tables | and Il show measured and calculated output fac-
cn? 15 MV photon beam of an Elekta $lplus linear accel- tors (OFs at 10 cm depth of water for Elekta and Siemens
erator. The lower plot shows the difference between bottmachines. The SSDs were 90 cm in Table | and 100 cm in
curves after finishing thg? minimization. The largest devia- Table Il. The OFs are normalized relative to the correspond-
tions can be observed near the water surface, but here tlieg 10x10 cnf fields. Apart from a few exceptions, the
influence of measurement errors is not negligible and a largagreement between measured and calculated OFs is better
deviation in dose corresponds to a small shift in depth directhan 2%. The largest disagreeméhid% is for the 2<2 cn?
tion only. Figure 5 shows the resulting energy spectra for @ MV beam of the Siemens MD2 accelerator. However, for

Medical Physics, Vol. 30, No. 3, March 2003



308 Fippel et al.: A virtual photon energy fluence model 308

TaBLE |. Measured and calculated output fact¢@Fg at 10 cm depth in 1.2 T T T T T T T T T
water for an Elekta machine. The SSD is 90 cm and the OFs are normalizec
relative to the 1610 cnf field. Note: the linacs from this Table and Fig. 6 X

are not identical.

Field size Meas Calc Difference
Energy (cm?) OF OF %
6 MV 2X2 0.792 0.806 1.4
3%x3 0.844 0.865 2.1
5Xx5 0.903 0.916 1.3
15x15 1.057 1.066 0.9
20%20 1.099 1.094 0.5
30%30 1.146 1.136 1.0
40%40 1.167 1.158 0.9
15 MV 2X2 0.777 0.781 0.4
3%X3 0.857 0.885 2.8
5x5 0.925 0.940 15
15x15 1.043 1.042 0.1
20x20 1.070 1.055 15
30%30 1.099 1.085 1.4
40X 40 1.114 1.088 2.6

very small fields the influence of ion chamber volume on

output factor in water

1.1

0.9

0.8

0.7

0.6
0

x ion chamber
A pinpoint
¢ diamond
o diode
——- BEAMnrc
—— VEF+XVMC

1 L 1 L L ! L ) L

5 10 15 20 25 30 35 40 45
field width [cm]

50

Fic. 6. Measuredionization chamber, pinpoint chamber, diamond detector,
and diode detectpivs calculatedBeam and VEF model output factors at
10 cm depth in water for 6 MV beams of an Elektai Silus linear accel-
erator. The SSD is 100 cidifferent than Table)land the OFs are normal-

measured and voxel size on calculated dose may not be
negligible?? This can also be observed in Fig. 6 where OFs
smaller than 1810 cnf but underestimates the output for
very large fields. But on the other hand, the deviations to the
ion chamber measurements are smaller than 2% for the ma-
Elekta Sli plus acceleratofnote: the linacs from Table | and jority of the field sizes. Only for the 22 cn? (2.8% and

Fig. 6 are not identical In contrast to Table I, here the SSD 40x40 cnf (2.1%) beams the deviations are larger. Further-
of the water phantom is 100 cm. Figure 6 shows that thénore, the full MC simulation of the accelerator heddshed
VEF model overestimates slightly the output for fieldsline in Fig. 6 has problems in predicting the output for
30x30 and 4(x40 cnt fields correctly. Therefore, more in-
vestigations will be necessary to discover the reasons for

these disagreements.
water for the Siemens MD2 accelerator. The SSD is 100 cm and the OFs are

measured with different detectofgon chamber, pinpoint
chamber, diamond detector, and diode detectme com-
pared to calculations witBeaAMNRC andxvmc for a second

TaBLE Il. Measured and calculated output facté@F9 at 10 cm depth in

normalized relative to the 2010 cnt field.

Field size Meas Calc Difference
Energy (cm?) OF OF %
6 MV 2X2 0.770 0.726 4.4
3%3 0.828 0.837 0.9
5X5 0.889 0.897 0.8
5%20 0.965 0.971 0.6
5X40 0.977 0.974 0.3
10X40 1.068 1.068 0.0
20x5 0.949 0.952 0.3
20%x20 1.102 1.116 1.4
40%x5 0.958 0.970 1.2
4010 1.051 1.065 1.4
40%x40 1.167 1.174 0.7
10 MV 2X2 0.767 0.743 2.4
3%X3 0.845 0.857 1.2
5%5 0.909 0.919 1.0
5X20 0.972 0.970 0.2
5%40 0.983 0.979 0.4
10x40 1.054 1.044 1.0
20x5 0.957 0.962 0.5
20x20 1.078 1.084 0.6
405 0.962 0.972 1.0
40%x10 1.037 1.044 0.7
40%x40 1.123 1.129 0.6
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ized relative to the 1810 cn? field. Note: the linacs here and in Table | are
not identical.

Figures 7—9 show measured and calculated depth dose

T T T T T T

measurement
X VEF+XVMC
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depth [cm}

30

Fic. 7. Measuredsolid line) compared to calculated depth dose distribution

in water for a 10 MV 520 cnt photon beam of a Siemens MD2 linear
accelerator. The SSD is 100 cm. The curves are normalized using the output
factors from Table Il with 100% corresponding to the maximum of £ 10

cn? field in water, i.e., a comparison of absolute dose values is shown.
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Fic. 8. Measuredsolid lineg compared to calculated profiles at 3 and 20 _
cm depths in water for the same example and with the same normalizatiowater for a 15 MV 30x30 cn? photon beam of an Elekta $lplus linear

as in Fig. 7.

curves and profiles in water for a 1

0 M\&®0 cnt photon

depth [cm]

Fic. 10. Measuredsolid line) compared to calculated depth dose curves in

beam of the Siemens MD2 accelerator. The curves are nor-

corresponding to the maximum of aX@0 cn? field in wa-

ter, i.e., Figs. 7—9 show comparisons of absolute dose distri- 19 and+5 cm off-axis in wateSSD=100 cm) calculated
butions. In particular, the profiles in Figs. 8 and 9 demon-yith seamnre (symbolg and xvmc using the VEF model

accelerator. As in Fig. 7 dose values normalized by the i@ cn? output
factor are shown.

sons of profiles of 3 and 10<10 cnf 6 MV photon beams

strate that the VEF model is able to predict the horn effect a§ines). The normalization is equivalent to Figs. 79, but this
well as the dose outside the field limits in good agreemenfime for the Elekta machine of Table I. The statistical vari-
with measurement. Figures 10 and 11 are presented to valince of theseam simulations is influenced by the limited

date the off-axis softening and charged particle contaminasjze of the phase space files. The VEF model slightly over-
tion models for large field size@0x30 cnf) and high en-  egtimates the penumbra width. On the other hand, we find

ergies (15 MV). One of the Elekta linacs is used for this agreement especially within the field and outside the field

comparison.

Figures 12-14 demonstrate the accuracy of the VERyrements, we refer to Ref. 42.
model compared to MC simulations with full knowledge of

limits. For a verification of theBEAM simulations by mea-

130 T T T T T
120 F measurement | 110
110 | x VEF+XVMC 100 measurement 1
x VEF+XVMC
100 90 7
90 80
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© X
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Fic. 9. Measuredsolid lineg compared to calculated profiles at 3 and 20
cm depths in water for the same example and with the same normalizatioRic. 11. Measuredsolid line) compared to calculated profiles at 10 cm

as in Fig. 7.

Medical Physics, Vol. 30, No. 3, March 2003

depths in water for the example of Fig. 10.
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Fic. 12. Comparison o¥ profiles in four different depths of ax@ cn? 6 Fic. 14. Comparison of depth dose curve$ cm off-axis in water for the
MV photon beam—10 cm off-axis in wateSSD=100 cn) calculated with ~ example of Fig. 13.

BEAMNRC using the full information of the accelerator he@ymbols and

xvmc using the VEF mode(lines).

On the other hand, the VEF model should not be consid-
ered as a completed development. It is open for improve-
IV. CONCLUSIONS ments and extensions. Especially the methods to compute

The purpose of the present paper is to introduce a treaNd emulate the central axis energy spectrum are not in a
ment head model for Monte Carlo dose calculation that cafinal state. To get closer to MC generated spectra, more pa-
be easily commissioned and implemented in clinical routinel@meters of the analytical spectrum representations or tabu-
Like beam models for conventional dose calculation algo/ated spectra will be necessary. The problem is, however, that
rithms, the virtual energy fluence model described here iéhe calculated shape of the spectrum is not quite unique if it
based on standard measurements in water and air. Only a fey déconvolved from measured depth dose curves. Measured
parameters are required from the technical information of th&l€pth dose curves in water are also prone to experimental
accelerator. By comparison with results derived byshem- ~ Setup errors and a small shift of the curve can result in a
NRC software system, it is demonstrated that time-consumin@'gn'f'cam change of the spectrum. One possible solution to

MC simulations of the whole accelerator head are unnecedhis problem could be that each vendor of medical linear
sary for radiation therapy planning purposes. accelerators provides the energy information of its machines.

The off-axis softening behavior of the central axis spec-
trum seems to be similar between most accelerators. For this

120 . . . type of machine the VEF model off-axis softening approach
1o | VEF+XVMC 1 presented here will be sufficient.

+ BEAM, 2= 2.25 om ~An important .additional result .of this paper .is that the
100 1 x BEAM, z= 525cm | influence of a build-up cap on the ion chamber signal cannot
9 - o BEAM, z=1025cm - be neglected during in-air profile measurements. There might

< BEAM, z=20.25 cm

80 . also be an influence of the ionization chamber itself. How-
— 70 ] ever, simulations usingGsNRCand BEAM have shown that
= 60 - this influence is smaller than 1%. Furthermore, this effect
[ T . . . e .
3 should, in the same manner, influence the profile verification
© 4 . .
50 measurements in water. Therefore, a corresponding correc-
40 1 tion is not implemented into the VEF model.
30 1
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