
Modelling of Natural Attenuation  

in Soil and Groundwater 
 

 

 

 

 

Dissertation 
zur Erlangung des Grades eines Doktors der Naturwissenschaften 

 

 

 

der Geowissenschaftlichen Fakultät der 
Eberhard -Karls- Universität Tübingen 

 

 

 

 

 

 

 

 

vorgelegt von  
Uli Maier 

aus Göppingen 
 

                                                 2004         



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Herausgeber: Institut für Geowissenschaften der Universität Tübingen 
 Sigwartstraße 10, D-72076 Tübingen 
 
Schriftleitung der Reihe C: Zentrum für Angewandte Geowissenschaften (ZAG) 
 Lehrstuhl für Angewandte Geologie 
 Prof. Dr. Peter Grathwohl & Prof. Dr. Georg Teutsch 
 
Redaktion: Dipl.-Geol. Björn Sack-Kühner 
 
 
 
 
 
 
 ISSN 0935-4948 (Print) 
 ISSN 1610-4706 (Internet) 



 All we see and all we seem 

Is just a dream within a dream 

E.A. Poe 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
   Tag der mündlichen Prüfung:  9. Juli 2004 
 
   Dekan: Prof. Dr. Dr. hc. M. Satir 
 
   1. Berichterstatter: Prof. Dr. P. Grathwohl 
 

2. Berichterstatter: Prof. Dr. U. Mayer, University of British Columbia, 
Vancouver (Canada) 

 



TGA Reihe C Nr. 73 81 S., 47 Abb., 13 Tab. Tübingen, Juli 2004 
 

Summary 
Contaminated land poses a serious problem with respect to soil quality and the risk of spreading of 
pollutants into other compartments of the environment such as groundwater. Under certain conditions, 
groundwater contamination remains restricted to a tolerable extent because of Natural Attenuation 
processes. In this study the size of these so called steady state plumes is evaluated by 2D and 1D 
modelling of homogeneous aquifers. For simplified conditions, if longitudinal mixing is negligible, 
scenarios can be modelled using a 1D domain in the direction vertical to flow. Sensitivity of the plume 
length on biodegradation kinetics, flow velocity, transverse vertical dispersivity αt, the source and 
aquifer geometry and reaction stoichiometry was analysed. It was found, that for many readily 
biodegradable compounds, mixing due to transverse dispersion rather than reaction kinetics are the 
overall limiting factor for Natural Attenuation. If αt and aquifer- and source geometry of a 
contaminant plume are known, the length of the steady state plume can be predicted. 

Numerical simulations were performed in order to assess the diffusive spreading of volatile fuel 
constituents from a spill in the unsaturated zone and their biodegradation for the Værløse field 
experiment, Denmark. Sensitivity analyses illustrate that the net attenuation rates depend mainly on 
partitioning parameters such as Henry’s Law constant of the fuel constituents, on the biological 
degradation rate constant, the depth of the source above the water table and to a lesser extent on soil 
water content and temperature. The measured field data of 14 NAPL compounds, oxygen and reaction 
products were reproduced by the model MIN3P. However, agreement was significantly enhanced if 
temporal variations of temperature and water content were implemented. By fitting measured soil gas 
concentrations in the unsaturated zone using the numerical models, estimates of aerobic 
biodegradation rate constants were obtained. The mass balance of the field site model indicates that 
most of the contaminant mass degasses to the atmosphere. Biodegradation was found to be important 
for compounds with low Henry’s law constant (BTEX) and for heavier n-alkanes which showed very 
high degradation rate constants. The emission into groundwater could be determined after the 
processes in the unsaturated zone were quantified. Compared to measured pollutant concentrations in 
groundwater, which were detectable in a small area below the emplaced source, the model yielded 
qualitative agreement when vertical dispersivity in the capillary fringe was in the range of centimetres. 
A risk of groundwater contamination was found for compounds which show both, low Henry’s law 
constant and low biodegradation rate constant. Quantification of biodegradation appears to be the most 
crucial task for risk assessment in the unsaturated zone.  

 



 



 

Zusammenfassung 
Die Verschmutzung von Böden und Grundwasser stellt in der heutigen Zeit ein gravierendes Problem 
dar. Unter bestimmten Bedingungen sind natürliche Rückhalteprozesse (Natural Attenuation) in der 
Lage, Verschmutzungen des Grundwassers auf ein akzeptables Maß zu beschränken. Das Ausmaß 
sogenannter stationärer Grundwasserfahnen biologisch abbaubarer Schadstoffe wurde durch die 
Modellierung homogener Aquifere in 2D und 1D ermittelt. Für vereinfachte Bedingungen, 
insbesondere wenn longitudinale Mischung keinen Einfluß auf die Fahnenlänge hat, können szenario-
spezifische Modellierungen in 1D quer zur Grundwasserströmungsrichtung für die Abschätzung der 
Schadstofffahnenlänge eingesetzt werden. Die Sensitivität der Fahnenlänge auf biologische 
Abbaukinetik, Grundwasser Fließgeschwindigkeit, vertikale Querdispersion αt und Aquifer- und 
Schadensherdgeometrie sowie die Reaktionsstöchiometrie wurde ermittelt. Als kritischer Faktor für 
die Ausbreitung aerob abbaubarer Schadstoffe im Grundwasser wurde die Querdispersivität αt 
identifiziert, wohingegen die biologische Abbaukinetik in den meisten Fällen nicht den limitierenden 
Faktor darstellt. Bei bekannter Querdispersivität αt, Schadensherdgeometrie und 
Ausgangskonzentration kann das Ausmaß stationärer Schadstoffahnen im Grundwasser vorhergesagt 
werden.  

Für Abschätzung des von einem Herd organischer Schadstoffe in der ungesättigten Bodenzone 
ausgehenden Risikos für das Grundwasser wurden numerische Simulationen durchgeführt. Das 
Feldexperiment Værløse Airforce Base in Dänemark lieferte dazu hervorragend geeignete Meßdaten. 
Die Modellierung beinhaltete die diffusive Ausbreitung der Schadstoffe in der Bodenluft, nicht 
stationäre, gemessene Wetterdaten vom Standort und eine Abschätzung des biologischen Abbaus. 
Sensitivitätsanalysen zeigten, daß die Gesamtabbauraten in erster Linie von den 
Verteilungskoeffizienten der Schadstoffe wie der Henrykonstante, den biologischen 
Abbauratenkonstanten, der Tiefe des Schadenherdes und außerdem von Temperatur und 
Bodenwassergehalt abhängen. Die im Gelände gemessenen Konzentrationen der aus einem Gemisch 
von 14 Kerosinbestandteilen ausgasenden Schadstoffe konnten mit dem numerischen Modell MIN3P 
nachvollzogen werden. Die Übereinstimmung konnte deutlich verbessert werden, wenn zeitliche 
Schwankungen von Bodentemperatur und in geringerem Maße des Bodenwassergehalts berücksichtigt 
wurden. Durch die Anpassung mit MIN3P simulierter Konzentrationen an die gemessenen Daten 
konnten die biologischen Abbauratenkonstanten erster Ordnung abgeschätzt werden. Die 
Massenbilanz des Modells zeigt an, daß der Großteil der Schadstoffmasse in die Atmosphäre ausgast. 
Biologischer Abbau war von großer Bedeutung für Stoffe mit niedriger Henrykonstante wie die BTEX 
und für die langkettigen n-Alkane, denen sehr hohe Ratenkonstanten zugeordnet wurden. Der 
Transport ins Grundwasser konnte nach der Bestimmung der Massenbilanz in der ungesättigten Zone 
abgeschätzt werden. Gemessene Konzentrationen im flachen Grundwasser konnten für 
Querdispersivitäten αt in der Größenordnung von Zentimetern qualitativ reproduziert werden. Das 
Risiko einer Grundwasserkontamination ergibt sich demgemäß für Stoffe, die sowohl eine niedrige 
Henry Konstante als auch niedrige biologische Abbauratenkonstante aufweisen. Im Gegensatz zur 
gesättigten Zone muß in der ungesättigten Zone geschlußfolgert werden, daß die Quantifizierung des 
biologischen Abbaus die wichtigste Aufgabe zur Abschätzung des Risikos einer Grundwasser-
Beeinträchtigung darstellt.  
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List of abbreviations 
CG: concentration in the gas/air phase [mg l-1] 
CS: concentration in the solid/sorbed phase [mg l-1] 
CW: concentration in the aqueous phase [mg l-1] 
Dapp: apparent diffusion coefficient [m2 s-1]  
D: apparent diffusion coefficient in a particular equation [m2 s-1] 
Deff: effective diffusion coefficient [m2 s-1] 
Dp: pore diffusion coefficient [m2 s-1]  
fg: fraction of specific compounds present in the gaseous phase [-] 
fs: fraction of specific compounds present in the solid/sorbed phase [-] 
fw: fraction of specific compounds present in the aqueous phase [-] 
H: Henry’s law constant [-] 
K: reaction equilibrium constant 
kair: kinetic reaction rate constant with respect to the soil air phase [s-1] 
kapp: apparent kinetic reaction rate constant [s-1] 
kaq: kinetic reaction rate constant in the aqueous phase [s-1] 
kbulk: kinetic reaction rate constant for the bulk soil [s-1] 
k: first order kinetic rate constant for a particular equation [s-1] 
κ: second order kinetic rate constant for a particular equation [s-1 mg-1 l] 
К: zeroth order kinetic rate constant for a particular equation [mg  l-1 s-] 
Kd: equilibrium sorption distribution coefficient solid-aqueous phase [l kg-1] = [mg kg-1/mg l-1] 
Kf: hydraulic conductivity [ms-1] 
n: total porosity [-] 
ng: gas/air filled porosity [-] 
Q: source/sink-term due to biogeochemical reaction in the porous medium [mg l-1 bulk s-1] 
R: reaction rate of specific reaction, attributed to the aqueous phase [mg l-1 aqueous phase s-1] 
Rd: retardation factor for transport in a porous medium [-] 
Sg: saturation of the gaseous phase [-] 
Sw: saturation of the aqueous phase [-] 
x: horizontal spatial coordinate in groundwater flow direction [m] 
y: horizontal spatial coordinate perpendicular to groundwater flow direction [m] 
z: vertical spatial coordinate [m] 
∆G: Gibbs free enthalpy of a reaction [kJ/mol] 
∆H: reaction enthalpy [kJ/mol] 
∆S: reaction entropy [J/mol/K] 
α: capacity factor of porous medium [-] 
αt: transverse vertical dispersivity [m] 
αl: (or αx) longitudinal dispersivity [m] 
s: stoichiometric coefficient for a specific compound of a chemical reaction [-] 
θ:  volumetric soil water content [-] 
ρ: soil bulk density [kg l-1] 
ρs: solid phase/grain density (Quartz: 2.65 g/cm3) 
A: mass balance contribution of total volatilisation to the atmosphere as % of degassed mass 
B: mass balance contribution of total biodegradtion as % of degassed mass 
G: mass balance contribution of total outflux in groundwater as % of degassed mass 
N: mass balance contribution of mass remaining in NAPL as % of initial mass 
BTEX: aromatic compounds (benzen, toluene, xylene, ethyl-benzene) 
VOC: volatile organic compounds 
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1.  Introduction 

 

1.1 Problem 

Contaminated land poses a serious problem 
with respect to soil quality and the risk of 
spreading of pollutants into other 
compartments of the environment. The major 
concern at most contaminated sites is the risk 
of groundwater pollution by organic and 
inorganic compounds. Since the remediation of 
all of the contaminated sites is economically 
not feasible, groundwater risk assessment 
procedures are needed for the ranking of sites, 
decision making on further use and remedial 
actions. Especially interesting because of its 
low monetary and engineering costs is the 
method of Monitored Natural Attenuation 
(Wiedemeier et al., 1999), which requires 
detailed knowledge about the site and 
contaminant situation and a long-term 
monitoring campaign. Tools to predict the long 
term processes at a site, such as numerical 
reactive transport models, are essential for risk 
assessment decisions. 

1.2 Scope of this work  

Theoretical concepts of environmental science 
relevant for this work will be discussed in § 2, 
and a short sketch of modelling strategies will 
be given. A brief introduction of the modelling 
tools applied is delineated in § 3. § 3 also 
shows the development of a simpler 1D model 
used in this study. Modelling of Natural 
Attenuation as predictive measure was 
elucidated in two example studies: a 

theoretically based scenario specific modelling 
approach to predict lengths of steady state 
groundwater plumes under aerobic conditions 
(the saturated zone, § 4). This approach was 
later used to predict applicability of Natural 
Attenuation for a contaminated field site. § 5 
provides a modelling study for a well 
controlled field experiment about an artificial 
“spill” of kerosene in the unsaturated soil zone. 
Sensitivity analyses and reproduction of 
measured field data are included. A brief 
summary of the thesis is listed below (§ 1.2.1 
and 1.2.2). 

1.2.1 Saturated zone 

In this study numerical simulations in 
homogeneous model domains were performed 
in order to determine the size of steady state 
plumes as a function of the biodegradation 
kinetics, flow velocity, transverse vertical 
dispersivity αt, the source and aquifer 
geometry and reaction stoichiometry.  

Main objective was to develop empirical 
relationships for the prediction of the length of 
stagnant plumes. The aim is to clearly identify 
the controlling factors for a range of 
representative contamination scenarios and to 
establish a simple relationship between the 
factors influencing Natural Attenuation. The 
base case scenario considered consists of an 
aquifer contaminated with an aerobically 
degradable compounds and the delivery of 
electron acceptors such as oxygen by 
transverse dispersion from the water table. A 
completely contaminated aquifer thickness 
(landfill or boundary source) is presumed. For 
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other scenarios such as partially contaminated 
aquifer thickness and pollution by groundwater 
recharge, qualitative relationships are 
developed.  

1.2.2 Unsaturated zone 

To my knowledge, the validation of numerical 
reactive transport models on a field experiment 
with a complex mixture of hydrocarbons in the 
vadose zone has not been conducted before. At 
the Værløse Airforce Base, Denmark, a well 
controlled field experiment on the diffusive 
spreading of volatile fuel constituents and their 
biodegradation in the unsaturated zone was 
performed. Experimental design and 
measurement strategies as well as NAPL phase 
evolution are described in publications of 
(Christophersen et al., 2003,Broholm et al., 
2004). Numerical simulations were performed 
using the numerical model MIN3P (Mayer et 
al., 2002) in order to account for the relevant 

processes and governing factors for the field 
site. The objective was to validate the model 
MIN3P with the field data to allow future 
predictions for groundwater risk assessment at 
a variety of other sites. 

The Værløse field experiment offered the 
opportunity to quantify transport processes 
across the capillary fringe at the field scale. 
The contribution of dispersive processes to 
mass transfer between the unsaturated and the 
saturated zone, as well as the magnitude of 
groundwater contamination could be 
investigated by numerical modelling based on 
the field data. Characterisation of processes as 
well as model accuracy concerning mass 
transfer across the capillary fringe, however, 
are still subject to uncertainty and require 
further research.  
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2 Basic Theory  

2.1 Pollutants in the subsurface 

Contaminated groundwater causes a serious 
risk for drinking water supplies. A huge 
number of locations with contaminated soil 
and groundwater exists in the industrialised 
countries. According to EU reports, some 
750 000 potentially contaminated sites exist in 
Western Europe (CARACAS, 1998). For 
example, sites in the Netherlands alone will 
cause estimated costs for site remediation in 
excess of 13 billion €. Active remediation like 
pump and treat or excavation of all these sites 
will not be economically feasible, however, 
Natural Attenuation can help to mitigate the 
situation. Preconditions to apply naturally 
occurring attenuation processes as a 
remediation strategy are detailed knowledge 
about the site and attenuation processes and 
control by a long-term monitoring campaign 
(Wiedemeier et al., 1999). To support tools 
that have predictive capabilities, compilation 
of experience from already known sites 
combined with forward numerical modelling is 
useful. Adding both together, scenario specific 
modelling can provide a scheme for decision-
makers to assess the risk for groundwater at 
contaminated sites (Prommer et al., 
2000,Prommer et al., 2003).  

At sites where petroleum products are handled 
or stored, contamination of the unsaturated soil 
zone is frequently found. The volatile organic 
contaminants (VOC) of the fuel are released 
from the spill by vaporisation and spread by 
gas migration in the unsaturated zone. The 
volatile contaminants cause contamination of 
the subsurface environment including the 

groundwater both in lateral and vertical 
directions. As a fuel phase migrates downward 
through the unsaturated zone following a spill, 
some of it will become trapped in the pore 
space at residual concentrations. Volatilisation 
of this residual fuel phase will result in the 
formation of a vapour phase contaminant 
plume in the unsaturated zone. The plume will 
spread by vapour diffusion and, potentially, by 
density-induced advection of the soil gas 
mixture. As it spreads, the vapour plume will 
also cause contamination of the pore water and 
soil as a result of phase distribution. 
Contamination of the underlying groundwater 
can ultimately occur by way of vapour 
migration downward to the capillary fringe, a 
rise of the groundwater table into the 
contaminated zone, or infiltration of 
groundwater recharge through contaminated 
areas. Conversely, partitioning from 
underlying ground water VOC plumes can 
contaminate soil gas (Grathwohl et al., 2003).  

Investigations on the detection of unsaturated 
zone contamination and their implication on 
groundwater risk assessment have been 
performed for more than one decade (Marrin, 
1988,Schlender, 1989). The detection of VOC 
vapour was complemented by survey of natural 
soil gas compounds like oxygen or reaction 
products such CO2 or methane which provide 
integral information of Natural Attenuation of 
the VOC contamination (Maier, 1998). Based 
on soil gas surveys, numerical models have 
been used to quantify the rates of 
biodegradation and volatilisation at 
contaminated sites (Lahvis, 1996). Even the 
tracing of groundwater contamination by 
vadose zone concentration anomalies was 
attempted (Rivett, 1995). Ongoing from 
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delineation of unsaturated zone distribution of 
VOCs, prediction of groundwater risk 
assessment at contaminated sites is aimed for. 
As the water table is generally considered as 
the point of compliance for groundwater risk, 
transport of VOC’s across the capillary fringe 
is of particular interest. Since these processes 
are highly site-specific, besides on site and 
laboratory testing methods, robust and reliable 
as well as efficient models for predictions are 
demanded.  

2.1.1 Legal limits 

For the contamination pathway from soil  
to groundwater,  trigger values are defined 
in the German Federal Soil Protection Law 
(BBodSchV, 1999). If these are exceeded at 
the point of compliance, (i.e., the water table) 
of a suspected contaminated site, detailed 
investigations have to be conducted and 
decisions about remedial action have to be 
made. Such trigger values and supporting 
information are listed in tab. 1.1 for organic 
compounds. 

Tab. 1.1 Trigger  values  for  the  assessment  
o f  the  pathway soi l  -  groundwater  pursuant 
to § 8 paragraph 1 sentence 2 No. 1 (Federal Soil 
Protection Law - BBodSchV, 1999). 

organic substances   trigger value [µg/l] 

mineral oil hydrocarbons 1) 200 

BTEX 2)   20 

benzene     1 

high-volatile halogenated 
hydrocarbons 3) 

  10 

DDT     0.1 

aldrin     0.1 

phenols   20 

PCB, total 4)     0.05 

PAH, total 5)     0.20 

Naphthalene     2 
1) n-alkanes (C10 C39), isoalkanes, cycloalkanes and 
aromatic hydrocarbons 

2) high-volatile aromatic hydrocarbons (benzene, toluol, 
xylols, ethylbenzene, styrene, cumene) 

3) high-volatile halogenated hydrocarbons (sum of the 
halogenated C1 and C2 hydrocarbons) 

4) PCB, total:  sum of the ploychlorinated biphenyls; as a 
rule, determination by way of the 6 congeners according 
to Ballschmiter pursuant to Used Oil Ordinance (DIN 
51527) muliplied by a factor of 5; if applicable, for 
example in case of  a known substance spectrum, simple 
formation of the sum of all relevant individual substances 
(DIN 38407- 3-2 or 3-3). 

5) PAH, total:  sum of the polycyclic aromatic 
hydrocarbons without napththalene and 
methylnaphthalene; as a rule,  determination by way of 
the sum of 15 individual substances according to the list 
of the US Environmental Protection Agency (EPA) 
without naphthalene; if applicable, in consideration of 
other relevant PAH (e.g. quinolene). 

2.2 Natural Attenuation 

Investigation of a great number of sites has 
shown that contaminant plumes may, after 
initial spreading, reach a steady state (so called 
steady state plumes) as a result of attenuation - 
mainly biodegradation – processes 
(Wiedemeier et al., 1999) and finally shrink 
because of source depletion. Thereby, the 
extent of contaminant plumes depends on both, 
hydrogeological and hydrogeochemical site 
conditions as well as contaminant 
characteristics. Typical plume lengths for 
specific chemical compounds were evaluated 
by (Schiedek, 1997). Plumes of easily 
degradable compounds such as fuel 
hydrocarbons and aromatic compounds 
(benzene, toluene, ethyl-benzene and xylene: 
BTEX), e.g., are often found to be restricted to 
a reasonable distance from the contaminant 
source. Those are especially compounds that 
are readily degradable under aerobic 
conditions. 

Biodegradation and volatilisation act as a 
combined mechanism for the mass removal of 
volatile and semivolatile organic compounds 
from the unsaturated zone. In the best case 
these processes can restrict the contamination 
to the vadose zone. Although the effectiveness 
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of this combined pathway has been well 
documented, little information is available on 
actual rates of aerobic and anaerobic 
biodegradation, volatilisation, and their 
variability among different compounds and 
different subsurface geologic settings. 

Reactive transport in groundwater is described 
by the advection-dispersion-reaction partial 
differential equation (PDE) with respect to the 
aqueous concentration C of a specific 
compound in a saturated porous medium. 

sRCDCv
t
C

−∇⋅∇+∇−=
∂
∂ )(  eq. 2.1 

where v denotes groundwater flow velocity, D 
the dispersion tensor and s the stoichiometric 
ratio for the compound. The reaction rate R, in 
general, is a non-linear term depending on 
concentrations of the compounds involved and 
can be described using different kinetic 
formulations (Prommer et al., 2003). 

2.2.1 Biogeochemical reaction 
kinetics 

Biodegradation as the other important 
attenuation process takes place in the aqueous 
phase of the soil, driven by microorganisms 
either free in the pore water or attached to 
surfaces. If detailed knowledge about 
microbial metabolism and population 
dynamics is not available, first order rate 
constants k can act as bulk measures for the 
degradation kinetics. A problem is given by 
convertibility of reaction rates obtained from 
measurements of vapour phase concentration 
to apply in the aqueous phase. Biodegradation 
rate constants measured in the pore air can be 
transformed to aqueous phase rates by using  

θ kw/H = kg   eq. 2.2 

with θ as the volumetric water content, kw the 
rate constant in the aqueous phase, H Henry’s 
law constant and kg the rate constant with 
respect to the gaseous phase (Pasteris et al., 
2002). Biodegradation also depends on 

temperature under field conditions. Often a 
maximum can be observed around 25°C. This 
effect, however, depends on a great number of 
soil, site and microbiological conditions and is 
thus hard to quantify. 

If high soil water saturation restricts oxygen 
delivery and anaerobic conditions establish, 
other possible degradation scenarios can be 
considered: (1) degradation by atmospheric 
electron acceptors such as Nitrate and 
Sulphate, (2) reduction of iron oxide or 
manganese oxide containing minerals present 
in the soil and (3) methanogenesis. Generally, 
anaerobic biodegradation is much less efficient 
than aerobic (Schlesinger, 1997). 

Bioenhancement of source phase depletion was 
previously reported from laboratory work 
(Yang, 2000,Seagren et al., 2002) and also 
theoretical modelling studies (Reitsma, 2001) 
and could be proven at the field scale for the 
Værløse field experiment (Broholm et al. 
2003). 

Aerobic degradation in the presence of oxygen 
is the most efficient way of attenuation for 
BTEX, gasoline hydrocarbons and also 
inorganic contaminants, such as ammonium, 
which can be biologically transformed. That 
way, the pollutants will be mineralised to 
anorganic compounds such as CO2 and H2O or 
nitrate in the case of ammonium. For 
mathematical formulation of biogeochemical 
reactions, different kinetic approaches can be 
used.  

In zeroth order kinetics, the reaction rate does 
not depend on the compound concentration. 
This condition is often given for a rapidly 
growing microbial population without nutrient 
limitation (Meckenstock, 2001) 

R = -К    К: [M L-3 T-1] eq. 2.3 

The rate constant К for only this case is 
attributed the same unit as the reaction rate R 
itself. In first order kinetics there is a linear 
relationship between concentration and 
reaction rate: 
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R = -k CA  k: [T-1]  eq 2.4 

In the second order formulation (for two 
compounds) the reaction rate becomes 
dependent of two concentrations and therefore 
is non-linear: 

R = - κ CA CB   κ: [M-1 L3 T-1] eq. 2.5 

Monod kinetics provide a more sophisticated 
model for biotransformation of a compound A 
(electron donor) and an electron acceptor B 
(Cirpka, 1997) 

BB

B

AA

A
M KC

C
KC

C
CR

,2/1,2/1
max

++
−= µ  

µmax: [M L-3 T-1 (MM L-3)-1]  eq. 2.6 

where A is the concentration of contaminant A, 
B is the concentration of an electron acceptor, 
µmax is the maximum utilisation rate of the 
reaction, CM is the microbial population density 
(microbial concentration) and K1/2 is the half 
utilisation rate of the reaction for each 
compound. Note that µmax has the unit of 
concentration of contaminant per concentration 
of microbial mass MM. If K1/2 is high compared 
to A, the border case of a first order 
degradation is approximated with a linear 
dependency of contaminant concentration. If 
K1/2 is very small compared to A, the reaction 
will shift to zeroth order kinetics, and the total 
rate becomes independent of concentration. 
Microbial population dynamic itself can also 
be described using a Monod-approach:  

M

BB

B

AA

A
MM

M

dC

KC
C

KC
C

YC
t

C

−

++
−=

∂
∂

,2/1,2/1
maxµ

     eq. 2.7 

where YM is the microbial yield (microbial 
growth rate as a fraction of consumed 
substrate) and d is the microbial mortality rate 
(first order, [T-1]). As the majority of bacteria 
thrives on surfaces and are only subject to very 
slow transport, microbial community can be 
assumed to be immobile in most cases 
(Griebler and Mösslacher, 2003).  

2.2.2 Transport and mixing 

A precondition for the occurrence of 
biogeochemical transformations is the 
simultaneous availability of the reaction 
partners (e.g. organic contaminant as substrate 
and oxygen as electron acceptor) at the same 
time and at the same place. In the absence of 
interphase mass transfer (e.g. dissolution of 
mineral phase electron acceptors such as Fe3+-
bearing minerals or sorption), dispersion is the 
only process that transports external electron 
acceptors into contaminant plumes and enables 
biotransformation processes (Cirpka, 2002). 
Consequently, in the case of “fast” reaction 
kinetics, Natural Attenuation is restricted to 
thin mixing zones and the dispersivity can 
become the controlling factor for the length of 
steady state plumes (Grathwohl et al., 2000). 
Steady state conditions (i.e. stagnant plumes) 
establish only if the reaction rate matches the 
input flux of the contaminant in groundwater. 
Dispersive mixing in flowing groundwater, i.e. 
hydrodynamic dispersion, consists of two 
different processes: molecular diffusion and 
mechanical dispersion (Domenico and 
Schwartz, 1998). The combination of both is 
termed hydrodynamic dispersion. The 
transverse hydrodynamic dispersion coefficient 
DT in a porous medium is commonly expressed 
as the sum of the pore diffusion coefficient Dp 
and a coefficient of mechanical mixing 
(Domenico and Schwartz, 1998) 

 atpT vDD α+=   eq. 2.8 
where αt is the vertical transverse dispersivity 
and va the linear groundwater flow velocity. 

Diffusion is caused by random molecular 
motion due to kinetic energy of the molecules 
and tends to even out any concentration 
gradients independently of directional flow. Its 
mathematical description usually is based on 
Fick’s laws (Fick, 1855).  

In the unsaturated zone, vapour phase diffusion 
in many cases represents the most efficient 
transport process because gaseous diffusion 
coefficients are about four orders of magnitude 
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greater than aqueous diffusion coefficients. If 
the surface layers of the soil are sufficiently 
permeable, volatilisation to the atmosphere can 
be a significant sink to soil contamination by 
VOC’s. 

In porous media, diffusion is decelerated due 
to the restricted area available for transport and 
prolonged pathways (tortuosity). Empirical 
relationships for the calculation of effective 
diffusion coefficients in a porous medium are 
described in (Grathwohl, 1998) and (Wang, 
2003).  

Mechanical dispersion, on the other hand, is 
caused by advective transport of dissolved 
compounds in flowfields with spatially 
different velocities (differential advection or 
longitudinal dispersion), or by the mass 
exchange between different flowlines 
occurring transverse to flow direction as well 
as changes in flow direction of streamlines 
(transverse dispersion). Differential advection 
in aquifers is mainly caused by variations in 
hydraulic conductivity and therefore increases 
with the groundwater travel distance (Cirpka, 
1997). Nevertheless, Fickian approaches are 
commonly used to describe mechanical 
dispersion in longitudinal direction as well.  

While diffusion inherently causes dilution 
(mixing) of solutes, mechanical dispersion 
leads to mixing of compounds as well as 
undiluted spreading of contaminants parallel to 
the flow direction. The amount of mixing or 
dilution of concentrations at the pore scale is 
called local dispersion. Differential advection 
due to spatially varying velocities keeps solute 
mass in the same streamtube but separates 
masses from before adjacent streamtubes 
(spreading). This effect will be observed in 
conservative tracer tests with depth averaged 
sampling and increases with the scale of 
investigation (macroscale-dispersion). 
However, if dispersion coefficients determined 
that way are used to predict reactive transport, 
the amount of mixing and therefore 
bioattenuation can be significantly 
overestimated (Cirpka et al., 1999). Only mass 

movement between streamtubes contributes to 
mixing. An effective dispersion coefficient can 
therefore be defined to account for mixing in 
the macroscale (Dagan, 1990). This coefficient 
will be somewhat higher than the one that 
represents local dispersion, because spreading 
(differential advection) creates greater surfaces 
accessible for mixing processes (Cirpka, 
1997). For continuous sources as in several 
decades old contaminated sites quasi steady 
state or steady state conditions establish and 
reaction rates depend solely on αt. 

αt is often linked to the grain size of the porous 
medium. Assuming complete mixing of solutes 
in pore canals due to molecular diffusion (De 
Josselin de Jong, 1958) reports the following 
relationship between αt and the characteristic 
length d in a porous medium. 

dt 16
3

=α     eq. 2.9 

d is related to the mean grain size. (Carvalho 
and Delgado, 2000) found that αt depends on 
the flow velocity or the Peclet number, 
respectively.  

dt 12
1

=α  (for Pe < 80) and 57.05.0 PeDt =  

(for 80 < Pe < 1400)  eq. 2.10 

where d is the medium grain size and Dt is the 
coefficient of transverse mechanical 
dispersion, defining Pe = v d/Daq as the 
dimensionless Peclet number of the porous 
medium. For Pe > 80 Dt does not increase 
linearly with flow velocity. 

The mass transfer of volatile compounds from 
the unsaturated zone to groundwater across the 
capillary fringe is governed by the two 
processes dispersion and diffusion. It has been 
subject to recent research activity to determine 
which process is dominant for mass transfer, 
either dispersion or diffusion depending on 
groundwater flow velocities soil and physico-
chemical characteristics of the compounds 
(McCarthy, 1993,Nielsen and Perrochet, 
2000,Klenk and Grathwohl, 2002).  
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Laboratory experiments on this issue 
(McCarthy, 1993,Klenk and Grathwohl, 2002) 
confirm that mass exchange between saturated 
and unsaturated zone is restricted due to low 
aqueous diffusion coefficients and weak 
vertical dispersion. Entrapped air in the quasi 
saturated zone of the capillary fringe can 
enhance mixing because they intoduce 
additional tortuosity to the water flowpaths and 
to some extent lead to higher diffusion 
coefficients (Klenk and Grathwohl, 2002). 
Water table fluctuations, on the other hand, can 
enhance mass transfer significantly (Werner, 
2002). 

2.2.3 Phase distribution  

In multicomponent organic liquids the more 
volatile compounds evaporate first resulting in 
changing composition of the mixtures Raoult’s 
law, § 2.3.3). To predict this ageing of the 
phase during the diffusion dominated 
volatilisation process physico-chemical 
properties of the compounds involved have to 
be considered. A compilation of carefully 
selected physico-chemical properties from the 
literature relevant for this work (ρ, MW, p0, H, 
KOW, SW) is given in Tab. 5.1.  

Besides physico-chemical properties of the 
contaminants, a number of soil as well as 
climatic conditions affect contaminant 
behaviour such as the geological 
characteristics of the soil (grain size 
distribution, permeability and organic matter 
content) or temperature, water saturation and 
groundwater recharge. An increase in soil 
water content decreases the available space for 
gas phase diffusion, elongates the path lengths 
for gas phase diffusion (tortuosity) and, 
especially for compounds with low Henry’s 
law constants, enhances the fraction of the 
compound dissolved in pore water, all together 
resulting in decelerated gaseous phase 
transport. 

The efficiency of biodegradation reactions 
depends on the distribution of a compound 

between the phases of the soil (gaseous, 
aqueous and solid, and, if present, NAPL). 
Microorganisms live in the aqueous phase, 
adhered to mineral surfaces or free in the pore 
water, and feed on dissolved chemical 
compounds. Sorbed compounds, e.g., are not 
accessible to microorganisms in most cases. 
Gaseous compounds, on the other hand, are 
subject to rapid transport due to gas phase 
diffusion and can only be accessed by 
microorganisms if they dissolve in pore water. 
NAPL phase compounds may dissolve in water 
or volatilise to the soil gas phase. If the NAPL 
phase itself is immobile (residual saturation), 
partitioning into the other compartments of the 
soil is a prerequisite for compound transport. 
Only compounds that are present in the 
aqueous phase may be available to microbial 
transformations.  

Dissolution as well as volatilisation of NAPL 
constituents are described by Raoult’s law. The 
solubility of a compound from the phase is 
proportional to its aqueous solubility times its 
mole fraction in the mixture. 

CR
Sat = CW

Sat χi γi   eq. 2.11 

Where CR
Sat is the solubility from the mixture, 

CW
Sat the total aqueous solubility χi the mole 

fraction in the organic mixture and γi the 
activity coefficient which is considered equal 
one for an ideal mixture. A kinetic formulation 
can be met as well, describing the dissolution 
rate Rdis as a function of a dissolution rate 
constant kdis (first order) 

Rdis = -kdis (χ γi CW
Sat –C)  eq. 2.12 

Air-water phase partitioning is generally 
considered as an equilibrium process, which is 
described by Henry’s law, using either a 
dimensionless Henry’s law constant H[-], if 
both, aqueous and gaseous concentrations are 
measured in mg/l or mol/l, or H[atm l/mol], if 
gaseous concentration is defined as partial gas 
pressure. Using Henry’s law, gaseous 
concentration Cg or partial gas pressure p, 
respectively, can be calculated from the 
aqueous concentration Cw. 
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Cg = Cw H[-]  

p = Cw H[atm l/mol]   eq. 2.13 

The two forms of H can be converted into each 
other using absolute temperature T and 
universal gas constant R (8.31434 J mol-1 K-1, 
Reisinger and Grathwohl, 1996).  

H[atm l/mol] = H[-] RT  eq. 2.14 

Note that 1 atm is 1013 hPa (=1.013 x105 J 
m-3), so the transformation factor is 24.47 for a 
temperature of 298.15 K (25°C). Volatilisation 
of an organic phase to pore air can be easily 
described by superimposing both, Raoult’s and 
Henry’s law, underlying the assumption that 
local equilibrium prevails between NAPL, 
aqueous and gas phase at the pore scale. The 
gaseous concentration and partial gas pressure 
then become 

Cg = Cw
Sat

  χi γi H[-]  

p = Cw
Sat χi γi H[atm l/mol] = Cw

Sat
  χi γi H[-] RT

    eq. 2.15 

If sorption to the solid phase of the soil (in 
most cases to natural organic matter) is 
significant, the easiest description of linear 
equilibrium sorption is 

Cs = Kd Cw = KOC fOC Cw  eq. 2.16 

Where Kd denotes the sorption coefficient, KOC 
the sorption to organic carbon coefficient and 
fOC the fraction of organic carbon in the soil.  

Biodegradation rates of volatile organic 
compounds in the unsaturated zone are 
commonly estimated regarding measurements 
of gas phase concentrations (Pasteris et al, 
2002). It should be noted that those, depending 
on aqueous and gaseous saturation of the pore 
space and distribution coefficients, will be 
different from the actual rate constants in the 
pore water, as biodegradation takes place only 
in the aqueous phase of the soil. To formulate 
biodegradation rate constants in soil depending 
on distribution coefficients, it is useful to 
define apparent biodegradation rate constants 
which apply to the bulk phase of the soil, 
similar to the definition of apparent diffusion 

coefficients (Grathwohl, 1998). Starting from 
the definition of the bulk phase source/sink-
term Q as the sum of all intra-aqueous reaction 
rates Ri affecting a given compound of interest 
(Mayer et al., 2002), here for simplicity 
considering a single reaction with aqueous 
phase rate R and a stoichiometric coefficient of 
unity,  

Q = θ R    eq. 2.17 

For the case of first order reaction this can be 
formulated by substituting kappCbulk = Q and 
kWCW = R:  

kapp Cbulk = θ  kW CW   eq. 2.18 

The bulk concentration Cbulk equals the 
aqueous concentration CW times capacity factor 
α with respect to the aqueous phase 

kapp CW  α = θ  kW CW  

CW can be cancelled, leading to  

kapp = kW θ α−1    eq. 2.19 

That way, the apparent rate constant kapp (first 
order) can be defined as the product of the rate 
constant in the aqueous phase times the 
fraction of the compound in the aqueous phase 
fW = θ α−1, where the reaction takes place 
(Valsaraj, 1995,Werner, 2002):  

kapp = kw fw = kw 
HnK gdb ++θρ

θ   

       = 
d

w

R
k

    eq. 2.20 

where ρb denotes the bulk density of the soil, θ 
the water filled porosity, ng the air filled 
porosity and Rd the retardation factor. α = 
Kdρb + θ +  ngH  is also referred to as the 
capacity factor of the soil with respect to 
compounds dissolved in the aqueous phase.  

2.2.4 Temperature dependence of 
distribution coefficients 

Soil temperature influences vapour pressure 
and diffusion coefficients of chemical 
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compounds and thus accelerates both 
degassing and gas phase transport. These 
relationships can be quantified using 
thermodynamic equations. The temperature 
dependence of p0 and H is significant and 
listed in tab. 5.2, applying the thermodynamic 
relation according to the Van’t Hoff equation. 
Temperature dependence of aqueous solubility 
SW, however, was only available for benzene 
and is generally insignificant compared to that 
of p0 and H (Reisinger and Grathwohl, 1996) 
and was therefore neglected.  

The temperature dependence of distribution 
coefficients can be derived from the basic laws 
of thermodynamics. Given the Gibbs free 
enthalpy ∆G driving a reaction, depending on 
the quotient Q of reactants involved according 
to the law of mass action (1) and the reaction 
enthalpy ∆H0, temperature T and entropy ∆S 
(2) 

∆G = ∆G0 + RT ln Q  eq. 2.21 

∆G = ∆H0 - T∆S  eq. 2.22 

Where ∆G0 denotes the Gibbs free enthalpy at 
standard state conditions. In the state of 
equilibrium Q shifts to the equilibrium 
constant K, setting eq. 1.21 = eq. 1.22 
=> eq. 1.20 we obtain:  

∆G0 = ∆H0 - T∆S0 = -RT lnK  

rearranged: 
RT
H 0∆

−  + 
R
S∆

 = ln K   

    eq. 2.23 

Subtracting this equation formulated twice 
accounting for two different temperatures from 
each other will lead to the Van’t Hoff equation. 

lnK = lnK0 – )11(
0

0

TTR
H

−
∆

  eq. 2.24 

It is convenient to set T0 = 25°C (standard 
temperature), then equilibrium constants for 
other temperatures can be calculated based on 
the knowledge of T0 and ∆H0.  

2.2.5 The Damköhler number 

Natural Attenuation in the case considered 
depends on two processes: the biological 
reaction itself and the transport of the two 
reactants to the bacterial population at the 
plume fringes. Depending on how fast either 
process is, the slower one will be the limiting 
factor. The ratio of time scale of 
biogeochemical reaction to the transport 
process is expressed by the dimensionless 
Damköhler number  

Da = 
R

T

t
t

 [-]  eq. 2.25 

with tT denotes time scale of transport [T] and 
tR: time scale of reaction [T], (Damköhler, 
1936,Mayer, 1999).  

Generally, the time scale of transport equals 
tT = L/v for advective transport and tT = L2/D 
for dispersive transport, where L represents a 
characteristic length of the system or a distance 
to a given point of interest, respectively. The 
time scale of reaction tR = C/R where R 
denotes the reaction rate and C a characteristic 
concentration. 

In systems with Da >> 1 the reaction 
dominates, transport processes will be limiting 
mass transformation and quasi equilibrium 
conditions can be assumed. On the other hand, 
when Da << 1 reaction kinetics will be 
limiting. Generally, Damköhler numbers range 
over several orders of magnitude. (Jennings 
and Kirkner, 1984) investigated reversible 
chemical reactions in groundwater 
contamination problems and found that the 
equilibrium assumption becomes valid at 
Da > 100.  

2.2.6 Example of a 1D diffusion-
reaction experiment 

A short example how Damköhler numbers can 
help to describe the behaviour of a system shall 
be given here. Consider a unsaturated column 
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experiment with length L, constant 
concentration C0 boundary of volatile organic 
compounds at the lower side and atmospheric 
concentrations (zero) at the upper boundary. 
Within the column, the presence of oxygen 
supports an overall constant biodegrading 
microbial community. After a steady state is 
established, an analytical solution for first 
order biodegradation can be applied given in 
(Pasteris et al., 2002) 

C/C0 = 
)sinh(

)sinh(

L
D
k

x
D
k

  eq. 2.26 

Where D denotes the apparent diffusion 
coefficient and k the apparent reaction rate 
constant. Assuming zeroth order degradation, 
which shall be discussed here, the PDE 
becomes: 

02

2

=−
∂
∂

=
∂
∂ k

x
CD

t
C  

k = 2

2

x
CD

∂
∂  or C‘‘=k/D 

    eq. 2.27 

Integrating in the spatial dimension yields 

C‘=k/Dx+C1 

C=½ k/D x2 + C1x + C2 

With C1 and C2 as integration constants. By 
evaluation of the boundary conditions BC 1 
and BC 2 we can eliminate these constants: 

BC 1: C(0) = C0   

=>  C2 = C0 => C(x) = ½ k/D x2 + C1x + C0  

BC 2: C(L) = 0  

=> C(L) = ½ k/D L2 + C1L + C0 =0 

=> C1 = -C0/L –1/2 k/D L 

As solution we obtain:  

C(x) = ½ k/D x2 – x(C0/L + ½ k/D L) +C0 
    eq. 2.28 

A more generalised equation can be formulated 
if we define Da,  

Da = 
0

2

DC
kL

   eq. 2.29 

as the dimensionless Damköhler number which 
provides a relation of zeroth order kinetic 
reaction to diffusive transport rate. Also, 
x/L = X can be substituted by the 
dimensionless length proportion X and C by 
C/C0 as relative concentration. The 
dimensionless solution is given by 

C/C0 = ½ X2 Da – X (1+½ Da) + 1  
    eq. 2.30 

The null of the quadratic equation is 
encountered within the model domain (X0 ≤ 1) 
if Da ≥ 2. Then degradation exceeds the supply 
of the compound at the influx and the 
breakthrough out of the column as well as 
concentrations at X > X0 equal zero. Exactly 
half of the influx will be degraded before 
leaving the column if Da = 2/3. 

In the first order kinetics solution, a finite 
breakthrough out of the column remains for 
any degradation rate. If eq. 1.23 is also 
substituted to dimensionless numbers Da = 
L2kD-1 and X = x/L it becomes 

C/C0 = 
)sinh(
)sinh(

Da
XDa   eq. 2.31 

Because it is somewhat more complicated, the 
Da numbers which lead to 50 %, 90 % and 99 
% degradation within the domain were 
evaluated numerically, Tab. 1.2 shows 
Damköhler numbers required for certain 
amounts of degradation for this theoretical 
column experiment.  

Da 1st 
[-] 

Da 0th  
[-] 

% of 
degradation 

  1.73 0.67 50 

  8.33 1.64 90 

Tab. 2.2 

Damköhler 
number and 
resulting 
efficiency of 
degradation 
(first order)

28 2 >  99 

Obviously, the zeroth order Da are somewhat 
lower than the ones representing similar 
condition in first order. 
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An example of concentration profiles is shown 
in Fig. 2.1. For compounds with low 
degradation rates like cyclo-pentane, first and 
zeroth order degradation looks similar, but for 
high rates (decane) significant differences in 
the concentration profiles can be seen, even 
though total rates for both kinetics are similar 
in this example.  
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Fig. 2.1 Comparison of 2 concentration profiles in 
a 1D column experiment: cyclo-pentane with low, 
decane with high reaction rates. 

For this simple scenario, the exact ratio of 
transport and reaction kinetics can be defined 
easily, but it is obvious that conditions differ 
significantly between the two types of kinetics 
applied. For more complex, 2D or 3D real 
world applications which will be subject in the 
scope of this thesis, the Damköhler number can 
only be referred to as a rough estimate of the 
contaminant behaviour. However, as indicated 
in previous investigations (Jennings and 
Kirkner, 1984), for Da > 100 a system can be 
credited as reaction dominated or close to 
equilibrium.  

2.3 Scenario specific modelling 
at the field scale 

Scenario specific modelling of contamination 
scenarios in the subsurface helps to gain 
knowledge about the importance of factors 
affecting contaminant behaviour and allows for 
predictions of the risks at contaminated sites 
and their potential of Natural Attenuation 
(Grathwohl et al., 2003). In the given scope, 

models that account for the saturated zone as 
well as the vadose zone have to be considered.  

Numerical modelling is a field of vastly 
growing importance for risk assessment in 
environmental sciences due to growing 
computational capabilities and advances in 
modelling tools. An overview of unsaturated 
zone public domain codes is given in 
(Karapanagioti et al., 2003). 

Numerical models can act as powerful tools for 
prediction even at large scales, however, they 
need to be validated. Laboratory experiments 
generally account for only a limited number of 
relevant processes and their smaller dimension 
makes results less conferrable to the field 
scale. Real spills, on the other hand, are mostly 
uncertain in size, age and constitution and 
therefore provide an uncertain basis for model 
validation. 

Well controlled field experiments, which 
provide an opportunity to validate models on 
and allow for exact calculation of contaminant 
mass fate, have mostly focussed on the 
saturated zone (LeBlanc, 1991,Rivett et al., 
2001). Field experiments that were performed 
in the unsaturated zone considered only single 
compounds and chlorinated hydrocarbons 
which undergo only minor biodegradation 
under aerobic conditions (Rivett, 
1995,Hughes-Conant, 1996,Jellali et al., 2003).  

Many authors have measured transverse 
dispersivities at the lab scale which are in the 
order of millimetres (Susset, 1998,Klenk and 
Grathwohl, 2002) or below (Eberhardt and 
Grathwohl, 2002). Moreover, also field studies 
(Garabedian, 1991,Gelhar, 1992,Rivett et al., 
2001) and theoretical modelling investigations 
(Cirpka and Kitanidis, 2000) imply that αt is 
very small and undergoes only limited 
enhancement on larger spatial scales. Those 
reported values are considerably smaller than 
the values that are commonly used in reactive 
transport modelling studies which are based on 
the assumption that αl/αt is generally some 
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factor around 10 (Domenico and Schwartz, 
1998). 

A challenge for numerical codes is to achieve 
the necessary numerical accuracy in 
heterogeneous media or transient flow 
conditions with standard reactive transport 
models at acceptable computational cost 
(Prommer et al., 2002). Discretisation in a 
dimension of millimetres or streamline 
oriented grids may be achieved in the lab scale 
but are not feasible for field conditions (Cirpka 
et al., 1999). If coarser grids are applied, 
artificial mixing occurs in the direction of flow 
(Frind, 1999) and can lead to overprediction of 
mixing and rates of Natural Attenuation 
(Cirpka et al., 1999). 

According to geostatistical theory of flow in 
heterogeneous media, the Central Limit 
Theorem applies, i.e. solute distribution for the 
large scale limit approaches a Gaussian 
distribution (Gnedenko and Kolmogorov, 

1968,Dagan, 1989). This state is also referred 
to as ergodicity, and Fick’s law applies to 
describe dispersion. Although the absolute 
travel distance required for this behaviour 
cannot be easily defined (Trefry et al., 2003), 
effective dispersion coefficients were shown to 
guarantee correct mass balances for reactive 
mixing when applied in equivalent 
homogeneous domains (Cirpka, 2003).  

Such effective (and also macrodispersion-) 
coefficients in heterogeneous aquifers, e.g., 
can be determined by comparing conservative 
tracer tests to analytical models or numerical 
dispersion free particle tracking simulations. 
The dispersivities obtained will henceforth 
allow the use of nowadays very powerful 
reactive transport models (Mayer et al., 
2002,Molson et al., 2002,Prommer et al., 2003) 
in equivalent uniform model domains to 
predict Natural Attenuation unaffected of 
numerical inaccuracy.  
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3 Numerical Methods

A great numbers of numerical models for the 
simulation of soil- and groundwater processes 
have been developed in recent times (Frind et 
al., 1999,Steefel, 2000,Mayer et al., 
2002,Prommer et al., 2003). Selected for the 
current task were the models BIONAPL for 
simulating groundwater plumes and the model 
MIN3P for simulating both, groundwater as 
well as unsaturated zone reactive transport. 
MIN3P was chosen because of its capability to 
combine variably saturated flow in soil and 
groundwater with an unlimited number of 
geochemical reactions and compounds. 
BIONAPL, on the other hand, has the 
advantage to account for microbial population 
dynamics. 

For the given problem of a steady state 
groundwater plume caused by dissolved and 
aerobically degradable pollutants, the 
additional development of a simple and easily 
applicable model in 1D to reproduce the 
governing equations of coupled transport and 
biogeochemical reaction, their dimensionality 
and the evolution of reaction fronts was found 
to be of advantage.  

3.1 The model MIN3P  

The numerical model MIN3P allows for the 
calculation of vapour phase transport and 
unsaturated flow in the vadose zone. 
Groundwater transport processes and mass 
transfer across the capillary fringe can be 
simulated as well (Mayer et al., 2002) in one, 
two or three dimensions. MIN3P uses two sets 
of governing equations, one for groundwater 
flow under variably saturated conditions 
(Richard’s equation) and the other for 

multicomponent reactive transport in variably 
saturated media. Diffusion coefficients in the 
are implemented using the approach of 
Millington (Millington, 1959). The dissolution 
or degassing of organic compound mixtures is 
simulated using Raoult’s law, whereas Henry’s 
law is applied to aqueous and gas phase 
partitioning. Biogeochemical reactions and 
transport processes are coupled by a global 
implicit solution method and solved using a 
finite volume algorithm. A variable number of 
geochemical compounds and reactions, such as 
biodegradation processes, can be handled 
based on an external database derived from the 
geochemical equilibrium model MINTEQ 
(Allison et al., 1991). All the physical and 
chemical properties of the compounds are 
defined in this external database. Transient 
boundary conditions and time and depth 
dependent soil temperature profiles can be 
applied in the simulations.  

3.2 The model BIONAPL 

BIONAPL can be used as a one, two, or three-
dimensional numerical model for simulating 
multicomponent non-aqueous phase liquid 
(NAPL) dissolution and biodegradation in a 
porous aquifer. It includes a transient 
groundwater flow model coupled with an 
advective-dispersive multicomponent transport 
model. The governing equations are solved 
using a Galerkin finite element approach with 
a rectangular mesh. The nonlinear dissolution 
and decay terms are handled using a Picard 
iterative scheme with central time-weighting 
(Molson, 2000). Microbial growth is 
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implemented as a Monod kinetic approach (eq. 
2.7).  

3.3 Development of the 1D 
diffusion-reaction code DR 

3.3.1 Governing PDE 

The advection-dispersion-reaction differential 
equation affecting a dissolved compound with 
concentration C in a water saturated porous 
medium is given by 

Q
x
Cq

x
CD

t
C

eff +
∂
∂

−
∂
∂

=
∂
∂

2

2

α   

 [M T-1 L-3 porous medium] eq. 3.1 

where α denotes the capacity term of the 
porous medium and reduces to the porosity n if 
the medium is saturated and sorption is 
neglected, Deff is the effective dispersion 
coefficient and q is the specific discharge due 
to moving aqueous phase. The source/sink 
term due to intra-aqueous reactions Q is 
defined by 

Q = -s θ R [M T-1 L-3 porous medium]
     eq. 3.2 

With s as the stoichiometric coefficient of the 
compound, θ the water filled porosity and R 
the reaction rate. If the medium is saturated 
and sorption is absent, both, α and θ equal n. R 
is defined in DR by second order kinetics 
depending on the reaction rate constant κ and 
the concentrations of two compounds involved. 

R = κ CA CB   [M T-1 L-3 H2O] 
     eq. 3.3 

Assuming the medium being saturated and 
sorption being absent, dividing eq. 3.1 by n 
leads to the PDE that applies to the aqueous 
phase  

sR
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∂
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∂
∂
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 [M T-1 L-3 H2O]   eq. 3.4 

where D equals the sum of pore diffusion 
coefficient Dp and contribution of mechanical 
dispersion vxαx, defining αx as the longitudinal 
dispersivity (direction of the model orientation 
equals the flow direction x) and vx the 
groundwater flow velocity.  

D = Dp + v αx     eq. 3.5 

3.3.2 Numerical formulation 

The method of finite differences requires to 
discretize the continuous differential equation 
by defining values only for certain nodes 
within the boundaries of the model domain. In 
the case of groundwater flow or transport this 
denotes points in space. It can be shown by 
Taylor expansion of the approximation of the 
derivatives, that uniform spatial discretisation 
∆x provides a more accurate solution than 
variable discretisation (Frind, 1999). As 
computational demand in 1D simulations is 
relatively small, variable grid spacing is not 
required and a uniform grid spacing is obliged 
in DR due to its simplicity. A set of linear or 
non-linear algebraic equations is obtained 
which then can be solved using a variety of 
numerical solution strategies.  
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Using this discretisation scheme, a 
concentration C at node i and time t can be 
calculated by the discretised approximation of 
the differential expressions. 

Ct = Ct-1 – ∆t(D 2

2

x
C
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∂ -v 

x
C
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∂ + s R) eq. 3.8 

At this stage, it is of advantage to define the 
mass contribution MC for a given node as 

MC = (D 2

2

x
C
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x
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∂
∂  + s R)    eq. 3.9 
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If only the mass contribution from the previous 
timestep is used to gain the solution, the 
method is called explicit, if only the mass 
contribution from the current timestep is used, 
the procedure is called implicit. For most 
applications a centred time weighting using 
50% implicit and 50% explicit proportion is 
providing the most accurate solution. This 
technique is called Crank-Nicholson method 
and was further applied.  

Ct = Ct-1 – ∆t(½ MCt + ½ MCt-1) 
    eq. 3.10 

3.3.3 Boundary conditions 

Essential for solving partial differential 
equations (PDEs) is an appropriate formulation 
of boundary conditions. Three different types 
of boundary conditions can be distinguished: 
first type (Dirichlet-type), second-type 
(Neumann) or third type (Cauchy-boundary 
condition). In the model DR, the spatial 
distribution of concentration C is assigned as 
boundary values at the first and last node, but 
boundary conditions at internal areas are also 
possible.  

For the temporal distribution of concentration 
C, a boundary condition is defined as an initial 
concentration distribution before the start of 
the computation. However, the term ‘boundary 
condition’ is unusual for temporal behaviour of 
physical properties and rather referred to as an 
initial condition. 

A first type boundary condition is simply the 
external definition of the physical property of 
interest at the boundary, which is the 
concentration C in this scope. Numerically, the 
boundary condition has to be read from an 
external input file. In general, it can be defined 
time-dependent.  

First type: C(x=0) = C0 

C(x=L) = CL, respectively 

C1(t) = CBC(t)    eq. 3.11 

In a second type boundary condition, the first 
derivation of C is defined at the boundary 
location. The most common one is the special 
case of a simple zero gradient boundary 
condition, i.e. the boundary is considered 
impermeable.  

0)0( ==
∂
∂ x

x
C    eq. 3.12 

In this case the value at the boundary location 
is kept equal to the adjacent value to prevent 
any mass flux across the boundary, for the 
example of the first node 

C1 = C2  

For a given nonzero boundary flux the 
boundary condition becomes: 

0)0( Fx
x
CDeff ==

∂
∂

−   eq. 3.13 

Then the boundary equation is defined by 
(considering the node i as the boundary node): 

FBC = -Deff ∆C/∆x   eq. 3.14 

FBC = -Deff (Ci – Ci+1) /(xi – xi+1) eq. 3.15 

Rearranging this eq., assuming FBC time 
dependent, leads to a calculated boundary node 
concentration: 

Ci = Ci+1 - FBC (t) Deff
-1 (xi – xi+1) 

    eq. 3.16 

Third type (Cauchy) boundary conditions were 
not applied in the current model. 

3.3.4 Solution strategy 

Transport and reaction are solved 
simultaneously. For the current problem, a 
Gauss-Seidel iteration scheme was employed. 
The reaction rate is updated in each iteration 
step and added as a contribution to the mass 
conservation equation. 
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3.3.5 Mass balance 

The model must account for the conservation 
of mass within the system. A concentration 
unit of mgl-1 offers the simplest option because 
it equals gm-3 (SI units) and requires no 
transformations. The contributions of mass 
flux across the boundaries and the reactions 
within the system have to equal out the change 
of mass for each compound within the system 
for a given time interval. A time interval can 
be chosen as a single timestep from t1 to t2 or 
cumulative for the whole simulation from time 
= 0 to time of termination T: 
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    eq. 3.17 

The area An perpendicular to the model 
dimension is considered equal unity (1 m2) and 
can be dropped. If the porous medium is 
saturated and sorption is not considered, α 
equals n, eq. can be formulated in the discrete 
form by averaging over the node-centred grid: 

M(t) = An  ∆x n (∑
−1

2
,

n

tiC  + ½ (C1,t + Cn,t)) 

    eq. 3.18 

∆M = M(t2) – M(t1) [g] eq. 3.19 

The source-sink term Q for the porous medium 
contributes 

Q(t) = An ∆x s n (∑
−1

2
,

n

tiR  + ½ (R1,t + Rn,t)) 

 [g s-1]  

with 

Ri,t = k 2
,,
O
ti

Cont
ti CC ⋅  [g l-1 s-1] 

eq. 3.20 

as the reaction rate around node i. Assuming a 
linear interpolation of the reaction rate between 
two timesteps yields a global source/sink 

contribution for the entire model domain 
between the timesteps:  

Q  = ∫
2

1

)(
t

t

dttQ     eq. 3.21 

Q  = ½ ∆t(Q(t2) + Q(t1))  [g]
    eq. 3.22 

The fluxes across the model domain 
boundaries for discrete time t can be calculated 
according to 

F0(t) = An D n (Cn-Cn-1)/∆x  [gs-1] 

FL(t) = An D n (C0-C1)/∆x  [gs-1] 
    eq. 3.23 

and for the flux contribution during the 
timestep between t and t-1  

F0 = ½ ∆t(F0,t + F0,t-1) [g] 

FL = ½ ∆t(FL,t + FL,t-1) [g] eq. 3.24 

The mass balance error is obtained by 

E = ∆M – Q – F0 – FL   [g]  
    eq. 3.25 

and can be defined either per timestep or 
cumulative as the sum over all previous 
timesteps. The mass balance error relative to 
total mass is 

e = (∆M – Q – F0 – FL)/M  [%] 
    eq. 3.26 

3.3.6 Detection of the reaction front. 

The reaction front is defined as the location 
where the reaction rate reaches its maximum. 
If the reaction is sufficiently fast, both, the 
concentration of the substrate and its 
corresponding electron acceptor will have very 
low values at the reaction front. One side from 
the reaction front will be dominated by one of 
the compounds, the other to the corresponding. 
Thus, the reaction front can be encountered 
computationally where the condition holds: 

CS, i > CEA, i Λ CS, i+1 > CEA, i+1   
    eq. 3.27 
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With CS and CEA as the substrate and electron 
acceptor concentration at node i and node i+1, 
respectively. The exact location of the reaction 
front then becomes 

Xfront = (i – ½) ∆x   eq. 3.28 

 

3.4 Verification of the numerical 
model DR 

The numerical model DR includes advection 
and dispersion in one dimension coupled with 
chemical reaction. It was verified comparing 
results with analytical solutions of the 
governing differential equations. The three 
compartments dispersion/diffusion, 
advection/dispersion and chemical reaction 
were regarded separately.  

3.4.1 Diffusion through a layer 

The partial differential equation (PDE) for 
nonsteady state diffusion through a layer with 
uniform diffusion coefficient is described in 
Grathwohl (1998).  
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    eq. 3.29 

Results are shown in Fig. 3.1. The agreement 
is very good.  
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Fig. 3.1 Comparison of DR numerical results with 
the analytical solution for diffusion through a layer 
with a constant diffusion coefficient. 

3.4.2 Advection – Dispersion 

To prove the accuracy of the numerical model, 
its results were compared with the analytical 
equation of Ogata & Banks as well as with 
Bear et al. (1979), the latter one also 
considering first order biodegradation. 
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    eq. 3.30 

Results for the Ogata-Banks solution of the 
advection-dispersion equation in 1D are shown 
in Fig. 3.2 and give a very good agreement. 
The flow velocity and dispersivity (flow 
direction) were 1 m/day and 0.0864 m, 
respectively. 
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Fig. 3.2 Comparison of DR numerical results with 
the analytical Ogata-Banks solution of the 
advection-dispersion equation. 
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    eq. 3.31 

Results are given in Fig. 3.3 va = 1 m/day, λ = 
0.01 [day-1] and αL = 0.5 m, which makes up a 
dispersion coefficient of 5.787 x 10-6 m2s-1.  



3. Numerical Methods 

   19

distance [m]

C
/C

0

0 10 20 30 40 500
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

numerical
analytical

10 d
20 d 30 d

40 d

 

Fig. 3.3 Comparison of DR numerical results with 
the analytical solution of the advection-dispersion 
equation including first order decay from Bear 
(1979). 

3.4.3 Kinetic chemical reaction 

Consider a closed, well mixed batch system 
where compounds initially present react 
irreversibly to another one, with second order 
kinetics.  

a.) The easiest example of a second order 
reaction uses the stoichiometry: 

 2 A       C   eq. 3.32 

leading to the PDE:    

  2kA
t
A
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 eq. 3.33 

The analytical solution of the PDE is obtained 
by separation of variables: 
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If the initial condition is: A(0)=A0 
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this will lead to the solution:  
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Test:  
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the initial concentration, this means a greater 
initial concentration of A0 accelerates the 
reaction more than proportionally and leads to 
a faster depletion. Comparison of analytical 
and numerical solution for two different initial 
concentrations are given in Fig. 3.4. Very good 
agreement is visible.  
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Fig. 3.4 Comparison of DR numerical results with 
the analytical solution of the second order kinetic 
reaction equation for 2 different initial 
concentrations (equal concentration for both 
compounds). 
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4 Steady state groundwater plumes 

4.1 Methods to Predict the Size 
of Steady State Plumes 

4.1.1 Conceptual model in 2D 

Numerical simulations were performed to 
determine the lengths of stagnant plumes as a 
function of generally determined parameters, 
i.e. from field measurements and estimates of 
dispersivity. 2D numerical simulations were 
performed using the model BIONAPL 
(University of Waterloo, Canada;(Frind et al., 
1999,Molson et al., 2002) and MIN3P (Mayer 
et al., 2002). A large number of simulations 
(80) was performed using the model 
BIONAPL due to simplicity, a smaller number 
of these were reproduced with the model 
MIN3P (about 10). It will be shown that once a 
steady state is achieved, longitudinal mixing 
can be neglected. This allows for a 1D model 
to be utilised to simulate the steady state which 
reduces computational time significantly and 
allows for a greater number (310) of different 
simulations. The 1D Finite Difference model 
development is described in § 2.3.  

The base case scenario accounts for plumes 
extending over the entire thickness of the 
aquifer and a uniform concentration at the 
source (inflow boundary). In the model 
BIONAPL, only the saturated zone can be 
accounted for and a uniform flow field in an 
aquifer of constant thickness was assumed. 
Oxygen for biodegradation is delivered only by 
dispersion from a constant concentration 
boundary at the water table. For the aqueous 
contaminant NH4

+, the water table is 

impermeable at realistic pH ranges and was 
reproduced by a zero gradient boundary 
condition. In BIONAPL, microbial growth was 
implemented by a Monod-term with a 
maximum concentration of microbial 
population of 0.5 g/l and a microbial yield of 
0.4. That way an efficient microbial 
community establishes at the plume fringes, 
providing steep concentration gradients.  

In the model MIN3P, an unconfined aquifer 
overlain by a thin vadose zone of one meter 
thickness was implemented. For this concept, 
the declaration of a boundary condition for the 
water table is not necessary, since it is 
implemented in the model. Atmospheric 
concentrations of oxygen were used as the top 
boundary condition, which complies with the 
ground surface. NH4

+, in contrast, remains 
restricted to the saturated zone due to its 
geochemical behaviour. That way, the 
approximation of the water table as a constant 
concentration boundary in BIONAPL could be 
validated by comparing the two different 
models. Biotransformation in both models 
follows Monod kinetics with low half-
utilisation rates of 0.1 mg/l for both, substrate 
and oxygen to achieve a close approximation 
to zeroth order kinetics as the most realistic 
approach (Meckenstock, 2001, personal 
communication). In MIN3P, however, 
microbial population dynamics are neglected 
and time invariant rate constants are 
implemented.  

Simulations without groundwater recharge and 
with groundwater recharge of one millimetre 
per day were performed. The numerical 
experiments were run until the plume reached 
steady state conditions (due to 
biotransformation of NH4

+ to NO3
-), and for 
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this state the length of the plume was 
determined in concentration contour plots, 
regarding the legal limit isoline of 0.5 mg/l. 
The base case scenario was run with a 1 m/10 
cm (x/z-direction) grid size, which was refined 
if necessary. Aquifer thickness and domain 

length were varied in the sensitivity analyses. 
The conceptual model in 2D is shown in Fig. 
4.1 for transport and aerobic biotransformation 
of ammonium (NH4

+) in a plume downgradient 
of a landfill for the base case scenario. 
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Fig. 4.1 Base Case scenario and conceptual model used for numerical simulation of a steady state NH4-
plume. Groundwater flow direction from left to right with a constant concentration (first type) boundary 
condition at the influx. 

4.1.2 Accuracy Considerations – 
numerical dispersion 

As outlined above, the transverse dispersivity 
is a sensitive parameter for the prediction of 
Natural Attenuation. The extremely small 
values of dispersivity, however, are a challenge 
for the accuracy of numerical modelling. 
Several strategies were applied to overcome 
this source of inaccuracy. A homogeneous 
model domain was applied and groundwater 
flow velocity was kept in x-direction parallel 
to the grid to avoid irregular flow fields with 
vertical components. That way, numerical 
dispersion can be minimised, because it is 
induced in the direction of flow (Frind, 1999).  

Three different models were applied with 
different numerical solution strategies, 
BIONAPL: Finite Element Method (FEM), 
MIN3P: Finite Volume Method FVM and DR: 
Finite Difference Method (FDM) to allow for 
comparison of results with respect to 
plausibility. If necessary, grid spacing was 
refined.  

To gain insight how modelling results respond 
to very small values of αt, transverse 
dispersivities were gradually decreased from 8 
cm to 0.01 mm. For αt = 8 cm, which is in the 
order of the grid spacing, artificial mixing can 
be considered negligible. The penetration 
depth of the reaction front into the plume was 
correlated to transverse dispersivity. The 
numerical codes responded to the decrease of 
transverse dispersion to very small values, in 
the case of BIONAPL down to 0.1 mm for the 
chosen discretisation of ∆z = 10 cm. Fig. 4.2 
shows how concentration profiles change as αt 
is sequentially decreased. Only at αt = 0.01 
mm, oscillations were observed. In the 1D 
Finite Difference code, which was somewhat 
more vulnerable to numerical dispersion, the 
grid was appropriately refined, with the 
resulting model run times remaining 
acceptable. Sensitivity analyses on αt to 
evaluate an empirical relationship for plume 
length, were performed for values between 50 
cm and 1 mm (see § Results). The results were 
consistent, which provides reason to allow for 
extrapolation to even smaller values of αt. 
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Fig. 4.2 Vertical concentration profiles of NH4

+ 
and O2 150 m downstream of the source (see 
Fig. 4) after 80 days (v = 2.7 m/day). The 
numerical model BIONAPL is stable down to 
values of αt of 0.1 mm. 

4.1.3 Influence of longitudinal 
dispersion  

Generally, longitudinal dispersivities are 
assigned much larger values than vertical 
dispersivity (Domenico and Schwartz, 1998). 
Consequently, it is crucial to quantify to which 
extent longitudinal dispersion contributes to 
mixing of reactants and influences the plume 
size. This was tested in two ways: (i) varying 
αl in the 2D base case model and assessing the 
impact on plume size, and (ii) evaluating the 
mixing and reaction rate in the same domain 
but allowing for no transverse influx of 
oxygen, leaving longitudinal dispersion as the 
only mixing process. The results are given in 
Tab. 4.1 and Tab. 4.2. It is shown that 
longitudinal dispersion even for very high αl 
contributes only in a minor way to the reaction 
rates compared to transverse dispersion of 
relatively small αt. Note that for the given 
parameters regarding Tab. 4.2, an αt of 5 cm is 
sufficient to degrade the entire contaminant 
influx within the model domain (plume length 
75 m). Biotransformed mass after 100 days in 
Tab. 2 is given as percentage of the total influx 
after 100 days. Influx is constant in time, the 

overall reaction rate, however, is decreasing 
with the power of ½, providing significant 
reactive mixing only for early times when 
steep gradients exist. 

Tab. 4.1 Sensitivity of the base case scenario on 
longitudinal dispersivity with respect to plume size 
(αt = 0.1 m, aquifer thickness M = 2 m). 

αl [m] Plume length [m] 
2.0  35,9  
1.0  35,05  
0.5 34.0 
0.25  33,57  
0.10  33,1 
 

Tab. 4.2 Biodegraded mass in a 100 m domain of 
the base case scenario depending on longitudinal 
dispersivity if no transverse mixing occurs (αt = 5 
cm). 

αl [m] Biodegraded mass [% of 
influx] 

20 9.36% 
10 7.57% 
5 6.08% 
2 4.07% 
1 3.01% 

0.5 2.11% 
 

Analytical solutions for (ii), mixing due to 
longitudinal dispersion only in a 1D domain 
are described in (Valocchi et al., 2000,Cirpka, 
2002). These also attest that reaction rates are 
proportional to (Dt)-1/2 which implies that their 
contribution vanishes at the large time limit. It 
is obvious from this relationship, that 
longitudinal mixing is relevant only for 
initially steep concentration gradients. 
Furthermore, (Ham et al., 2004) derived an 
analytical solution for the length of a 2D 
steady state plume from a point source, where 
the plume length is independent of αl, 
especially if αl/αt < 10, confirming the above 
findings.  

Thus, the supply of electron acceptors for 
biotransformation of contaminant plumes is 
attributed to transverse dispersion mainly, and 
a simplification to 1D, which will be derived in 
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the next chapter, can be applied for the base 
case scenario. 

4.1.4 A Simplification: 1D Modelling 
of 2D Scenario 

To obtain empirical relationships from large 
numbers of numerical simulations, a major 
problem is the exhaustive computation time 
required. Therefore, simplifications that reduce 
computational effort are very helpful.  

The 2D scenario can be reduced to a 1D model 
in vertical orientation once a steady state is 
achieved. Assuming steady state, the 2D 
reactive advection –dispersion equation 
becomes: 

R
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x
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x
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+
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2
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  [MT-1L-3] eq. 4.1  

where C denotes the solute concentration, vx 
the flow velocity, x and z the length parallel 
and normal (vertical) to flow direction, 
respectively, αl and αt longitudinal and 
transverse vertical dispersivity [m], 
respectively and R the reaction rate in [g m-3 s-

1]. If a uniform steady state flow field is 
applied, the x-dimension can be eliminated by 
substituting the travel distance x = vx τ (travel 
time): 
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    eq. 4.2  

Since vx is a constant in the uniform flow field 
(homogeneous aquifer), it can be eliminated:  
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 [MT-1L-3]  eq. 4.3  

For further simplification it is crucial that the 
contribution of term including longitudinal 
dispersion is insignificant for the scenario (see 
previous section) and can be eliminated. Then 
eq. 4.3 simplifies to 

R
z
CvC

xt −
∂
∂

=
∂
∂

2

2

α
τ

  [MT-1L-3] 

eq. 4.4  

which equals the reaction-diffusion-equation in 
one dimension, but is vertically oriented, 
perpendicular to flow direction. 

Regarding the contour lines of the steady state 
plume, the 2D model (isolines) and the 1D 
model reaction front (red line) show the same 
shape and depth of the reaction front (Fig. 4.3). 
Only in the length of the plume at its very 
dispersed forward edge some discrepancy can 
be observed. Physically this means that if only 
lateral mixing of electron acceptors to the 
plume from the water table is significant, the 
groundwater travel time (starting from the 
source) can be linked linearly to the time the 
plume was object to mixing with O2 in vertical 
direction. When the groundwater velocity is 
considered as proportionality factor, a depth 
profile of a 2D model at a given location will 
fit a 1D model vertical profile of the 
corresponding time. That way, the length of 
the plume in flow direction can be calculated 
by a 1D model in vertical dimension. Applying 
the 1D model for predicting plume lengths 
(following section) allowed for a much greater 
number of simulations for different parameters 
(310) than using the 2D models only.  
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Fig. 4.3 Shape of a steady state plume for the base case scenario. A shows the correspondence of the 2D 
model contour lines and the propagation of the reaction front in the 1D model. B shows the vertical 
concentration profiles resulting from 2D simulations using BIONAPL for a steady state at wells 20 m, 50 m 
and 70 m, respectively, downgradient from the contaminant source. 

4.2 Results for the Base Case 
Scenario 

The shape of the steady state plume and the 
reaction front was already provided in Fig 4.3. 
Using the model BIONAPL, microbial 
population dynamics determine the time until a 
steady state is achieved. For low initial 
microbial density or slow growth, 
contaminants spread widely during early times 
and become mixed with oxygen and then 
retreat due to growing degradation capability. 
At steady state, steep concentration gradients 
establish at the plume fringes, especially close 
to the source, and oxygen within the plume 

becomes totally depleted. As described above, 
comparison of the 1D model and the 2D model 
BIONAPL yielded good agreement concerning 
the reaction front at steady state. Additionally, 
the model MIN3P was applied in 2D, with 
different conceptual assumptions implemented, 
concerning biodegradation kinetics and the 
boundary condition at the water table. Here, 
microbial population is neglected and time 
invariant reaction rate constants are used. 
Steady state conditions develop faster than in 
the population growth model, but result in 
good agreement with respect to the plume 
shape and lengths.  

This also underlines that a first type top 
boundary condition (constant concentration) in 
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BIONAPL approves to represent the water 
table appropriately for a highly permeable 
porous medium.  

As one factor included in the simulations, 
groundwater recharge had only minor 
influence on the plume length compared to the 
other factors. This may be explained by a short 
calculation. To compare the flux of oxygen FD 
into a contaminant plume with the flux due to 
groundwater recharge FGWR over a given length 
scale x,  

FD = D 
z

CO

∆

∆
2  b x = v αt z

CO

∆
2  b x eq. 4.5 

FGWR = qGWR b x    eq. 4.6 

Where qGWR signifies the groundwater recharge 
to the aquifer, CO2 the oxygen concentration at 
the water table, and b the width of the aquifer. 
Setting both equal, b and x cancel out, and a 
minimum groundwater recharge qGWR, lim can be 
defined which would be required to provide 
the same contribution as the dispersive flux.  

qGWR, lim = v αt z
CO

∆
2     eq. 4.7 

Here, the vertical distance ∆z becomes a 
critical value which depends on the length 
scale x, ranging from millimetres near the 
source area to eventually the whole aquifer 
thickness for the distant edge of the plume 
(Fig. 4.3). However, as shown in the previous 
consideration, very steep concentration 
gradients develop at the plume fringes, 
especially at the near source area, where the 

greater part of the mass transfer occurs. Thus, 
if ∆z is in the range of cm or dm, a minimum 
groundwater recharge qGWR, lim of far beyond 1 
mm/day, would result for most cases, which is 
not given under realistic conditions. This may 
also be explained intuitive arguments: a 
groundwater recharge of 1 mm/day (365 
mm/year) would shift the plume 1/n mm/year 
downwards or add 365 l of oxygen-rich water 
per m width to a plume of 365 m length, 
respectively. This input will be small 
compared to dispersive electron acceptor 
transport into the plume which is concentrated 
at steep gradients at the fringes. The minor 
influence of groundwater recharge is affirmed 
by the accordance of the water table aquifer in 
the model MIN3P to the first type boundary 
condition in BIONAPL. 

As an example of the development of a steady 
state plume in a 2D model, Fig. 4.4 shows the 
propagation of concentration profiles in 
groundwater flow direction at the aquifer 
bottom (2 m below the water table). After 100 
days the contaminant concentrations do not 
change anymore and the plume has reached a 
steady state. Note that the NH4

+ concentrations 
drop slightly at earlier times because of the still 
growing microbial community. Microbial 
growth reaches a steady state somewhat before 
a stagnant plume has developed. However, 
bacterial population dynamics determine the 
time until establishment of steady state 
conditions, but do not affect the total length of 
the steady state plume.  
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Fig. 4.4 Numerical modeling of the propagation of a NH4
+ plume in groundwater. Between 80 and 100 days 

steady state conditions establish. 
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4.2.1 Sensitivity to biodegradation 
rate constant 

For six different values of αt (20, 10, 5, 2, 1 cm 
and 1 mm, respectively), sensitivity analyses 
were performed on the biodegradation rate 
constant in the 1D model (second order 
kinetics) and for αt  = 5 cm in the 2D model 
(zeroth order kinetics). To obtain a constant 
base for calculation of the biodegradation rate 
in the zeroth order microbial growth model 
(2D), the initial microbial concentration was 
set to 0.05 g/l and the microbial yield to zero to 
disable population change in space and time. 
This resulted in the same maximum rates as in 
the base case model.  

Once the degradation rate would exceed the 
supply rate of electron acceptors to the plume 
by transverse mixing, reaction rates and thus 
the plume length does not depend on the 
biodegradation rate constant k anymore. In 
order to define a Damköhler number that gives 
information about how close the reaction is to 
mixing or reaction rate limitation, the 
characteristic time scales of both reaction and 
transport need to be defined. For dispersive 
transport the transport time scale is the 
characteristic length scale of dispersion 
squared over the dispersion coefficient: tT = 
L2/D. The aquifer thickness M is the distance 
that transverse dispersion has to cover and was 
therefore chosen as L, leading to tT = M2/Dt = 
M2 (vαt)-1. 

In the case of first order degradation, the 
concentration cancels out when calculating the 
reaction rate. For second order kinetics, the 
concentration of the electron acceptor (oxygen) 
can be substituted by the fraction of its 
aqueous solubility. Then we obtain the same 
units for rate constant as using first order. As 
the oxygen concentration in the base case 
scenario is at saturation (about 10 mg/l at 
13 °C (Truesdale, 1955), the factor equals one. 

As a relation between transport and reaction 
kinetics, a Damköhler number can defined, 
accounting for the given scenario.  

tT = 
tD

M 2

=
tp vD

M
α+

2

, if Dp is small compared 

to mechanical dispersion tT = 
tv

M
α

2

 eq.4.8 

where M indicates the aquifer thickness [m], 
DT the transverse vertical dispersion coefficient 
and DP the pore diffusion coefficient. 
Depending on the reaction kinetic, the reaction 
time scale can be expressed as the ratio of 
contaminant mass to the mass consumption per 
time: tR= C R-1, then the Damköhler number 
becomes  

Da = 
Cv
RM

tα

2

   eq. 4.9 

This can be further derived to functions of the 
rate constants for specific kinetic approaches:  

Zeroth order: tR = C0,S CM
-1 µmax

-1  

First order: tR = k-1  

Second order: tR = (C0,EA κ)-1  eq. 4.10 

Where C0,S signifies the initial concentration of 
the substrate, C0,EA the initial concentration of 
the electron acceptor and CM the microbial 
concentration (population density). It should be 
noted here, that modelling studies (Koussis et 
al., 2003) have shown that for most relevant 
cases of aerobic degradation of readily 
bioavailable compounds in groundwater the 
assumption of instantaneous reaction kinetics 
(or mixing limited conditions) is appropriate. 
Exception have to be considered for high flow 
velocities or steep gradients in near source 
areas. 

Da = 
tv

M
α

κ2

 for first or second order, and:  

Da = 
St

M

Cv
CM

,0

max
2

α
µ

 for zeroth order kinetics

    eq. 4.11 
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To assess the critical value of the Damköhler 
number at which the reaction rate would 
exceed the rate of mixing, it was set into 
relation to the relative plume length, the 
multiple of the achievable minimum for the 
given conditions at high reaction rates (Fig. 
4.5). Both kinetic approaches show similar 
results and mixing limited conditions were 
observed for biodegradation rate constants 
greater than about 0.1 per day (2nd order 
kinetics, αt = 5 cm) and 5 mg l-1 day-1 (zeroth 
order kinetics, αt = 5 cm), respectively. It can 
be observed that for a Damköhler number (eq. 
4.11) between 10 and 100, the plume size 
becomes independent of the reaction rate and 
the transverse dispersion will limit Natural 
Attenuation.  

For field conditions where αt can be expected 
in the scale of centimetres or below, this would 
apply to pseudo first order reaction rate 

constants with respect to substrate above 0.1 
day-1. Also included in the Damköhler- number 
described above is the role of groundwater 
flow velocity (Eq. 4.8 v = 1 m/day in Fig. 4.5). 
Groundwater flow velocity was varied as well 
(see eq. 4.8), but it has no influence on the 
plume size once the Damköhler number Da is 
above about 10. For naturally observed 
velocities in the field around or below 1 m/day 
the bacterial consumption remains high enough 
to compensate the higher mass flux due to high 
flow velocities. Only for very high flow 
velocities of more than 10 m/day observed in 
highly permeable aquifers such as in coarse 
gravel or large fractures, exceptions may have 
to be considered. Thus, for small transverse 
dispersivities in the order of 1 cm, as observed 
in the field, aerobic biodegradation kinetics 
will not be a limiting factor for Natural 
Attenuation.
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Fig. 4.5 Relative length of a steady state plume, relationship between dispersivity and dimensionless 
Damköhler number. n= 47 (2nd order) and n= 6 (zeroth order).  
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4.2.2 Sensitivity on transverse 
dispersivity αt 

The plume length decreases linearly with 
increasing transverse vertical dispersivity αt 
(Fig. 4.6). 
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Fig. 4.6 Numerical modeling of the steady state 
length of a NH4

+ groundwater plume. The 
maximum plume length increases linearly with 
decreasing αt 

4.2.3 Sensitivity on aquifer and 
plume geometry 

The plume length of the base case scenario 
rises with the square of the aquifer thickness 
like in a simple diffusion approach according 
to t ~ M2 Fig. 4.7). 
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Fig. 4.7 Numerical modeling of the length of a 
steady state NH4

+ plume as a function of the 
contaminated aquifer thickness 

 

4.2.4 Sensitivity to reaction 
stoichiometry 

The plume size in respect to the reaction 
stoichiometry, i.e. the initial concentrations of 
pollutant and electron acceptor, respectively, 
and the ratio of electron acceptor consumed by 
a specific mass of pollutant, shows a non-linear 
relationship. Within ranges that can be 
expected at the field scale, the best fit was 
found with an exponent of 0.3 (Fig. 4.8) 
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Fig. 4.8 Steady state plume lengths of NH4

+ as a 
function of the stoichiometric ratio and initial 
concentrations in [g]. Realistic stoichiometric 
ratios range from 0.3 to about 60 ED/EA for the 
given scenario. 

4.2.5 Correlation function for the 
plume size 

Closed form solutions for related cases were 
developed by a number of authors.(Feeney et 
al., 1983) derived an analytical solution for 
semi-infinite conditions, (Ortoleva, 1994)for 
an infinite moving boundary condition 
including interphase transition (retardation) 
and (Valocchi et al., 2000) for an infinite 
longitudinal case with and without interphase 
transition. No applicable closed form solution, 
however, could be found for the given case of 
a plume confined within 2 finite boundaries. 
An empirical relationship was therefore 
complied from the simulations discussed 
above, accounting for the base case scenario. 
The correlation function for the length of 
steady state plumes is 

b

EA

cont

t C
CMapl 








≈

β
α

2

 [m] 

 eq. 4.12  

pl, M, αt, ß, Ccont, CEA denote the steady state 
plume length, the contaminated aquifer 
thickness, the transverse vertical dispersivity, 

the stoichiometric factor for the reaction, the 
concentration of the contaminant source, and 
the concentration of the electron acceptor, 
respectively. The best approximation was 
achieved for a = 0.5 and b = 0.3. This 
empirical relationship obtained by a large 
number of simulations (n = 310 for the 1D 
model; 80 for 2D model BIONAPL and 10 for 
the 2D model MIN3P) for dm to mm ranges of 
αt may be used for the prediction of the plume 
size at dispersivities observed in experiments 
(eq. 4.9). It should be noted that these are 
minimum plume lengths which would be 
exceeded, e.g. if the compounds do not 
biodegrade easily, toxic effects limit the 
performance of the microorganisms or the 
availability of oxygen is restricted, in the 
vadose zone or due to consumption by other 
processes. 

A theoretical reflection of the correlation 
function (eq. 4) shall be given as well. 
Consider an instantaneous or at least “fast 
enough” reaction. Underlying is the 
assumption, that a steady state plume is 
established once the advective influx of 
contaminant mass to the aquifer by 
groundwater flow is matched by the 
stoichiometrically equivalent dispersive influx 
of the electron acceptor (O2) from the 
groundwater surface (upper boundary). The 
advective influx FA is given by: 

FA = q CS Ain = CS b M n v eq. 4.13 

where q signifies the specific discharge of the 
aquifer, CS the initial contaminant 
concentration, b is the width of the aquifer 
(which may be normalised to unity), Ain the 
influx boundary area, M the aquifer thickness, 
n the porosity and v the groundwater flow 
velocity. The dispersive oxygen influx is: 

FD = -Deff M
CO

∆
∆

 Atop = - 
M
C

n
v Otα

 b x  

eq. 4.14 

where CO signifies the boundary oxygen 
concentration, Deff is the effective coefficient 
of dispersion and Atop the top boundary area. 
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Whereas the advective influx FA can be 
determined exactly for a homogeneous aquifer, 
the dispersive influx FD is concentration 
dependent and the variable x remains as an 
unknown ‘characteristic length of interaction’ 
in flow direction, which is related to the plume 
length. As for a steady state plume the 
contaminant consumption (right hand side) 
must match the advective influx from the 
source boundary FA:  

FA = 
S

O

s
s

FD   eq. 4.15 

With sO as the stoichiometric coefficient of 
oxygen, sS as the stoichiometric coefficient of 
the substrate to the reaction and FD the 
diffusive influx of oxygen from the water table 
(top boundary). A number of variables cancels 
out, leaving over: 

x = 
O

S

O

S

t s
s

C
CMn

α

2
2  eq. 4.16 

Comparing eq. 4.16 with eq. 4.12 confirms the 
dimensions of the contributions of αt and M to 
the plume size, whereas x appears to be non-
linearly related to the plume length. 

 

4.3 Model calibration for the 
landfill site “Osterhofen” 

4.3.1 Site description 

The landfill site “Osterhofen” is located in 
south-west Germany. The former gravel pit 
was filled with municipal waste between 1969 
and 1977. The area is built up by moraine 
sediments and peri-glacial deposits from the 
latest alpine glaciation period. The 
contaminated gravel aquifer has a thickness 
between 2 and 5 m and a flow velocity 

between 2 and 3 m per day. In general, the 
regional aquifer is aerobic with concentrations 
of oxygen between 6 and 10 mg/l and elevated 
nitrate concentrations between 40 and 60 mg/l. 
Directly downgradient of the landfill anaerobic 
conditions prevail at a width of 150 m with 
zero concentrations of oxygen and nitrate as 
well as maximum ammonium (NH4

+) 
concentrations of 25 mg/l, which is 
substantially above the legal limit of 0.5 mg/l 
according to state standards 
(Orientierungswerte, 1993). At a distance of 
450 m downgradient in groundwater flow 
direction, however, only minor concentration 
of NH4

+ were observed. This can be attributed 
to an aerobic biotransformation of NH4

+ to 
nitrate (nitrification) which proceeds in two 
steps, driven mainly by the bacterial genus 
Nitromonas (step 1) and Nitrobacter (step 2) 
(Schachtschnabel et al., 1992): 

NH4
+ + 1.5 O2  NO2

- + H2O + 2 H+  

NO2
-  + 0.5 O2  NO3

-     

NH4
+ + 2    O2  NO3

- + H2O + 2 H+ 

With an energetic balance for each reaction of: 

∆H = -352 kJ/mol 
∆H = -74.5 kJ/mol   
∆H = -426.5 kJ/mol eq 4.17  
 
Multilevel sampling with packers 
demonstrated that the whole thickness of the 
aquifer is contaminated by the ammonium 
plume. Detailed descriptions of the site, 
integral pumping tests and the assessment of 
monitored Natural Attenuation (MNA) as an 
appropriate contaminated land management 
option at the site are given in (Bayer-Raich et 
al., 2004,Rügner et al., 2004). An overview of 
the site is given in Fig. 4.9, demonstrating the 
groundwater flow direction in which the plume 
is extended and the two control planes where 
solute concentrations were measured. The 
second control plain is approximately 450 m 
downgradient of the landfill.  
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Fig. 4.9 Overview of the municipal landfill “Osterhofen”, measured average concentrations of NH4
+ and 

average groundwater flow direction (from (Rügner et al., 2004). 

4.3.2 Modelling parameters 

As the site consists of an aerobic aquifer which 
is assumed to be contaminated over its whole 
thickness, it serves as an ideal example of the 
base case scenario described above. The width 
of the contaminated plume is considerably 
larger than its thickness, providing a large 
surface area for transverse vertical dispersion. 
Lateral transport of oxygen into the plume will 
be of minor influence and 2D modelling in a 
vertical (xz)-plane is appropriate. As 
biodegradation parameters a microbial yield of 
0.426, a maximum microbial concentration of 
0.5 g/l and maximum utilisation rates of 0.1 gl-

1day-1 per 1 gl-1 microbial mass was applied, 
with low half utilisation rates of 0.1 mgl-1 for 
both NH4

+ and O2. An average aquifer 
thickness of 4.5 m, groundwater flow velocity 
of 2.7 m/day, porosity of 35 %, an average 
influx concentration of NH4

+ of 15 mg/l and an 
oxygen concentration at the water table of 8 

mg/l were implemented in the model 
BIONAPL. A 1 m x 10 cm grid was applied in 
horizontal and vertical direction, respectively, 
together making up a model domain of 1000 
by 450 elements. The aim was to reproduce the 
depth averaged concentration of NH4

+ of 1.5 
mg/l encountered at the control plane 450 m 
downgradient of the landfill by fitting αt. 
Absolute plume length as well as transverse 
vertical dispersivity αt was obtained by the 
procedure of calibration. 

4.3.3 Calibration and results 

Parameters for the fitting of αt at the landfill 
site “Osterhofen” are given in Tab. 4.3. Such 
as plume length [m], depth averaged 
concentration 450 m downgradient of the 
landfill and aqueous mass of NH4

+ [kg] of the 
plume for runs performed. Due to the previous 
knowledge of the plume behaviour for the base 
case scenario described, 5 runs were sufficient 
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to achieve an acceptable fit. The best fit with 
αt of 3.2 cm resulted in the length of the plume 

of 570 m.  

 
 

Tab. 4.3 Parameters obtained during the calibration procedure for the field site “Osterhofen” 

αt [cm] Plume length 
[m] 

Concentration 450 m 
[mg/l] 

Aqueous mass [kg] 

5 370 0  

3.2 571 1.411 3.299 

3.1 592 1.6 3.399 

3 611 1.834 3.5 

2 900 5.175 4.87 

 

Fig. 4.10 shows the concentrations the aquifer 
bottom of ammonium and oxygen for 250, 
350, 500 and 600 days of simulation. After 

about 500 days, a steady state is achieved, 
providing clear evidence for a steady state of 
the already 25 year old plume at the field site. 
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Fig. 4.10 Simulated concentrations at the aquifer bottom for the calibrated model landfill site “Osterhofen”, 
SW Germany. 

Fig. 4.11 provides simulated depth averaged 
concentrations at four (hypothetical) wells 
downgradient of the landfill at distances of 
100, 200, 450 and 600 m respectively. As 600 
m is already outside of the plume, the 
concentration is always zero. The monitoring 
well at 450 m, which is the distance of the 
monitoring plane installed at the field site, 
shows the averaged measured concentration of 
1.5 mg/l. The breakthrough curves within the 

plume show higher concentrations, which after 
a slight peak concentration is visible before 
microbial community establishes, eventually 
reach a steady state. As a conclusion from site 
investigation and the numerical modelling 
performed Natural Attenuation could be 
proven as a suitable remediation strategy at the 
site, which enables to substitute cost extensive 
active cleanup procedure by a long term 
monitoring campaign (Rügner et al., 2004). 
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Fig. 4.11 Simulated depth average breakthrough curves for the calibrated model landfill site “Osterhofen”, 
SW Germany, at two locations within the plume and at the monitoring plane (450 m). 

4.4 Scenario of a partly 
Contaminated Aquifer 

Up to here, the plume size was calculated for a 
scenario with fully contaminated aquifer 
thickness. In many cases, however, the 
contaminant source will only comprise a part 
of the aquifer, e.g. for gasoline spill or other 
LNAPL sources which remain at “smear 
zones” close to the water table (Wiedemeier et 
al., 1999). 

The scenario of an aquifer contaminated in the 
upper part was evaluated, assuming oxygen 
saturation at the water table and also present 
oxygen in the part of the aquifer below the 
contamination. This was implemented as a first 
type (constant concentration) boundary 
condition. Concentrations of the contaminant, 
oxygen and the zone of microbial activity for 
an example with αt = 8 cm and M = 5 m are 
shown in Fig. 10. Clearly present is a second 
reaction front developing below the plume. An 
analytical solution for a reaction-dispersion 
driven moving boundary front within infinite 
boundaries is given in (Cirpka, 2002). 
Considering the initial concentrations of two 
compounds as opposite heaviside functions H 
(in flow direction): 

CA(t) = A0 H(t – x/v)  and 

CB(t) = B0 H(x/v - t), the location of the 
reaction front xf is given by 

xf(t) = vt – 2 ρ Dt    eq. 4.18 

In our case, the propagation of the reaction 
front is oriented perpendicular (vertical) to 
flow, then the advective part vt of eq equals 
zero and the location of the front equals: 

xf(t) =  – 2 ρ Dt   eq. 4.19 

where D = v αt is the (transverse) dispersion 

coefficient and erf(ρ) = 
00

00

AB
AB

+
−

, with B0 as 

the initial concentration times stoichiometric 
ratio of the compound in excess and A0 the 
initial concentration times stoichiometric ratio 
of the compound entirely consumed. As can be 
seen in Fig. 4.12, this closed form equation can 
reproduce the lower front close to the source 
boundary. For later travel times, however, the 
aquifer bottom boundary begins to interact 
with the plume. As well, the correlation 
function  in eq. for a fully contaminated 
aquifer does not hold for the upper reaction 
front in this case because a considerable mass 
fraction of the plume is already depleted due to 
the lower reaction front. Therefore, it is not 
possible to estimate the plume length for this 
more complex scenario as a superimposition of 
simpler analytical solutions.  
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Fig. 4.12 contaminant plume (uppermost), zone of oxygen depletion (middle) and zones of microbial activity 
(lower) for a source comprising the upper half of the aquifer, concentration in [g/l]. Dashed line: analytical 
solution described in the text (eq. 4.19).  

Five different correlations between the 
contaminated part of the aquifer Mcont/Mtot and 
the plume size, as a proportion pl/plmax 
compared to the length for a fully polluted 
aquifer thickness with otherwise same 
condition, is given in Fig. 4.13. If only a thin 
fraction of the aquifer is polluted, the plume 
remains restricted to its upper part and the 
plume length is increasing squared with 

contaminated thickness (Fig. 4.14). Here, the 
agreement with the analytical solution fails. At 
a critical thickness the plume extents down to 
the aquifer bottom and the plume length 
increases rapidly at this stage. After more than 
one third of the whole aquifer thickness is 
polluted, the plume size increases almost 
linearly, eventually approaching the length 
given for the fully contaminated aquifer. 
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Fig. 4.13 Partly contaminated aquifer in a small zone close to the water table. αt = 20 cm, αl = 50 cm, lower 
oxygen concentration 3 mg/l. Dashed line: analytical solution described in the text (eq. 4.19).  
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Fig. 4.14 Plume sizes for partly contaminated aquifers in relative proportions, n = 90 

It should be noted that, for a partly 
contaminated aquifer, artificial mixing is more 
critical in this scenario than in the base case. 
As well, as indicated in Fig. 4.14, the 
agreement of the 1D and 2D models turned out 
to be less reliable and a stronger influence of 

longitudinal mixing on the plume size was 
observed. This indicates a further demand of 
model investigations for more complex 
scenarios including the assessment of 
applicability of simplifying assumptions.  
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5 Volatile organic pollutants in the 
unsaturated zone 

5.1 Numerical model for Værløse 
field experiment 

5.1.1 Strategy 

Sketch of strategy: 

Implementation of all available measured data 

sensitivity of parameters - bandwidth of 
behaviour.  

To reduce computational time: sensitivity 
analyses in 1D and 2D  

3D model to reproduce field data (model 
validation: 

1. unsaturated zone 

2. groundwater 

The model MIN3P (Mayer et al., 2002) was 
used applying a two step strategy: firstly, 
sensitivity analyses were performed evaluating 
the influence of parameters in the unsaturated 
zone and to identify the adjustable parameters 
to fit the field data. To assess the importance of 
soil, physico-chemical and meteorological 
parameters for the contaminant behaviour, 
sensitivity analyses on biodegradation rate 
constants k, Henry’s law constant H for the 
different compounds, temperature T, 
groundwater recharge, soil water content θ and 
oxygen availability were conducted in 1D and 
2D. 

The trend of concentrations at certain locations 
differs depending on a great number of spatial 
and temporal circumstances and makes 

particularly sense to evaluate if a certain 
location of interest exists. A more general and 
steady view of a given situation, however, can 
be obtained from mass balance considerations, 
providing an integral information about the site 
or model domain. The focus of sensitivity 
analysis was therefore drawn on comparing 
results of the mass balance. An occasion to 
validate the use of MIN3P to predict Natural 
Attenuation of VOC in the unsaturated zone 
was given by comparing simulated to 
measured field data. 

Results from the model MIN3P were evaluated 
with respect to mass balance contribution of 
diffusive outflux to the atmosphere (A), 
biodegradation (B), outflux from the domain to 
groundwater (G) and mass remaining in the 
NAPL (N). These compartments were chosen 
to provide an optimal base to assess the actual 
goal of the investigation, risk of groundwater 
contamination and the potential of Natural 
Attenuation. Whereas persistent NAPL phase 
represents a long term hazard and is desired to 
deplete fast, A and B act as the relevant 
mechanisms of Natural Attenuation for the 
unsaturated zone spill scenario. All the mass 
balance contributions of the kerosene 
compounds are expressed in percent using 
different modes. N is expressed  as percent of 
initial mass present in the source, whereas A, 
B, and G are expressed as percent of mass that 
has been degassing from the source and that 
way denotes its fate once it has reached the 
pore air. This provides a better comparability 
between A, B and G. 

Completing step one, biodegradation 
characteristics were identified as the only 
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fitting parameters which could not be derived 
from measurements at the site. Biodegradation 
rate constants were adjusted to reproduce 
measured vapour phase concentrations at 
sampling ports in the unsaturated zone. Then 
the mass balance for the unsaturated zone was 
quantified. 

In a second step, starting from determined 
unsaturated zone situation, sensitivity of 
transverse vertical dispersivity was evaluated 
and adjusted to approach measured 
groundwater concentrations. The influence of 
relevant vadose zone parameters on 
contaminant transport to groundwater is also 
discussed in this context.  

For the field site model, site characterisation 
with respect to grain size distribution, 
geochemistry, permeability, etc. was 
implemented as precisely as possible. Then, 
unknown parameters biodegradation rate 
constants and vertical dispersivity were 
adjusted. Based on the best fitting simulations, 

an estimation of total contaminant mass 
balance as well as mass transport to 
groundwater was obtained. That way, 
assessment of groundwater vulnerability for 
the given scenario was aimed for. 

5.2 Description of site and 
experimental setup 

The field experiment was conducted at Airbase 
Værløse, Denmark, in July 2001 to July 2002. 
The site location and characterisation was 
described in detail in (Christophersen et al., 
2003). An overview of the site and its location 
is given in Fig. 5.1. The monitoring network in 
the near source area is illustrated in a N-S 
vertical cross-section in Figure 5.2. 

 

 

Fig. 5.1 Location of the field experiment site Værløse airforce base in Denmark and overview of the 
experimental setup. Groundwater flow direction to the south west is followed by the multilevel groundwater 
sampling systems (Christophersen et al., 2003). 
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Fig. 5.2 Vertical cross-section and sampling network design of the Værløse airforce base test site 
(Christophersen et al., 2003). 

 

A synthetic hydrocarbon mixture resembling 
jet-fuel mixed with sand was emplaced in the 
vadose zone (0.8-1.3 m bgs.) to form a 
cylindrical source of hydrocarbons. Rainwater 
infiltration directly above the source was 
prevented by a lid, in order to avoid 
mobilisation of the NAPL by percolating 
water. 

Commercially available gasoline, diesel or 
kerosene contains several hundreds of different 
compounds in small percentages which are 
hard to determine (Gustafson, 1997). 
Therefore, a synthetic hydrocarbon mixture 
was decided on rather than a commercial 
product, such as, gasoline, kerosene, jet-fuel, 
diesel, etc. This facilitates quantitative analysis 
of the individual components. Commercial 
product compositions were reviewed, and a 

composition representative of kerosene or a 
mix of gasoline and kerosene, which would 
resemble aviation fuel JP4, was chosen based 
on a set of criteria. These included duration of 
the source and individual components prior to 
depletion, chromatographic separation, and 
quantification levels for individual 
components. Compounds representative of 
predominant compounds and compound types 
of commercial products, compounds with a 
range of volatilities, solubilities, and 
degradation potentials, and compounds of 
special environmental interest were included in 
the hydrocarbon mixture (Broholm et al., 
2004). Relevant chemical and physical 
parameters for the kerosene compounds, 
selected for the hydrocarbon mixture, are given 
in Tab. 5.1. Henry enthalpies ∆HHenry which 
define the temperature dependence of the 
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compounds were calculated from entries in the 
EPI-Suite database (USEPA, 1994) and are 
given in Tab. 5.2. 1,1,2-Trichloro-1,2,2-
trifluoroethane (CFC-113) was added in a 
small amount as tracer known to be non-
degradable under aerobic conditions (Höhener 
et al., 2002). 

That way, the Værløse field experiment was 
conducted with an artificial kerosene mixture 
of 14 compounds in well defined composition. 
This provided the opportunity to build up a 
model accounting for the exact composition, 
which then could be used, as part of another 
study (Maier et al., 2003), to validate a 
grouping approach of compounds into clusters 
of similar physicochemical properties (Gaganis 
et al., 2002). Such simplification procedures 
are essential for modelling of realistic 
hydrocarbon spill scenarios. 

The synthetic hydrocarbon mixture resembling 
jet-fuel mixed with sand was emplaced in the 
vadose zone (0.8-1.3 m bgs.) to form a 
cylindrical source of hydrocarbons. In total 10 
kg (13.6 l, respectively) of NAPL were 
emplaced at the site. The composition of the 
mixture of 13 compounds and one non-

degradable tracer (freon CF113) is also given 
in Tab. 5.1. Rainwater infiltration directly 
above the source was prevented, in order to 
avoid depletion of the most water-soluble 
components in the source by percolation. After 
termination of the measurement campaign the 
source was excavated in August 2002. Even 
though it was calculated to be at residual 
saturation, it had migrated downward by about 
50 cm. 

During the experiment the evolution in NAPL 
composition in the source was monitored, and 
pore-air, pore-water and groundwater 
hydrocarbon concentrations were monitored in 
an extensive sampling network. The 
dimensions of the field experiment and 
sampling network was designed according to 
previous numerical simulations using the 
USGS model R-UNSAT (Lahvis, 1997). The 
sampling strategy and network design as well 
as the analytical methods was described in 
(Christophersen et al., 2003). 
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Tab. 5.1. Fuel mixture composition after source installation and physical-chemical properties of individual 
compounds, field experiment Værløse. 

 Compound 

Weight 
fraction 
in source 

 (%) 

Density 
[g mL-1]

Molecular 
Weight 

[g mol-1] 

Vapour 
Pressure of 

pure 
compound 
25 0C [kPa] 

Henrys 
law 

constant  
[-] 250C 

Log 
Kow 

Water 
solubilit

y 

[mg/l] 
25°C 

Benzene 1.02 0.8765 78.11 12.6725 0.2173 2.131 17906 

Toluene 2.93 0.8667 92.14 3.8055 0.2443 2.731 5565 

m-Xylene 4.57 0.864 106.17 1.1065 0. 267 3.201 1586 

A
ro

m
at

ic
 

1,2,4 
Trimethyl-

benzene 

10.99 0.8761 120.19 0.2715 0.288 3.781 574 

Hexane 7.26 0.660 86.17 20.209 68.589 4.1111 9.511 

Octane 7.16 0.703 114.23 1.889 121.09 5.1511 0.6611 

Decane 15.99 0.730 148.28 0.1759 197.8510 6.2511 0.05211 n-
A

lk
an

es
 

Dodecane 9.50 0.749 170.34 0.01579 296.7710 7.2411 0.003711 

Methyl-cyclo-
pentane 

5.79 0.7486 84.16 
18.42,12 14.812,17 

3.371 4215 

Cyclo-pentane 1.59 0.7457 70.13 42.413 7.64 3.001 15615,16 

C
yc

lo
al

ka
ne

s 

Methyl-
cyclohexane 

10.23 0.7694 98.19 6.1313 17.614 3.611 1416516 

Isooctane 15.36 0.692 114.2 
6.5611 123.611 

4.2019 2.4411 

Is
oa

lk
an

es
 

3-Methyl-
pentane 

7.45 0.664 84.16 25.311 68.611 3.6011 12.811 

Fr
eo

n 

CFC-113 0.16 1.575 187.38 44.6717 14.2018 3.168 17028 

1 Hansch et al. (1995); 2 USEPA (1994); 3 Peng and Wan (1997); 4 Verschueren (1983); 5 Shiu and Ma 
(2000); 6 Montgomery and Welcom (1990); 7 Dewulf et al. (1995); 8 Hansen et al. (1995); 9 Mackay and 
Shiu (1981); 10 Yaws and Yang (1992); 11 Mackay et al. (1993); 12 Boublik et al. (1984); 13Daubert and 
Danner (1989); 14 Hine and Mookerjee (1975); 15 McAuliffe (1966); 16 Yalkowsky and Dannenfelser 
(1992); 17 Yaws (1999); 18 Bu and Warner (1995); 19 Meylan and Howard (1995); 20 Dean (1985); 21 

USEPA (2000); 22 Staudinger and Roberts (2001); 23 Lide (1992); 24 Milazzo (1956); 25 Williamham 
(1945); 27 Downing (1988); 28Horvath et al. (1999) 
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Tab. 5.2 Heat/enthalpy of phase transfer determining the temperature dependence of the 14 fuel constituents 
used in the field experiment, obtained from EPISuite-database (USEPA, 1994). ∆HHenry in [kJ/mol] and 
[kcal/mol] for calculation of Henry’s law constant using the Van’t Hoff equation.  

Compound ∆HHenry [kJ/mol] ∆HHenry [kcal/mol] 

Benzene 31.72 7.58 

Toluene 29.94 7.16 

M-Xylene 38.18 9.13 

1,2,4-trimethyl-Benzene 37.85 9.05 

Hexane 36.19 8.65 

Octane 36.18 8.65 

Decane 36.17 8.64 

Dodecane 36.17 8.64 

3-methyl-Pentane 36.19 8.65 

iso.Octane 36.18 8.65 

Cyclopentane 36.18 8.65 

methyl-Cyclopentane, 36.17 8.65 

methyl-Cyclohexane, 36.20 8.65 

CF113 36.17 8.64 
 

 

5.3 Implementation of the field 
parameters 

The volatilisation of the kerosene source, 
transport and biodegradation of the compounds 
in the unsaturated zone was simulated using 
the reactive transport model MIN3P (Mayer, 
1999). A pseudo-first order kinetic approach 
was used with respect to substrate 
concentration.  

A number of simplifying assumptions had to 
be met. Microbial growth and lag time for 
biodegradation was not considered. Density 
driven gas advection and sorption was 
neglected in the simulations using MIN3P. 
Pressure gradient driven gas phase advection 
may be a significant transport process for 
compounds with high vapour pressures (early 
times of the experiment) in highly permeable 
materials such as coarse sand or gravel. 
Sorption was considered to be of minor 

relevance because the site consisted of sandy 
material with low fOC, only the uppermost 15 
cm of the soil showed higher organic fraction 
(Kjeldsen, 2003).  

For sensitivity analysis on k, H, T, θ, 
groundwater recharge and transverse vertical 
dispersivity αt, 1D and 2D simulations were 
performed and discussed in § 5.4 and 5.5. The 
results for the field site model discussed in 
§ 5.6, however, were obtained by 3D 
simulations. For sensitivity analyses, a 
constant water table and steady state conditions 
of precipitation and temperature were assumed. 
In the 3D model which was used to reproduce 
the field measurements, all the transient data 
available were implemented (see § 5.6).  

5.3.1 Geology 

The field site has a relatively thin vadose zone 
consisting of 2 – 3 m glacial melt water sand 
with 0.3 - 0.5 m sandy mould topsoil. The 
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melt-water sand is underlain by 0.5 – 1 m sand 
till followed by a clayey till aquitard about 4 m 
below ground surface (m bgs.). The secondary 
groundwater table was located about 3 m 
below ground surface (Broholm et al., 2004). 
Site characterisation with respect to grain size 
distribution, geochemistry, permeability, etc. 
was implemented in the model as precisely as 
possible. The soil profile was divided into 
vertical layers. Approximately 50 cm of 

organic rich top soil showed generally higher 
water contents than the underlying sand. Soil 
physical parameters in soil samples such as the 
Van-Genuchten coefficients for unsaturated 
flow were measured at the university of 
Hohenheim by (LANGE, 2002). Soil 
properties for the model are given in Tab. 5.3, 
vertical cross sections of the model domains 
are given in Fig. 5.3.  

 

Table 5.3 Property values assigned to the five zones of different soil types used in the field site model.  

Property, model MIN3P 

(elevation [m] above aquifer bottom) 

Aquifer 

0 –1.8  

Soil D 

1.8 – 2.7  

Soil C 

2.7 – 3.5  

Soil B 

3.5 – 3.9 

Soil A 

3.9 - 4.0 

Saturated hydraulic conductivity [ms-1] 1.2 10-4 9.54 10-5 9.54 10-5 3.5 10-5 3.5 10-5 

Porosity [-] 0.35 0.35 0.34 0.39 0.4 

van Genuchten parameters: θres [-] 0.028 0.026 0.255 0.0351 0.036 

α [m-1] 3.2 3.2 3.2 2.9 2.9 

n 2.97 2.97 2.97 1.84 1.84 
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cover
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monitoring
 well
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shallow groundwater plume - ?
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Figure 5.3 Conceptual model for the Værløse field site, Denmark, using MIN3P. Dashed line marks the 
extent of the 3D model domain. 

 

5.3.2 Flow model 

The hydraulic conductivity of the aquifer is 
1.2.10-4 m s-1 which results in groundwater 
flow velocities of 0.2 to 0.3 m day-1. Water 
table fluctuations were implemented according 

to measured hydraulic heads. As outflux 
boundary condition a time-dependent constant 
head corresponding to a linear interpolation of 
a well downgradient was applied. The also 
transient influx boundary condition was 
implemented as Darcy flux calculated from the 
hydraulic gradient such as 

A + B 
soil C 

soil D 

aquifer 
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q = Kf  i   [m/s]  eq. 5.1 

with q as the darcy flux [m/s] and i  as the 
hydraulic gradient calculated from adjacent 
piezometers in flow direction. Watertable 

heads and gradients measured at the field site 
during the experiment from July 2001 to July 
2002 are shown in Fig. 5.4 and 5.5. 
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Fig. 5.4 Hydraulic gradients measured at Værløse field site from July 2001 until July 2002. 
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Fig. 5.5 Water table elevations measured at Værløse field site, implemented as boundary conditions into the 
model.  

 

5.3.3 Climatic conditions 

Henry’s law constant H is defined as a 
temperature dependent variable in the external 

database of MIN3P, in a thermodynamic 
approach using the Van’t Hoff equation 
(Atkins, 1990). Time and depth dependent 
temperature profiles can be implemented by an 
external input file. As daily measured 
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temperature and precipitation data from a 
meteorological station at the site as well as 
from a temperature datalogger in the source 
centre were available, one day was chosen as 
averaging interval for temperature T, 
precipitation P and evapotranspiration ET. 
Temperature profiles from ground surface to 
3.7 m depth were also measured at the site 
close to the NAPL source, about 50 times 
during the period of investigation. Those 
values were interpolated to obtain daily values 
using the 1D finite difference diffusion model 
DR (§ 3.3). Measured temperatures were 
implemented in the 1D model as time-
dependent boundary conditions for 
interpolation. That was possible because the 
process of heat conduction is analogous to 
diffusion and is described by the same kind of 
differential equations (Häfner et al., 1992). 
Heat conduction in soil is described by 
(Schachtschnabel et al., 1992) 

2

2

z
T

ct
T

∂
∂

=
∂
∂

ρ
λ     eq. 5.2 

Where the lumped parameter λc-1ρ-1 is refereed 
to as thermal diffusivity and is analogous to a 
diffusion coefficient. A soil typical value of λc-

1ρ-1 = 2 10-7 m2s-1 was used, which provided 
relatively smooth curves. Temperature curves 
will be shown with the results in Fig. 5.21. 

As intraday fluctuations in the soil are 
insignificant below 1 m depth 
(Schachtschnabel et al., 1992), one day was 
chosen as the averaging interval. Influence of 
soil temperature was investigated in 1D and 
2D in a first cycle neglecting temperature 
dependence of biodegradation. In a second 
approach, the rate constant was doubled with 

an increase in 10°C as a rough estimate of 
temperature dependence. However, for 3D 
modelling of Værløse field experiment, the 
dependency of biodegradation on a time- and 
space-dependent soil temperature field could 
not be considered. The field site model 
provides comparability to measured data and 
was chosen to assess the influence of temporal 
variability of meteorological parameters.  

Precipitation and evapotranspiration were 
implemented as transient boundary conditions 
with daily average values in MIN3P. That way, 
infiltration and soil water contents were 
calculated by the model using the Van-
Genuchten approach for variably saturated 
flow. Potential evapotranspiration ETPot was 
calculated according to Haude (Hölting, 1992), 
using the equation  

ETPot = x P14 (1-F14/100) in [mm/day] eq. 5.3 

Where x is a tabulated monthly coefficient, P14 
is the saturated water vapour pressure at 2 
p.m., and F14 is the relative humidity at 2 p.m. 
If potential evapotranspiration would exceed 
the actual soil water content, the model does 
not converge. In such cases, the ET applied 
was corrected to account for actual 
evapotranspiration. Transient behaviour of soil 
water content calculated that way agreed to 
TDR measurements close to the site (Fig. 5.6), 
which were calibrated using gravimetric soil 
water contents. Water mass and water balance 
during the 350 day simulation in the 3D field 
site domain are shown in Fig. 5.7. Periods of 
longer groundwater recharge during the winter 
is indicated as continuous outflux, whereas the 
more discrete outflux events are attributed to 
significant evapotranspiration in the summer 
months. 
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Figure 5.6 Soil moisture profile at day 3 and at day 72 of the experiment, simulated using MIN3P and 
experimentally determined from TDR measurements.  
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Fig. 5.7 Water and air filled pore volume during the 350 day 3D simulation and water balance contributions 
of precipitation (influx), evapotranspiration and groundwater recharge (outflux). The discrete outflux events 
are evapotranspiration, the continuous periods are due to groundwater outflux caused by recharge.  
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5.3.4 Geochemical system 

Vapour phase diffusion acts as the most 
important transport process in the unsaturated 
zone. Diffusion coefficients used were 8.10-10 
m2 s-1 in the aqueous phase and 7.3.10-6 m2 s-1 
in the gaseous phase. The hydrogeochemical 
system of volatilisation and biodegradation of 
fuel phase in the unsaturated soil zone includes 
dissolution-volatilisation reactions of the fuel 
constituents, air-water partitioning, acid-base 
reactions due to infiltration of rainwater and 
production of carbon dioxide (equilibrium 
reactions) and the microbially driven redox 
reactions of the hydrocarbon degradation 
which require a kinetical formulation. All the 
compound specific parameters used in the 
caculations (Tab. 5.1) are defined in the 
external database of MIN3P. As Henry’s law 
constant H is temperature dependent, also the 
enthalpies of phase transfer (Tab. 5.2) are 
defined in the database and will be 
automatically updated by the model according 
to the Van’t Hoff equation (eq. 2.24) whenever 
temperature T changes at a certain location. 
Reaction kinetics were defined as quasi first 
order with a fractional order term of order one 
with respect to the substrate. Threshold values 
for oxygen below which the aerobic reactions 
cease were 10-6 mol/l, or 0.03 mg/l, 
respectively. The reaction equations were 
derived for implementation in the database of 
the numerical model MIN3P. The equations 
for aerobic degradation of the 14 fuel 
constituents are for: 

Benzene: 

C6H6 + 7.5 O2 + 3 H2O  6 CO3
2- + 12 H+  

Toluene: 

C7H8 + 9 O2 + 3 H2O  7 CO3
2- + 14 H+  

m-Xylene: 

C8H10 + 10.5 O2 + 3 H2O  8 CO3
2- + 16 H+  

1,2,4-tri-methyl-Benzene: 

C9H12 + 12 O2 + 3 H2O  9 CO3
2- + 18 H+  

Hexane: 

C6H14 + 9.5 O2 + H2O  6 CO3
2- + 12 H+  

Octane: 

C8H18 + 12.5 O2 + H2O  8 CO3
2- + 16 H+  

Decane: 

C10H22 + 15.5 O2 + H2O  10 CO3
2- + 20 H+  

Dodecane: 

C12H26 + 18.5 O2 + H2O  12 CO3
2- + 24 H+  

3-methyl-Pentane (iso-Hexane): (equals Hexane) 

Iso-Octane: (equals Octane) 

Cyclo-Pentane: 

C5H10 + 7.5 O2  5 CO3
2- + 10 H+  

Methyl-cyclo-Pentane: 

C6H12 + 9 O2  6 CO3
2- + 12 H+  

Methyl-cyclo-Hexane: 

C7H14 + 10.5 O2  7 CO3
2- + 14 H+  

The freon CF113 was considered as a non 
reactive tracer and no reaction was defined. 
Carbonate speciation equilibrium of H2CO3, 
HCO3

- and CO3
2- are considered as seconary 

aqueous species depending on pH in the 
model.  

Considering potential anaerobic scenarios, 
nitrate and sulphate could be neglected as 
electron acceptors due to the small equivalent 
mass input from the atmosphere, mainly due to 
acid rain and agricultural input (Scheffer & 
Schachtschnabel, 1992). Reduction of iron (III) 
requires the presence of a high fraction of iron 
oxide in the soil, which can be depleted for 
longer lasting sources. Methanogenetic 
biotransformations, however, are independent 
of external supply of electron acceptors. Thus, 
the conditions required for methanogenesis at 
Værløse field site were evaluated. 

For anaerobic degradation the example of 
benzene is described here briefly. Anaerobic 
reactions of other compounds were not 
considered after it was proven to be not very 
significant as evaluated for benzene. Benzene 
oxidation by denitrification proceeds:  
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C6H6 + 6 NO3
-  6 CO3

2- + 3 N2 + 6 H+  

Benzene oxidation by manganese oxide 
(Pyrolusite) dissolution is given by: 

C6H6 + 15 MnO2 + 18 H+   

6 CO3
2- + 15 Mn2+ 12 H2O  

Benzene oxidation by iron oxide dissolution 
(Goethite) is denominated by: 

C6H6 + 30 FeOOH + 48 H+   

6 CO3
2- + 30 Fe2+ 42 H2O  

Benzene oxidation by sulphate reduction is: 

C6H6 + 3.75 SO4
2- + 3 H2O   

6 CO3
2- + 3.75 HS- + 8.25 H+  

Methanogenesis from benzene proceeds 
according to: 

C6H6 + 6.75 H2O   

2.25 CO3
2- + 3.75 CH4 + 4.5 H+  

Oxidation of methane is formulated: 

CH4 + 2 O2  H2O + CO3
2- + 2 H+  

5.3.5 Numerics 

The numerical model MIN3P (Mayer et al., 
2002) was used for sensitivity analyses as well 
as for reproduction of the measured vapour 
phase plume and source evolution at Værløse 
field site in 3D. The code allows for the 
calculation of vapour phase transport, using the 
approach of Millington (1959), and unsaturated 
flow in the vadose zone (Richard’s equation). 
The dissolution or degassing an organic 
compound mixture is simulated applying 
Raoult’s law. Equilibrium partitioning between 
aqueous and gas phase is implemented 
according to Henry’s law. Biogeochemical 
reactions and transport processes are coupled 
by a global implicit solution method and 
solved using a finite volume algorithm. A 
variable number of geochemical compounds 
and reactions, such as biodegradation 
processes, can be handled based on an external 
database derived from the geochemical 

equilibrium model MINTEQ (Allison et al., 
1991). Transient boundary conditions and time 
and depth dependent soil temperature profiles 
can be applied in the simulations. That way, 
data measured at the site could be directly 
implemented in the model. A short overview of 
model capabilities and computational 
properties of the field site model using MIN3P 
is presented in Tab. 5.4. 

Table 5.4. Compilation of model and numerical 
parameters of MIN3P. 

Item MIN3P 
Solution method Finite Volume Method  
3D realisation Full 3D cartesian 
Transition from 
unsaturated to saturated 
zone 

Full 3D 

Number of compounds Variable, limited by 
RAM 

Computation 
requirements 

1 Gbyte RAM, runtime 
several days (1.3 GHz 
CPU) 

Mobile phases Aqueous phase 
3D domain dimension 6.5 m 

 

The model was run accounting for 17 chemical 
compounds (13 kerosene constituents, the 
tracer CFC-113, and biodegradation reactants 
CO2, O2 and H+). A vertical discretisation of 
∆z = 10 cm was used. In the sensitivity 
analyses a 20 extension of the model domain in 
flow direction was applied, with the kerosene 
source in the center, using a horizontal 
discretisation of ∆x = 20 cm. For this grid 
spacing, accuracy was proven. Maximum 
extension of the 3D domain in flow (x) and y 
direction was 6.5 m. A 40 x 17 x 17 block grid 
was used. Grid size was constrained by the 
memory limitation of one Giga-Byte on the 
available PC, thus a compromise between 
accuracy and computational capability had to 
be found. Although the global implicit 
coupling of transport and reaction PDE’s in 
MIN3P is responsible for the memory 
limitation, it maintains accuracy of transport 
even for longer timesteps and allows for still 
acceptable run-times. In times of increasing 
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computational power and memory capacity, 
however, the given restrictions will lose their 
relevance in the near future (Mayer, 1999). 
CPU times for the 3D model were between 40 
hours for a system with steady state water table 
and 120 hours with water table fluctuations 
included. 

It could be shown by variation of boundary 
conditions, that the domain extent was 
sufficient to account for the unsaturated zone 
mass balance and for the accuracy of 
concentrations at the sampling ports one and 
two meters lateral from the source. Variation 
of boundary conditions means that the model 
was run with a atmospheric concentration 
boundary and zero gradient, respectively, at the 
lateral boundaries. The results of the two 
simulations with otherwise same conditions 
were compared and yielded sufficient 
agreement  

To further reduce required memory, the 
domain was split into four different parts by 
applying symmetry boundary conditions (zero 
gradient) through the source centre in x- and y-
direction. Then, for only one of the parts the 
simulation was run. This strictly applicable to 
the unsaturated zone only. Possible deviations 
concerning groundwater and transport, which 
are not symmetrical in flow- (x) direction are 
discussed with the results for groundwater. 

Biodegradation rate constants (pseudo first 
order with respect to the substrate 
concentration) were used as the only adjustable 
parameter in the unsaturated zone. Transverse 
vertical dispersivity αt was adjusted to 
approach groundwater concentrations 
realistically. Due to long CPU run times of 
several days, simple eyeball fitting was applied 
comparing measured and simulated 
concentration time series at sampling ports 
below and one and two meters laterally from 

the kerosene source in a trial and error 
procedure. In total, about 15 runs were 
performed for the unsaturated zone and 5 for 
groundwater. Main focus was drawn on fitting 
the early 100 days (peak concentrations). Only 
simulations that fitted well in the beginning 
were continued. 

5.4 Results of the sensitivity 
analyses – unsaturated zone 

5.4.1 Sensitivity on biodegradation 
rate constant 

Sensitivity analysis on k was performed in 2D 
using uniform rate constants of pseudo first 
order with respect to the substrate 
(contaminant) concentrations, for all the 
compounds between 10-3 and 10-6 per second 
(86 and 0.086 day-1, respectively). A run with 
k = 0 was performed as well. 

Significant differences between the compounds 
with respect to mass balance contributions 
could be observed. Sensitivity on k depends 
strongly on Henry’s law constant H. For the 
kerosene compounds H ranges between 0.1 
and 0.3 for BTEX, between 4 and 15 for the 
cyclo-alkanes and above 100 for most of the n- 
and iso- alkanes. High H compounds require 
very high k to become efficiently degraded 
(see alkanes, Fig. 5.8), whereas low H 
compounds like BTEX (see BTEX in Fig. 5.8), 
show a high percentage of depletion for much 
lower k. Volatilisation to the atmosphere is 
inversely correlated to biodegradation as 
indicated in Fig. 5.9. Both together, flux to the 
atmosphere and biodegradation make up the 
great majority of contaminant mass fate.  

 



5. Volatile organic pollutants in the unsaturated zone 

   49

first order rate constant [s-1]

bi
od

eg
ra

da
tio

n
(3

65
da

ys
),

%
of

de
ga

ss
ed

m
as

s

10-7 10-6 10-5 10-4 10-3

10-1

100

101

102

c6h6
toluol
m-xylen
1,2,4-TMB
pentan
hexan
oktan
decan
dodecan
3-m-pentan
iso-oktan
mcp
cyclo-hex
mch
cf113

 

Fig. 5.8 Sensitivity of overall biodegradation rates after one year on biodegradation rate constant in terms of 
cumulated biodegradation (B) in % of mass volatilised from the NAPL source. 
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Fig. 5.9 Sensitivity of volatilisation to the atmosphere after one year on biodegradation rate constant in terms 
of cumulated flux to the atmosphere (A) in % of mass volatilised from the NAPL source.  
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Depletion of NAPL phase mass was completed 
for high volatile compounds before the time 
span of one year. Bioenhanced phase depletion 
is therefore especially interesting for the lower 
volatile compounds. For these, assuming a 
constant k, also low H compounds, such as 
xylene and tri-methyl-benzene, show most 
effective enhancement. Intermediate 

enhancement is observed for iso-octane, octane 
and methyl-cyclo-hexane, smaller 
enhancement for decane and dodecane 
(Fig. 5.10). The bioenhancement of NAPL-
phase depletion at the field scale for Værløse 
field experiment is discussed in Broholm et al, 
2003. 
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Fig. 5.10 Sensitivity of NAPL mass after one year on first order biodegradation rate constant in terms of mass 
left in NAPL phase (N) in % of initial mass in the NAPL source.  

 

5.4.2 Sensitivity on Henry’s law 
constant 

The ratio of volatilisation to the atmosphere to 
biodegraded mass versus H at a constant 
degradation rate constant (pseudo first order) 
of 10-5 and 10-6 s-1 (0.86 and 0.086 day-1, 
respectively) is shown in Fig. 5.11. It 
emphasises the observation described above, 
that low H compounds degrade more 

efficiently. This can be explained by the 
greater amount of the compound remaining in 
the aqueous phase for low H, which enhances 
the exposure of the compound to the 
biodegrading community. At the same time 
diffusive transport in the gaseous phase will be 
retarded. In the multiphase system of the soil, 
biodegradation is considered to take place only 
in the aqueous phase. 
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Fig. 5.11 Ratios of total volatilisation to the atmosphere (A, open symbols) and biodegradation (B, full 
symbols) depending on Henry's law constant H for two different rate constants.  

 

5.4.3 Temperature 

If only temperature dependency of vapour 
pressure and diffusion coefficients are 
considered, higher temperatures enhance the 
volatilisation of the NAPL phase and lead to 
more rapid degassing to the atmosphere. 
Biodegraded fraction of the already degassed 
compound (B) in that case, however, decreased 
with increasing temperature for all the 
compounds and can be halved for the very 
volatile compounds if T increases from 5 to 
25°C. A steep decrease in remaining NAPL 
phase could be observed for most compounds, 
except the very low volatile ones. For three 
compounds (MCH, toluene and iso.octane) 
which would remain within the NAPL phase to 
more than 10 % of their initial mass at 5°C, a 
temperature of 25°C results in efficient 
depletion.  

If k is a function of T, temperature dependence 
of B becomes weaker, but still showing 
slightly decreasing net biodegradation (B) with 
increasing T between 5 and 25°C for most 
compounds. This indicates that the relative 
fraction of B versus A remains relatively 
constant as a function of T. On the other hand, 
the total contaminant mass consumption due to 
both, A and B increases significantly with 
temperature. Thus, phase depletion is 
accelerated at higher temperature. Fig. 5.12 
shows N as a function of temperature using k = 
2.0, 1.0 and 0.5 10-5 s-1, respectively. 
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Fig. 5.12 Sensitivity of NAPL mass after one year on tempertature in terms of mass left in NAPL phase (N) in 
% of initial mass in the NAPL source. 

 

5.4.4 Soil water content 

As long there is no oxygen limitation, 
increasing soil water contents increased 
biodegradation on the expense of degassing to 
the atmosphere (Fig. 5.13). This effect was 
found to be emphasised for compounds with 
intermediate Henry’s law constants, such as 
cyclo-alkanes or iso-alkanes, but also the light 
n-alkanes, which, for low water saturation, 
undergo only minor biodegradation. The 
maximum increase was found for 3-methyl-
pentane with 7-fold (1.5-11 %), pentane and 
hexane 6-fold (2.5-16 and 1.5-10 %, 
respectively), methyl-cyclo-pentane 5-fold (6-
30 %) and cyclo-hexane 4-fold (from 10-40%), 
for an increase in water saturation from 8.5 to 
40 %. The biodegradation of very high H 
compounds does not respond on θ very much, 
whereas low H compounds are efficiently 

degraded even at low θ. This is caused by the 
larger fraction of mass present in the pore 
water for high θ as well as for low H.  

High soil water content prolongs the time of 
NAPL depletion. An increase of soil water 
saturation from 20 to 40 % doubled the time 
until depletion of the nondegradable tracer 
CF113 in the source because of lower effective 
diffusion coefficients in the gaseous phase.  
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Fig. 5.13 Sensitivity of biodegradation (B) and 
volatilisation to the atmosphere (A) on 
biodegradation rate constant. 

For compounds, which are also subject to 
biodegradation, oxygen availability also has to 
be considered. Once high water saturations 
impede oxygen delivery and anaerobic 
conditions establish, the situation becomes 
more complex, because anaerobic 
biodegradation is much less efficient.  

5.4.5 Oxygen limitation 

The conditions for which an anaerobic 
subsurface environment would establish at the 
Værløse field experiment were evaluated.  

In a 1D scenario there is no lateral possibility 
for oxygen supply and anaerobic conditions 
can develop quickly, but this scenario is not 
very realistic. For a 2D model, the values 
required for methanogenesis at the field site 
are constant volumetric water content θ greater 
14 % (with n = 35 %, a benzene fermentation 
rate constant of 7.8x10-6 mg l-1s-1 zeroth order, 
a methane oxidation rate constant of 10-5 s-1 
pseudo first order, and an inhibition threshold 
of 0.03 mg/l oxygen). The NAPL source in this 
scenario contained only benzene, which is 
relatively water soluble and fast degassing i.e. 
rapidly consuming oxygen. For this condition, 
small concentrations of methane (< 1 % Vol.) 
develop at the capillary fringe below the 
NAPL source (Fig. 5.14). If the soil water 
content is increased even higher, the zone of 
methane formation moves closer up to the 
NAPL source due to faster oxygen depletion 
and restricted diffusive transport. 
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Fig. 5.14 Methane partial gas pressure in a 2D model with elevated θ of 14 %. Maximum concentrations were 
simulated about 50 days after source installation.  

 

For the kerosene composition used in the 
experiment, however, oxygen depletion could 
not be achieved in the model for realistic water 
contents. Field data from Værløse site also 
showed no significant oxygen depletion at the 
NAPL source. Thus, anaerobic conditions can 
be excluded for the Værløse field experiment. 

5.4.6 Groundwater recharge 

The biodegraded fraction remains almost 
unaffected by groundwater recharge. NAPL 
depletion is somewhat enhanced by higher 
groundwater recharge with a maximum of 2 – 
3 % stronger depletion after one year for the 
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lower volatile compounds. The volatilisation to 
the atmosphere is diminished between 1 and 2 
% for alkanes if groundwater recharge rises 
from zero to 720 mm/year. The BTEX 
compounds show a little more emphasised 
response, A is decreased less than 10 % for the 
given difference in groundwater recharge. 
Comparing all the mass balance contributions, 
groundwater recharge is a minor factor for 
groundwater risk assessment regarding VOC’s. 

5.5 Results of the sensitivity 
analyses – transport to 
groundwater 

5.5.1 Biodegradation rate constant 
and Henry’s law constant 

There is a very strong influence of k on the 
mass transport to groundwater. For the 

compounds with lowest H, the BTEX, a 
decrease in k from 10-3 to 10-6 per second, lead 
to an increase in contaminant outflux in 
groundwater by eight orders of magnitude (for 
αt = 0.1 mm), even though the maximum 
values are only several percent of the total 
volatilised mass. Although a rate constant of 
10-3 s-1 is a very high value (~ 100 day-1), this 
emphasises the importance to quantify 
biodegradation. In the same setup, 
groundwater outflux increased by 6 orders of 
magnitude for cyclo-alkanes, by 4.5 orders of 
magnitude for average n-alkanes with an 
minimum for dodecane of 3.5 orders of 
magnitude (Fig. 5.15). Whereas BTEX have a 
maximum sensitivity already at small k around 
one per day, cyclo-alkanes reach their 
maximum sensitivity at about 10-4 s-1 and the 
n- and iso-alkanes become only sensitive for 
very high k above 10-3 s-1. Biodegradation, 
thus, efficiently prevents transport to 
groundwater, especially for compounds with 
low H. 

first order rate constant [s-1]

G
w

ou
tfl

ux
(3

65
da

ys
),

%
of

de
ga

ss
ed

m
as

s

10-7 10-6 10-5 10-4 10-3
10-8

10-7

10-6

10-5

10-4

10-3

10-2

10-1

100

101

c6h6
toluol
m-xylen
1,2,4-TMB
pentan
hexan
oktan
decan
dodecan
3-m-pentan
iso-oktan
mcp
cyclo-hex
mch
cf113

αl = 10 cm, αt = 5 cm, groundwater recharge = 2 mm/ day

 

Fig. 5.15 Sensitivity of contaminant transport to groundwater on biodegradation rate constant in terms of 
cumulated flux out of the model domain (G) in % of mass volatilised from the NAPL source. 
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5.5.2 Temperature 

Regarding the non-degradable (but also highly 
volatile) tracer CF113 as a reference, 
contaminant transport to groundwater will be 
diminished by a factor of about 2, if 
temperature rises from 5 to 25 °C, probably 
due to faster degassing to the atmosphere. If 
diffusion coefficient and vapour pressure only 
are affected by temperature, groundwater 
contamination decreases even less for most of 
the other compounds. The cyclo-pentanes, then 
remain almost unaffected. For BTEX, in 

contrast, G is enhanced by a factor between 10 
and 15 for rising temperature (Fig. 5.16). 

If biodegradation rate constant is doubled by 
temperature increase of 10°C, the situation 
changes totally (Fig. 5.17). For most alkanes, 
G decreases by one order of magnitude, but for 
BTEX even by 3 orders of magnitude if 
temperature rises from 5 to 25 °C. Considering 
that the latter scenario is more realistic, 
groundwater will be generally less vulnerable 
at higher temperature, i.e. during the summer 
months. On the other hand this result also 
emphasises the role of biodegradation as a 
factor to be quantified in the vadose zone. 
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Fig. 5.16 Sensitivity of contaminant transport to groundwater on tempertature in terms of cumulated flux out 
of the model domain (G) in % of mass volatilised from the NAPL source. Biodegradation as function of 
temperature.  
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Fig. 5.17 Sensitivity of contaminant transport to groundwater on tempertature in terms of cumulated flux out 
of the model domain (G) in % of mass volatilised from the NAPL source. Biodegradation independent of 
temperature. 

 

5.5.3 Soil water content 

For the nondegradable tracer CF113, an 
increase in θ from 8.5 to 40 % aqueous 
saturation leads to a 4 fold increase in G (from 
0.03 to 0.12 %). In contrast, the cyclo-pentanes 
as well as BTEX show a 3-5 fold decrease in 
G. The decrease for BTEX is especially 
emphasised between S = 0.85 and 0.2. N-
alkanes and iso-octane show only weak 
sensitivity on θ in this range. These findings 
can be explained by the different sensitivity of 
the compounds on biodegradation. The BTEX 
and also cyclo-alkanes have low or 
intermediate H and therefore become 
efficiently captured in the pore water if the 
moisture content rises, which again enhances 
their biodegraded portion. High H compounds 
remain mostly unaffected. For low or 
intermediate H compounds which are not 
biodegraded, such as the tracer, the presence in 
the pore water results in the opposite effect as 

for the BTEX and leads to enhanced transport 
to groundwater. Again, Henry’s law constant 
and its interaction with biodegradation reveals 
a crucial coherence.  

5.5.4 Groundwater recharge 

For all the volatile compounds, groundwater 
recharge was found to have only minor 
influence on the percentage transported to the 
saturated zone. An increase in infiltration from 
zero to 720 mm/year enhanced the transport to 
groundwater only by 10 to 25 % for most of 
the compounds (Fig. 5.18). It should be noted 
that this amount is within the sampling and 
analytical error or uncertainty of parameters. 
The low H compounds such as BTEX, which 
were suspected to be more sensitive on that, 
were more efficiently degraded due to slightly 
higher soil water contents and transport to 
groundwater was therefore also only slightly 
enhanced. Consistent with previous studies 
(Klenk and Grathwohl, 2002,Pasteris et al., 



5. Volatile organic pollutants in the unsaturated zone 

   57

2002), groundwater recharge is a significant 
contaminant pathway only in soils with high 
water content and for compounds with low 

Henry’s Law constants (e.g. MTBE in silt or 
clay).  
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Fig. 5.18 Sensitivity of contaminant transport to groundwater on groundwater recharge in terms of cumulated 
flux out of the model domain (G) in % of mass volatilised from the NAPL source. 

 

5.5.5 Transverse vertical 
dispersivity 

The sensitivity analyses on the unsaturated 
zone behaviour indicate that some of the 
parameters that control mass balance the 
vadose zone also have a strong influence on 
mass flux to groundwater. Vertical 
dispersivity, in contrary, controls mixing in 
flowing groundwater and is negligible to 
unsaturated zone transport. Contaminant mass 
transfer to groundwater was compared between 
values of transverse vertical dispersivity αt of 
0.1 mm and 10 cm using the model MIN3P.  

For the hypothetical case of no biodegradation, 
the groundwater mass outflux from the model 
domain was uniformly increased about 3-fold 

for all the compounds for the increases in αt of 
four orders of magnitude and reached 
maximum levels above 10 % of degassed mass 
for the BTEX compounds (Fig. 5.19). For the 
alkanes, the outflux from groundwater starts to 
drop again if αt > 2 cm. This is attributed to 
backward volatilisation of the compounds into 
the unsaturated zone downgradient of the 
source zone. For compounds with lower H this 
effect does not occur in the given ranges of αt. 

If a uniform biodegradation rate constant of 
10-5 s-1 (little less than 1 day-1) was applied for 
all the compounds, mass outflux from 
groundwater (G) was significantly enhanced 
for higher αt. It should be noted, however, that 
G generally remained on a low level of below 
one per mil of the total degassed mass. G was 
increased for the BTEX by a factor of 20-30, 
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but only about 4-fold for the alkanes, and 
between 5-7-fold for cyclo-alkanes and the 
freon. This indicates that sensitivity on vertical 

dispersivity is enhanced especially for low H 
compounds, when biodegradation applies.  
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Fig. 5.19 Sensitivity of contaminant transport to groundwater on transverse vertical dispersivity αt  in terms of 
cumulated flux out of the model domain (G) in % of mass volatilised from the NAPL source.  

 

In a second set of simulations, lower, 
nonuniform biodegradation rate constants were 
applied (but higher than one day-1 for the 
heavier n-alkanes), the situation changes 
somewhat. Maximum G is in the range of one 
percent, for benzene, toluene and cyclo-
pentane. Mass in groundwater was found to be 
3-5 fold increased by stronger dispersion for 
BTEX compounds and the freon, around 
doubled for iso- and cyclo-alkanes, but only 
weakly enhanced for the n-alkanes. The latter 
have the highest Henry’s law constant but also 
in this case high biodegradation rate constants. 
The nondegradable tracer CF113 has an 
intermediate H, but its transfer to groundwater 
is also enhanced 5-fold.  

This complex behaviour suggests that 
biodegradation rate strongly influences 

transport to groundwater and superimposes the 
effect of dispersion in the capillary fringe. 
Thus, as a requirement for risk assessment, it 
seems to be crucial to quantify the unsaturated 
zone mass balance before estimates of 
groundwater contamination can be met.  

5.6 Results of the field site 
model 

Delineating shape and propagation of vapour 
phase plume as contour plots serves well to 
provide a first intuitive understanding of the 
site situation. 

Vertical cross-sections show rapid spreading 
across the unsaturated zone for the 
concentration of alkanes like iso-octane, which 
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is initially the main compound in the NAPL 
source. At 50 days, iso-octane reaches its 
maximum concentration around the source 
location (see Fig. 5.20 of a 2D simulation). 
Nearly no transport into groundwater can be 
observed. The soil gas plumes of aromatic 
compounds like benzene or toluene are much 
more restricted to the vicinity of the source and 
somewhat retarded, toluene shows its 
maximum spreading around 120 days (Fig. 3). 
At this time, significant transport to 
groundwater occurs. Minimum concentrations 

of O2 of 17 Vol. % were observed, even at the 
source location there was no strong depletion 
of oxygen. The emplaced source was also 
surrounded by an anomaly of elevated CO2 
concentrations due to ongoing biodegradation. 
Maxima were calculated between 1.5 and 2 
Vol. % at the source location and below after 
two longer periods of rainfall. At the capillary 
fringe below the source, CO2 concentration 
gets even higher and is also dissolved in 
groundwater. These general findings coincide 
well with the field measurements.  
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Fig. 5.20 Contour diagrams of 2D model results for the Værløse field site of iso-octane (upper), toluene 
(middle) and CO2 (lower), at the time of maximum spreading.  

 

Concentrations of compounds that are not 
sensitive to biodegradation like the non-
degradable tracer CFC-113 could be 
reproduced reasonably well by the non-
calibrated model already, simply applying 

compound, soil and weather characteristics 
determined at the field site. 
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5.6.1 Influence of transient 
temperature and soil water content 

Implementing a depth and time-dependent 
temperature field as described in § 2.2.1, that 
accounts for the lower vapour pressures in the 
winter months, enhances the agreement to the 
measured concentrations significantly 
compared to constant temperatures. The 
example of toluene is given in Fig. 5.21. A 
temporily variable unsaturated flow field due 

to infiltration events, however, does not affect 
the kerosene vapour concentrations 
remarkably, but reproduces the elevated 
concentrations of CO2 during longer 
precipitation periods significantly better. These 
rises in CO2 levels can be explained by higher 
pore water saturation in the top soil which 
diminishes the diffusive transport of the 
biodegradation product to the atmosphere 
(Fig. 5.22).  
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Figure 5.21 Influence of transient depth dependent temperature profiles on the model results using MIN3P 
for the compounds toluene. Much better agreement can be achieved if daily measured temperatures from the 
site are implemented. 
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Figure 5.22 Comparison of measured and simulated CO2 concentrations at a sampling port 1 m below the 
centre of the kerosene source and its correlation to measured infiltration and evapotranspiration. 

 

5.6.2 Reproduction of measured 
field data – unsaturated zone 

Biodegradation rate constants were identified 
as the only fitting parameters which could not 
be derived from measured data from the site 
for the unsaturated zone. To reproduce 
measured vapour phase concentrations at 
sampling ports in the unsaturated zone 
simulated data were compared as 
‘breakthrough curves’ at seven different 
sampling locations (at the source location, 1 m 
below, 2 m below, 0.5 m above the source as 
well as 1 and 2 m laterally, respectively). 
Modelled concentrations and the measured 
field data show good agreement for the 
sampling ports in the vicinity of the NAPL 

source. Fig. 5.23 shows four selected 
compounds at the sampling location 1 m below 
the centre of the NAPL source. Toluene and 
CO2 were already shown in Fig. 5.21 and Fig. 
5.22. The model misses high concentration 
peaks of the most volatile compounds 
(benzene, hexane, cyclo-pentane and methyl-
cyclo-pentane) at early times during the first 3 
–5 days. A possible explanation is a lag time of 
microbial growth and biodegradation, as 
evidence of microbial activity (CO2-
production) in the field was observed only 2 
weeks after the start of the experiment, which 
was not accounted for in the model. Other 
possible reasons for deviation are density 
driven flow for compounds with high vapour 
pressure at the beginning of the experiment or 
activity coefficients greater than one for highly 
volatile compounds (Broholm et al., 2004). 
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Fig. 5.23 Comparison of measured and simulated concentrations at a sampling port 1 m below the centre of 
the kerosene source for the selected compounds hexane, iso-octane, m-xylene, methyl-cyclo-hexane, decane 
and the tracer CF113. 

 

The biodegradation rate constants in the 
aqueous phase (pseudo first order) obtained by 
fitting the model to the field site are given in 
Tab. 5.5 (right column). The aqueous phase 
rate constants divided by H to account for the 
gaseous phase (center column) can be 
compared to values measured in soil air at the 
lab scale using material excavated at Værløse 
field site (left column) (Pasteris et al., 
2002,Christophersen et al., 2003). Gaseous 
phase biodegradation rate constants were 

generally below one per day, but two classes of 
compounds had to be assigned high rate 
constants: the aromatic compounds (except 
toluene) and the heavy n-alkanes from octane 
to dodecane. The latter ones were assigned 
very high biodegradation rate constants of 
more than 100 with respect to the aqueous 
phase, which appear below 5 per day when 
transformed to rate constants with respect to 
the gaseous phase. These high rate constants 
can be explained by their good bioavailability 
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(Pasteris et al., 2002). Whether high 
biodegradation rates suffice to explain the low 
vapour concentrations of the least volatile 
compounds can only be speculated on. 
Considering that the least volatile compounds 
are also the most hydrophobic ones, sorption to 
soil organic matter may help to explain their 
low gaseous concentrations. A possible 
adsorption of organic compounds to the 
water/air-interface could provide a higher 
availability of the compound to the microbial 
community than indicted by pure aqueous 
solubility alone. Low volatile hydrocarbon 
degradaing bacteria may as well concentrate 
themselves at the soil water interface where the 
substrate has a maximum availability, keeping 

gradients steep at this particular place and 
preventing complete partitioning into the 
aqueous phase that way.  

Light n-alkanes, cyclo-alkanes and iso-alkanes 
were found to have low biodegradation rate 
constants and are only subject to minor net 
biodegradation due to their high volatility 
(short residence time in the soil) and their 
suspected toxicity for microorganisms. The 
agreement to the values measured in the lab 
(Christophersen et al., 2003) is good for all 
compounds except benzene, which shows an 
about 10 times higher rate constant in the field 
site model. Surprisingly, toluene was observed 
to have a lower biodegradation rate constant 
than the other BTEX constituents. 

Table 5.5 first order biodegradation rate constant estimates kair for the gas phase from lab experiments 
(Christophersen et al., 2004, left column) and transferred from 3D model (using MIN3P, middle) in [d-1]. 
Corresponding kaq accounting for the aqueous phase (raw data obtained by model fitting) are given in the right 
column (see also text). 

Compound Column experiment Calibration MIN3P MIN3P kaq (aq. phase)

Benzene 0.21 ± 0.12 1.95      0.43 

Toluene 0.7 ± 0.2 0.27      0.069 

m-Xylene 1.65 ±0.6 1.65      0.43 

1,2,4- Trimethyl-Benzene 3.7 ±0.4 2.56      0.69   * 

n-Hexane 0.1 ±0.04 0.004  1)      0.26 

n-Octane 1.23 ±0.2 1.08   130        * 

n-Decane 5.83 ±1.1 3.53   691        * 

n-Dodecane - 1.12 1037        * 

3-Methyl-Pentane 0.06 ±0.02 0.01   1)      0.43 

Iso-Octane 0.2 ±0.010 0.01   1)      1.73 

Cyclo-Pentane 0.04 ±0.04 0.02      0.17 

Methyl-Cyclo-Pentane 0.12 ±0.08 0.18      2.59 

Methyl-Cyclo-Hexane 0.31 ±0.08 0.1      1.73 

CFC-113 - 0      0 
1) quasi non-sensitive to k * possibly affected by sorption 

 

It should be noted that concentrations of 
compounds that are non-degradable like the 
tracer CFC-113 or weakly sensitive to 

biodegradation could be reproduced well by 
the non-calibrated model already, simply 
applying compound-, soil- and weather 
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characteristics determined at the field site. That 
means unsaturated zone concentrations for 
compounds with no or weak sensitivity on 
biodegradation rate constants can be regarded 
as reproduceable by pure forward modelling. 
As the reproduction of measured vapour phase 
concentrations at sampling ports in the 
unsaturated zone by adjusting biodegradation 
rate constants could provide good agreement, it 
can be regarded as validation of the models to 
unsaturated zone processes. That way, the fate 
of the contaminants in the unsaturated zone 
with respect to mass balance could be 
quantified (§ 4.23). 

5.6.3 Reproduction of measured 
field data – groundwater 

In a second step, starting from determined 
unsaturated zone situation, transverse vertical 
dispersivity αt was adjusted to approach 
measured groundwater concentrations using 
the model MIN3P. Qualitative agreement was 
achieved and an estimation of contaminant 
mass transported to groundwater and 
groundwater vulnerability for the given 
scenario could be obtained. 

Reproduction of measured groundwater 
concentrations by the model was found to be 
subject to a greater uncertainty than in the 
unsaturated zone. The best approach to 
measured concentrations of VOC in 
groundwater could be achieved applying a 
transverse vertical dispersivity αt of 2 cm. In 
the capillary fringe directly below the source 
zone, a small zone developed where oxygen 
was slightly depleted (8 mg/l). This zone was 
dragged several meters downgradient with 
groundwater flow. Here, maximum CO2 
concentrations of 0.6 Vol. % (30 mg/l TIC, 
respectively) were calculated by the model. 
Restricted to this area, the model resulted in 
concentrations greater than 1 µg/l for 11 of the 
14 fuel constituents. All BTEX compounds 
were present as well as cyclo- and iso- alkanes 
and Cf113. The compound with highest 

concentration was toluene with more than 100 
µg/l, the most critical compound benzene 
showed a maximum concentration of 8 µg/l. 
Only n-octane, n-decane and n-dodecane were 
found in very low concentrations far below 1 
µg/l. At the outflow boundary condition, 
toluene still exceeded the trigger value 
according to German law (sum of BTEX: 20 
µg/l] (BBodSchV, 1999)(§2.1.1).  

The implementation of water table fluctuations 
was found to be essential to reproduce 
measured groundwater concentrations. Even 
without regarding the effect of vertical 
advection of both, soil air and pore water 
within the funicular zone, the distance for 
diffusive transport though water saturated soil 
from the vadose zone to a sampling port in 
shallow groundwater is changing 
concentrations by several orders of magnitude 
and is therefore crucial to consider. 

Possible explanations for the lesser agreement 
of the model to measured groundwater 
concentrations are the intrinsic heterogeneity 
and hysteresis of the capillary fringe which is a 
strong source of uncertainty and possible 
numerical dispersion to the model. Unlike in 
the unsaturated zone, a sufficient spatial 
discretisation for this small scale process could 
not be achieved. The approximation of the 
“symmetry boundary condition” at the source 
centre in flow direction which was essential to 
satisfy memory restrictions but is strictly valid 
only in the unsaturated zone. The neglection of 
gas phase advection as one possibly important 
process may disregard effects of soil air 
pumping above a fluctuating water table. 
Entrapped air bubbles in the capillary fringe 
may not only serve as ‘mixing chambers’ due 
to their high diffusion coefficients, but also 
increase flow tortuosity and enhance VOC 
dispersion significantly (Klenk and Grathwohl, 
2002). The model cannot account for these 
local scale processes. It should be noted that 
such small scale heterogeneities in a zone of 
very steep concentration gradients like the 
capillary fringe pose a serious challenge to 
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numerical modelling and require further 
research and uncertainty analyses.  

5.6.4 Mass balance for the field site 

From the model calibrated by using best fitting 
biodegradation rate constants k and transverse 
vertical dispersivities αt, a mass balance for 
Værløse field experiment was compiled 
(Tab. 5.6). The model calculated that a total 
mass of 5 kg O2 was consumed by 
biodegradation during one year of the 
experiment and a little less CO2 was produced. 
The discrepancy is because oxygen is also 
being used up for oxidation of hydrogen 
contained in the hydrocarbons. In the best fit, 
about 1.5 kg of VOC were bio-transformed to 
CO2 in 1 year. The 5 lowest volatile organic 
compounds (xylene, TMB, n-octane, n-decane 
and n-dodecane) remained in the NAPL source 
in significant amounts for longer than the 
duration of the experiment.  

Mass balance contributions of flux to the 
atmosphere (A), groundwater (G) and 
biodegradation (B) showed significant 
differences for the groups of compounds 
involved. The flux to the atmosphere was 
pronounced for the tracer freon 113 (99%) and 
the light alkanes (n-, and iso-alkanes) due to 
their low to mediate biodegradation rate 
constants and high H. The situation for the 
cyclo-alkanes is similar, but due to low or 
intermediate H they showed a potential for 
groundwater pollution, as pointed out by the 
example of cyclo-pentane. The highest volatile 
compounds, generally, are being transported 
too fast to be readily biodegraded. Additionally 
toxicity for microorganisms is presumably 
high for alkanes of short chain length 
(Höhener, 2002). Thus, these will be 
transported either to groundwater or the 
atmosphere, depending also on the site 
conditions.  

Table 5.6 Modelled mass balance contributions for the 14 different compounds using the best fit biodegradation 
rate constants (see Tab.6), at Værløse field site, after the duration of one year. Contaminant mass  in [g] for O2 
and CO2, in % of evaporated mass for biodegradation, flux to the atmosphere and groundwater, and in % of 
initial mass for NAPL, respectively). 1 net outflux, * possibly affected b sorption. 

Compound  Atmosphere Biodegradation GW outflux In NAPL [%] 

Benzene [%] 18.72 81.40 0.01 0.00 

Toluene [%] 36.34 59.64 3.12 3.13 

m-Xylene [%] 10.34 88.77 0.01 29.17 

1,2,4-TMB [%] 6.18 92.92  * 0.00 61.39 

Hexane [%] 97.78 2.16 0.08 0.03 

Octane [%] 18.41 81.36  * 0.00 12.38 

Decane [%] 4.26 95.49  * 0.00 73.63 

Dodecane [%] 4.04 95.65  * 0.00 97.04 

3-Meth-Pent  [%] 96.84 3.13 0.05 0.01 

iso-Octane [%] 91.58 8.33 0.02 0.29 

Cyclo-Pent. [%] 90.93 8.70 0.40 0.00 

MCP [%] 64.86 35.14 0.01 0.02 

MCH [%] 67.11 32.81 0.03 0.32 

CF113 [%] 99.38 0.00 0.64 0.00 

O2    [g]   11290 (influx) 5130 169.80 1  

CO2 [g] 4900 (outflux) 4850 55.00 1  
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Biodegradation was most important for the 
aromatic compounds (low Henry’s law 
constant) and the heavier n-alkanes. For the 
latter ones very high biodegradation rate 
constants were applied to fit the low measured 
concentrations. For these compounds, 
however, low concentrations may be partially 
due to sorption to soil organic matter (see also 
§ 5.6.2). Nevertheless, heavier n-alkanes are 
unlikely to reach groundwater due to high H 
and additionally due to high bioavailability.  

The maximum transport to groundwater was 
found for the 3 most volatile and soluble 
compounds toluene (3 %), CF113 (0.6 %) and 
cyclo-pentane (0.4 % of the volatilised mass, 
respectively). It should be noted that these are 
also the ones that are most sensitive to 
biodegradation, thus the quantification of 
biodegradation rate for these compounds is 
very crucial for groundwater risk assessment.  

As shown by the simulations above, the 
greatest amount of VOC mass will remain in 
the unsaturated zone, either be transported to 
the atmosphere and be subject to 
biodegradation and only a smaller amount will 
reach the groundwater. 

5.6.5 The effect of biodegradation on 
source component depletion 

NAPL source mass and composition in the 
calibrated 3D model was compared to 
measurements from the field site. To evaluate 
the impact of biodegradation on the depletion 
of the fuel phase, the calibrated model was 
compared to a simulation without 
biodegradation. Figure 5.24 shows the 
modelled composition of the NAPL during the 
time span of the field experiment. After one 
year only 5 components remain present in the 
phase in significant amounts: xylene, 
trimethylbenzene, n-octane, n-decane and n-
dodecane. This is consistent with the 
experimental data (Broholm et al., 2004). A 
fast depletion due to high temperatures in the 
summer months and high initial contents of the 
most volatile compounds in the NAPL can be 
observed in the early times (steep slope) 
followed by slower volatilisation during the 
winter. 
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Fig. 5.24 The mass of the kerosene compounds remaining in the NAPL during the first year in a 3D model (in 
moles) assuming transient conditions of T and θ. Sorted in compound classes (see Fig. above). 

 

The mole fractions of the compounds in the 
NAPL were compared to measured mole 
fractions from the field. All the compounds 
show reasonably good agreement (Figure 8). n-
Hexane disappears during the first 100 days, 
iso-octane volatilises slower, whereas n-decane 
shows a constant increase in mole fraction of 
the residual phase. Initially n-hexane decreases 
faster and n-decane increases faster than 
indicated by the model (Figure 5.25). Benzene 
and toluene decrease faster than indicated by 
the model, toluene does not show the initial 
increase indicated by the model, m-xylene and 

1,2,4-trimethylbenzene initially increase faster 
than indicated by the model, at later times 
(>120 days) m-xylene decreases faster than 
indicated by the model (Figure 5.26). The 
faster decrease in the mole-fractions of the 
aromatic compounds in the NAPL than 
indicated by the model is likely – at least 
partially, a result of the non-ideality of the 
mixture (Broholm et al., 2004). Faster decrease 
of some compounds naturally results in faster 
increase of other less volatile compounds, such 
as decane.  
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Fig. 5.25 The mole fractions  in the NAPL during the first year, NAPL mole fractions in 3D model  compared 
to field data for the compounds hexane, iso-octane and decane.  
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Fig. 5.26 The mole fractions  in the NAPL during the first year, NAPL mole fractions in  3D model  compared 
to field data for the compounds benzene, toluene, m-xylene and 1,2,4 TMB.  

 

To assess the possibility of bio-enhanced 
volatilisation in the vadose zone for the 

Værløse field experiment, in a first step 
sensitivity analyses on biodegradation rate 



5. Volatile organic pollutants in the unsaturated zone 

   69

constant were performed in 2D simulations. 
The result in terms of the mass balance is 
shown in Figure 5.27 and clearly indicates an 
influence of high rate biodegradation on phase 
depletion for the example of 1,2,4-
trimethylbenzene (TMB). However, even for 
this compound of relatively low vapour 
pressure, NAPL mass leftover is only sensitive 
on biodegradation at relatively high rates. 
Otherwise, biodegradation predominantly 
results in lower diffusive flux to the 
atmosphere. For more volatile compounds, 
even at high biodegradation rates, little effect 
will be observed on the NAPL depletion. 
Hence, for very volatile compounds even low 
values of the enhancement factor (ef) may well 
reflect great biodegradation. 
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Fig. 5.27 Fate of 1,2,4-tri-methyl-benzene 
mass(percent of initially present in NAPL) after 
one year in relation to the pseudo first order 
biodegradation rate constant. GRACOS- Værløse 
2D scenario (14 compound mixture), depth of 
contaminant source one m.  

To reproduce the field results by a 3D model, 
the biodegradation rate constants were adapted 
to fit concentration time series at 3 different 
sampling ports in a trial and error procedure (§ 
4.3). The so obtained rate constants can be 
regarded as a rough estimate for 
biodegradation at the field site. In the best fit, 
about 1.5 kg of VOC were bio-transformed to 
CO2 in 1 year. To assess the enhancement of 
NAPL depletion driven by microbial activity, 
the model was run again without 
biodegradation but otherwise same conditions. 
The depletion enhancement factor ef was 
calculated as 

ef = 100)1
1
1

( ⋅−
−
−

no

bio

m
m

 [%] eq. 5.4 

where mbio and mno are the compound mass’ in 
the NAPL after a given time if biodegradation 
occurs and for no biodegradation, respectively. 

The comparison is shown in Table 5.7. Bio-
enhancement of depletion after 60 days and 
350 days was evident especially for the low 
volatile compounds. n-decane showed the 
maximum ef after 350 days with more than 50 
% stronger depletion. The higher volatile 
compounds such as toluene or cyclo-pentane 
had almost completely disappeared after 350 
days in both scenarios, but were subject to 
minor bio-enhancement during early times of 
the experiment, 60 days. In total, the model 
comparison yielded an about 5 % (300 g) 
stronger depletion of the NAPL than it would 
have been without biodegradation after 350 
days. The actual depletion of mass based on 
the analysis of source samples at the end of the 
experiment was even greater, suggesting even 
greater bio-enhancement for the compounds 
still present in the source (Broholm et al., 
2004). 

Comparison of the enhancement factors with 
vapour pressures indicates strongly increasing 
effect of degradation with decreasing volatility. 
As mentioned previously for the more volatile 
compounds, biodegradation will predominantly 
influence the loss by diffusion to the 
atmosphere rather than the depletion of the 
source-NAPL. A greater effect on aromatic 
relative to aliphatic compounds is observed 
after 60 days, but it is small relative to the 
apparent increase with decreasing volatility. 
However, this implies that the faster depletion 
of the aromatic relative to the aliphatic 
compounds in the source-NAPL is partially a 
result of bio-enhancement.  

The biodegradation rates for the least volatile 
compounds are very high. Note that the stated 
rates are aqueous phase rates and therefore 
appear lower for the more soluble aromatic 
compounds. The concentrations of the lowest 
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volatile compounds TMB, n-octane, n-decane 
and n-dodecane are supected to be lowered by 
soprtion to soil organic matter, which then 
would superimpose the effect of 

biodegradation to some extent. Other 
explanations are discussed in § 5.6.2. 

 

Table 5.7 Comparison of model runs with and without biodegradation: NAPL mass [moles] in percent of initial 
mass, after 60 and 350 days., and bio-enhancement of NAPL depletion after 60 days and 1 year (350 days, 
respectively). Also included are pseudo first order degradation rate constants (aqueous phase) used in the model 
(corresponding k with respect to the gaseous phase see Tab. 5.5).  

Compound Remaining without 
biodegradation [%] 

Remaining with 
biodegradation [%] 

Depletion –  

Bio-enhancement ef 
[%] 

(After time:) 60 days 350 days  60 days 350 days 60 days 350 days 

Aqueous 
phase rate 
constant 
[day-1] 

Benzene 16.13 0.00 10.82 0.00 6.34  0.43 

Toluene 55.08 2.45 53.58 1.03 3.35 1.45 0.069 

m-Xylene 79.61 32.53 77.33 18.94 11.11 20.14 0.43 

1,2,4-TMB 88.80 64.13 87.57 50.07 10.91 39.18 0.69 * 

n-Hexane 5.55 0.03 5.39 0.03 0.17 - 0.26 

n-Octane 70.28 14.00 67.23 6.13 10.28 9.15  130      * 

n-Decane 91.34 75.99 90.38 63.39 11.15 52.48  691      * 

n-Dodecane 94.44 92.76 94.35 91.00 1.65 24.28  1037      * 

3-Meth-Pent. 2.38 0.01 2.28 0.01 0.10 - 0.43 

iso-Octane 32.87 0.11 32.37 0.06 0.75 0.05 1.73 

Cyclo-Pent. 0.40 0.00 0.35 0.00 (0.05) - 0.17 

MCP 5.76 0.02 4.84 0.02 0.98 - 2.59 

MCH 35.48 0.18 34.30 0.09 1.84 0.10 1.73 

CFC-113 0.0 0.0 0.0 0.0 - - 0 

total 41.26 20.05 40.32 16.37 1.61 4.60  

 
- already totally depleted, () remaining mole fraction below 1 %, * possibly affected by sorption. 

 

5.6.6 Summary 

The quantification of the actual mass fluxes 
between saturated and unsaturated zone in the 
model is nontrivial. An equivalent and easy to 
determine measure of groundwater 
contamination, therefore, is the bulk mass 
outflux from the model domain in 
groundwater. In the 3D model, the outflux 
boundaray is 6.5 m downgradient of the 
source. Tab. 5.8 compares the groundwater 

mass outflux from the model domain between 
the calibrated field site model and the 
simulation without biodegradation. Overall, 
the mass fluxes are several orders of 
magnitude higher if there is no biodegradation. 
Especially for the BTEX compounds this 
would cause a serious risk for groundwater 
quality.  
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Interestingly, even for compounds with low 
biodegradation, mass flux to groundwater is 
enhanced. For the nondegradable tracer 
CF113, this can only be explained by the 
slower depletion from the kerosene source, 
which leads to a longer residence time of the 
compound in the unsaturated zone. That 
provides a longer potential of transport to 
groundwater instead of degassing to the 
atmosphere. Indeed, CF113 shows a higher 
flux to the saturated zone in the first 30 days 
after installation relative to the case with 
biodegradation due to stronger initial phase 
depletion. The higher initial flux then 
decreases faster if there is biodegradation. This 
longer residence time indeed causes a 
significantly higher flux to groundwater (~10 
fold) for the time of one year. This may be 
additionally enhanced by the circumstance that 
the experiment started in summer, and a longer 
tailing in volatilisation coincides with the 
winter months. It was shown in the sensitivity 
analyses, that at lower temperature, 
partitioning into water increases and 
volatilisation to the atmosphere is decelerated. 
That way, low T can lead to higher fluxes to 
groundwater. After all, model results for the 
mass balance and groundwater fluxes 
emphasize that the behaviour of a fuel mixture 
under transient climatic conditions in the 
unsaturated zone is highly nonlinear and 
biodegradation of specific compound also 
affect the mass balance of other consituents. 

In order to set site specific conditions into 
relation to the efficiency of Natural 
Attenuation, Damköhler numbers were 
defined. These account for the sensitivity 
analyses performed, using first and zeroth 
order kinetics. Sensitivity on biodegradation 
described in § 5.4 was performed in a first 
order kinetic approach with respect to 
substrate. This was repeated for zeroth order 
degradation to compare the different 
approaches.  

Certainly, simplifying assumptions had to be 
met to express complex sites characteristics by 

a few dimensionless numbers. So, the 
Damköhler number is generally formulated for 
a one dimensional, homogeneous and steady 
state medium. Thus, it should be noted that this 
quantification represents only a rough 
estimation of the situation and is not able to 
substitute detailed investigation and modelling. 
However, it may be useful to gain a quick 
overview of a given situation. 

Table 5.8. Simulated groundwater contamination of 
the 14 kerosene compounds, for two different 
scenarios: field site model Værløse including best 
fit biodegradtion rate constants (see Tab.6) and 
hypothetical case without biodegradation, using the 
model MIN3P. Cumulative flux out of the model 
domain after one year in [mg].  

Compound 
with 

biodegradation 
no 

biodegradation 

Benzene [mg] 0.23   6177 

Toluene [mg] 120.47 13020 

m-Xylene [mg] 0.33 10490 

1,2,4-TMB [mg] 0.23 10197 

Hexane [mg] 15.85     331.6 

Octane [mg] 3.01E-03     171.0 

Decane [mg] 1.90E-04       49.8 

Dodecane [mg] 1.73E-05         2.32 

3-Meth-Pent  [mg] 15.35     335.5 

iso-Octane [mg] 3.11     414.5 

Cyclo-Pent. [mg] 98.91     680.7 

MCP [mg] 0.29   1197 

MCH [mg] 1.84    1712 

CF113 [mg] 3.80        33.7 

 

The Damköhler number is defined as  

Da = 
R

T

t
t     eq. 5.5 

in the first order approach concentration 
cancels out and Da equals 

Da = L2 Dapp
-1 (C R-1) = L2 Dapp

-1 kapp  eq. 5.6 

and for zeroth order kinetics: 
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Da = L2 Dapp
-1 (C R-1) = L2 Dapp

-1 (C Kapp
-1) 

     eq. 5.7 

Where D denotes the apparent diffusion 
coefficient in soil air, R the total reaction rate 
and k and K the apparent reaction rate constant 
for first and zeroth order degradation. As 
volatilisation to the atmosphere was found to 
be the main transport process out of the model 
domain for VOC, the distance from the NAPL 
source to ground surface was chosen as the 
characteristic length L to the point of interest. 
Including partitioning between all the phases 
in the soil, the apparent diffusion coefficient is 
defined by  

Dapp = 
α

effD
 = 

τ
airD

fT = 

HKHn
nD

dg

gair

// ρθτ ++
,  eq. 5.8 

the apparent degradation rate constant by 

kapp = kW fR = kW 
HKHn

H

dg //
/

ρθ
θ

++
  

     eq. 5.9 

where fT and fR denote the mobile and reactive 
fractions of the compound in the soil, with fT 
representing the gaseous phase where diffusion 
takes place and fR representing the aqueous 
phase where biotransformations take place. As 
sorption was neglected in the simulations, the 

term Kd ρ/H can be omitted in the equations 
and the Damköhler numbers are given by:  

Da = 
αθ

θ
HnD

nkL

air

W
1.3

22

)( −
 (first order), eq. 5.10 

and 

Da = 
χγαθ

θ
Sat
Wair

W

CHnD
nkL

1.3

22

)( −
(zeroth order)

    eq. 5.11 

Fig. 5.28 shows the results. As expected, the 
results are scattered, but give a clear trend of 
increasingly significant attenuation with 
increasing Damköhler numbers. The whole 
range from very insignificant to complete 
degradation is represented. Zeroth order shows 
much more efficient degradation for lower Da, 
but, as indicated by the analytical 
considerations in § 2.3.6, this can be attributed 
mainly to the different kind of formulation of 
the kinetics. For Damköhler numbers above 10 
(zeroth order) and 100 (first order), 
respectively, total depletion of the compound 
before reaching the given point of interest can 
be assumed. Unlike the situation in 
groundwater, where natural attenuation often 
proves to be mixing limited (§ 4.2.1), 
biodegradation kinetics play a major role in the 
unsaturated zone at sufficiently high gas 
permeabilities. 
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Fig. 5.28 Damköhler number derived in eq. 5.10 and 5.11 and its correlation to mass balance contribution of 
biodegradation.  



 

74   

6 Conclusions

As active remediation is not feasible for the 
great  number of locations with contaminated 
groundwater in the industrialised countries, the 
prediction of Natural Attenuation capabilities 
of aquifers is an important task. Crucial for 
groundwater risk assessment is dispersion that 
leads to mixing of electron acceptors into 
contaminant plumes and that way allows for 
biodegradation. Transverse dispersivities 
measured in the lab or field scale (Garabedian, 
1991,Gelhar, 1992,Rivett et al., 2001,Klenk 
and Grathwohl, 2002,Olsson et al., 
2003,Cirpka et al., 2004) are usually very 
small and imply that they can be limiting 
factors for Natural Attenuation rather than 
biodegradation kinetics for aerobically well 
degradable compounds. Combination of 
numerical modelling and geostatistical 
evaluations provide measures to estimate the 
average dispersivities at the aquifer scale and 
allow for scenario specific modelling using 
quasi homogeneous domains (Cirpka and 
Kitanidis, 2000,Cirpka, 2003). Numerical 
experiments in this study provided estimation 
functions for steady state plume sizes for 
readily degradable contaminants under aerobic 
conditions in a base case scenario when the 
whole aquifer thickness is contaminated. If the 
aquifer is only partly contaminated, 
significantly shorter plumes establish when a 
second reactive fringe supports attenuation. 
For that case, qualitative relationships were 
delineated.  

By careful evaluation of the grid spacing and 
model setup artificial mixing could be 
minimised and assured not to affect results. 
Sensitivity analysis and theoretical 
considerations (Cirpka, 2002,Ham et al., 2004) 
suggest that, for the given conditions, 
longitudinal dispersion is of minor importance 

for mixing of biogeochemical reactants. In that 
case, besides plume geometry, transverse 
dispersivity αt remains the crucial factor for 
Natural Attenuation. 

For simple geometry – a quasi homogeneous 
subsurface with a uniform steady state flow 
field, and if mixing due to longitudinal 
dispersion is of minor importance, the 
reduction of the 2D model to a 1D problem 
was derived. This helps to reduce computation 
time in groundwater risk assessment. 

To evaluate the ratio of mixing and reaction 
rate, a Damköhler number Da is defined. For 
Da > about 10, mixing rather than reaction 
kinetics are the limiting factors. In the field 
this can be attributed to readily biodegradable 
compounds and at sufficiently large scales, e.g. 
distances greater than dm and low or 
intermediate groundwater flow velocities.  

The size of steady state plumes in the given 
base case scenario can be predicted by 
numerical modelling and depends on the 
reciprocal of transverse dispersivity (αt

-1), the 
contaminated aquifer thickness in a squared 
relationship (M2) and the reaction 
stoichiometry in a non-linear correlation, for 
the ratios expected in groundwater plumes 
considered here with an exponent of about 0.3. 
An empirical relationship to predict the plume 
size was provided. It should be noted that these 
plume sizes are minimum values that would be 
exceeded if other factors than mixing limit 
biotransformation processes. The example of 
the partly contaminated aquifer emphasises 
that further investigation for other scenarios 
are promising tasks.  

The methodology developed was applied to the 
field site “Osterhofen” in south west Germany 
and contributed to prove applicability of 
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Natural Attenuation as remediation strategy for 
an already steady state ammonium plume 
(Rügner et al., 2004). Calibration of the model 
to the field case resulted in a plume length of 
570 m and a transverse vertical dispersivity αt 
of 3.2 cm. 

The dispersivities are crucial for groundwater 
risk assessment, because they determine the 
length of steady state groundwater plumes if 
biodegradation is limited by the supply rate of 
external electron acceptors or donors. This 
implies that, under such conditions, the rate of 
mixing will be the limiting factor for Natural 
Attenuation. Once the transverse dispersivity 
αt, the reaction stoichiometry and aquifer 
geometry are known, the size of steady state 
plumes of easily biodegradable contaminants 
can be predicted. Scenario specific modelling, 
therefore, serves as an important tool to asses 
risks of groundwater pollution, classify 
contaminated sites and predict Natural 
Attenuation perspectives. 

Transport and biodegradation of VOC in the 
unsaturated zone could be simulated 
realistically using a highly sophisticated 
numerical model for a field site with a well 
controlled aviation fuel spill of known extent 
and composition. Comparing simulated 
concentration from the numerical models to 
measured field data provided a good 
opportunity for validation of the model under 
complex field scale conditions. The fate of the 
contaminants in the unsaturated zone could be 
quantified and an estimation of groundwater 
vulnerability for the given scenario could be 
obtained. 

The validation of the models also confirms the 
underlying assumptions of NAPL phase 
volatilisation (Raoult’s law) and diffusion 
coefficient type empirical relationships 
according to Millington-Quirk. The 
assumptions of equilibrium mass partitioning 
(Henry’s and Roult’s law) were proven to be 
valid for transfer between gaseous, aqueous 
and NAPL phase. First order degradation 
kinetics were found to be a reasonable 
approximation for the biodegradation process 

of VOCs in the vadose zone. However, the 
biodegradation rate is, typically, a highly 
uncertain quantity even when experimental 
laboratory measurements are available.  

Risk assessment for Værløse field site was 
approached by evaluation of the relevance of 
parameters by means of sensitivity analyses. 
Adjustment of biodegradation rate constants to 
fit measured soil gas concentration could 
provide a mass balance for the unsaturated 
zone. Underlying the determined vadose zone 
situation, groundwater contamination could be 
assessed by adjusting transverse vertical 
dispersivity to reproduce groundwater 
concentrations. Experience of modelling on the 
current subject confirms that there is an 
advantage of carrying out early sensitivity 
studies with smaller dimension to gain more 
detailed understanding about process and 
parameter sensitivity to base 3D modelling on. 

Sensitivity analyses illustrate that the 
behaviour of VOC in the unsaturated zone 
depend mainly on distribution parameters such 
as Henry’s Law constant of the fuel 
constituents, on the biological degradation rate 
constant, and to a lesser extent on soil water 
content and temperature. Gas phase diffusion 
was confirmed to be the major transport 
process in the vadose zone. Infiltration rate and 
groundwater recharge is of minor importance 
for volatile compounds with low aqueous 
solubility. The emission into groundwater is 
considered as a dispersive-diffusive process 
and can be determined once the processes in 
the unsaturated zone are quantified.  

Careful evaluation of the environmental 
preconditions for the development of anaerobic 
zones showed that these are not likely to be 
expected for small, shallow kerosene spills. 
However, anaerobic environments can be 
expected for fine grained material and very wet 
conditions or very strong, extended sources, 
especially if they are close to or floating on the 
water table. 

Biodegradation can enhance depletion of 
contaminant source zones (see also Broholm et 
al., 2003). Temporal changes in soil 
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temperature can affect VOC concentrations 
significantly and should be accounted for in 
modelling to reproduce field data. Temporal 
changes in infiltration was of minor influence 
on VOC behaviour but changed concentrations 
of the biodegradation product CO2 remarkably. 
Regarding the fate of total contaminant mass 
released in the unsaturated zone, characteristic 
groups of the compounds involved could be 
identified and their behaviour and risk 
potential was evaluated. The mass balance 
shows that highly volatile organic 
contaminants predominantly degas to the 
atmosphere, water soluble compounds are 
mainly degraded and a smaller fraction is 
transported to groundwater. Unfortunately, 
however, even small percentages of 
contaminant mass reaching the water table can 
exceed the legal limit locally. Further on, as a 
requirement for risk assessment, it seems to be 
crucial to quantify the unsaturated zone mass 
balance before estimates of groundwater 
contamination can be met.  

Mass transfer across the capillary fringe still 
remains a challenge for groundwater risk 
assessment. This can be explained by the 
inherently heterogeneous and under transient 
conditions highly dynamic and hysteretic 
spatial distribution of water flow and 
saturation, which produce very steep small 
scales concentration gradients if applied to 
contaminant transport. Therefore, further 
investigation, using modelling approaches with 
higher spatial resolution and minimised 
numerical dispersion as well as stochastic 
approaches to quantify mass transfer in the 
capillary fringe are deemed to be essential. 
Modelling of contaminant concentrations at the 
capillary fringe could as well be potentially 
improved by implementing gas phase 
advection induced by water table fluctuations. 

Further enhancement of reproducibility of field 
data by modelling can be expected from 
implementation of microbial growth and 
population dynamics in biodegradation kinetics 
as a more realistic approach. Field scale model 
fitting to biodegradation parameters in the 
unsaturated zone, in combination with lab 

experiments, that way can serve to improve the 
estimation of the overall biodegradation rates 
for specific groups of compounds at 
contaminated sites. These overall rates have 
been shown to be one of the most relevant 
paramters for risk assessment.  

As the final objective, results of the field 
investigation could be used for the validation 
of the model MIN3P, which will allow to 
quantify the risk of groundwater contamination 
for a variety of different scenarios in the 
future. General patterns of contaminant 
behaviour from a hydrocarbon source in the 
shallow unsaturated zone could be provided 
and contributed to the compilation of a 
compliance scheme (Grathwohl et al., 2003). 
Improvement of modelling tools and 
capabilities is supported by growing 
computational capacities and optimisation of 
software and can help to predict risks of 
environmental pollution and to assess the 
potential of Natural Attenuation. Therefore, 
numerical modelling, which is growing in 
capability and applicability, has become an 
indispensable tool for groundwater risk 
assessment. 

Evaluation of the Damköhler numbers 
emphasises an important difference between 
unsaturated and saturated zone risk assessment. 
Whereas biodegradation rates were shown not 
to be the limiting factor for Natural 
Attenuation of aerobically degradable 
compounds in groundwater (Da >> 1), aerobic 
biodegradation rate constants are very sensitive 
in the unsaturated zone, ranging from 
compounds almost unaffected by degradation 
to total depletion for others, depending on the 
compound and site characteristics. Here, 
Damköhler numbers range from low to high 
values. This is caused by the rapid, overall 
dominating transport process of vapour phase 
diffusion in the vadose zone. Therefore, 
quantification of field scale biodegradation 
rates and kinetics appears to be crucial for 
unsaturated zone risk assessment.  
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