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Abstract

Partial damage of the primary visual cortex (V1) and optic radiation lesions can cause

visual field deficits restricted to specific regions of the contralateral visual hemifield.

This thesis has explored the functional properties of the visual cortex and its capacity

to reorganize in patients with chronic V1 or optic radiation lesions resulting in par-

tial or complete homonymous quadrantanopia. We used functional magnetic resonance

(fMRI) methods and quantitative population receptive field (pRF) analysis to investi-

gate: i) how spared regions of the visual cortex cover the visual field following V1 injury,

and ii) whether the retinotopic organization of the spared visual cortex changes as a re-

sult of reorganization. We demonstrate that the spared part of area V1 has at best a

limited-degree of reorganization that manifests in some patients with a small shift of

the pRF centers towards the border of the scotoma and by a slight increase in V1 pRF

sizes near the border of the scotoma. Importantly, we show that responses in early and

higher visual cortex are not always congruent with visual perception in subjects with

visual cortical lesions. Several patterns of mismatch were identified: 1) visual field areas

covered in both areas V1 and hV5/MT+, 2) visual field areas covered in hV5/MT+ but

not V1 suggesting the existence of functional pathways that bypass area V1. Interest-

ingly these areas overlap with dense regions of the perimetric scotoma, suggesting that

activity in these areas does not contribute to visual awareness. Nevertheless, identifying

and characterizing the patterns of activation seen in the visual cortex may help choose

visual field locations with high potential for rehabilitation. Conversely, we found cases

in which 3) spared area V1 failed to cover completely seeing visual field locations in

the perimetric map, suggesting the existence of V1-bypassing pathways that are able to

mediate useful vision. Understanding how the properties of visual areas change after

injury, and how this correlates with perception is important in the effort to adopt new

rational strategies for visual rehabilitation. Finally, we reviewed the literature and pro-

posed a systematic approach to visual system rehabilitation using the combination of

pRF mapping and real-time fMRI neuro-feedback methods.
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“When you have eliminated the impossible, whatever remains, however improbable,

must be the truth.”

Arthur Conan Doyle,

Sherlock Holmes in The Sign of the Four
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Introduction

1.1 Visual field loss after cortical lesions

Cortical damage of the visual pathway occurs often as a result of posterior or middle

cerebral artery infarcts and hemorrhages, traumatic brain injury, or vascular or neo-

plastic tumors. The most common visual cortical injuries involve the primary visual

cortex (V1), which is the chief relay of visual information to higher visual areas. Dam-

age to area V1 and/or its primary inputs leads to the loss of conscious vision in the

corresponding region of the contralateral visual hemifield (dense contralateral scotoma).

The visual impairment often involves a hemifield (hemianopia), a single visual field

quadrant (quadrantanopia), or smaller homonymous scotomatous regions within the af-

fected hemifield. Cortical blindness affects many activities on a patient’s daily life such

as driving, reading, and navigating complex visual environments. There are currently

no widely accepted treatment options available for people with visual cortical damage.

This is in sharp contrast with the physical therapy and motor retraining aggressively

implemented to rehabilitate patients with damage to primary motor cortex.

However, hope is not entirely lost. Cortically blind individuals have been found to

possess a small amount of residual sensitivity within their blind field. Unlike normal

vision, however, this preserved sensitivity often occurs without consciousness, and as a

result, it was originally termed “blindsight” [105]. Understanding brain repair processes

is an important step in the effort to design treatments aimed at enhancing the ability

of the nervous system to recover after injury. To make progress towards this goal, it is

important to study in detail how the adult human brain reorganizes after injury.
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Introduction

1.2 Using fMRI to assess the properties of the visual

system

The visual cortex is retinotopically organized, meaning that adjacent neurons in the

brain have receptive fields that represent nearby and overlapping portions of the visual

field. Receptive field properties of the visual cortex have been characterized in animals

using extracellular or intracellular recordings [31, 43, 102]. In humans, functional mag-

netic resonance methods (fMRI) have provided us with the possibility to characterize

noninvasively the retinotopic organization of the human visual cortex [19, 22, 24, 25, 96].

Moreover, new methods were recently introduced which allowed us to measure the pop-

ulation receptive field (pRF) properties of neuronal populations for each voxel in the

visual cortex [3, 23, 36, 56, 110]. These methods provide an excellent tool for studying

in detail the aggregate receptive field properties of human visual cortex and its capacity

to reorganize following area V1 injury.

In parallel, the development of new approaches is also essential. The aforementioned

studies capture the pRF shape using a predefined model which makes a priori assump-

tions about the receptive field structure. The pRF shape however may vary across the

visual cortex and thus inaccurate assumptions about the pRF topography could lead to

erroneous pRF property estimates. This requires the development of novel pRF methods

which estimate the structure of the pRF directly from the fMRI data without assuming

the pRF shape a priori (section 3, appendix A.2, A.3, [34, 60]). We have used these

methods to study reorganization of the visual cortex following V1 injury in patients with

homonymous visual field defects.

1.3 Reorganization of the visual cortex following injury

The ability of the visual cortex to reorganize following injury is a subject of much debate.

Several studies in subjects suffering from macular degeneration and other retinal lesions

report a remapping of area V1 in response to retinal lesions [4, 5, 12–14, 20, 30, 32, 37,

48, 90, 94]. The extent of this effect, however, has been questioned [8, 18, 41, 62, 68,

100, 101, 103].

Much less is known about visual cortex reorganization following cortical injury [35]. An-

imal studies report enhanced plasticity in the area surrounding experimentally induced

V1 lesions [7, 26–28, 85, 95]. As expected, reorganization is more extensive in younger

animals [72]. These studies provide important information but are less informative about

large scale changes that may occur in spared visual cortex following injury.
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Introduction

Human literature on the topic is scant and inconclusive, consisting mainly of case reports.

One problem is that naturally occurring cortical lesions show considerable variability,

making it difficult to draw definite conclusions from isolated case studies. A recent study

by Dilks and colleagues [21] in a subject with left upper quadrandanopia after damage

to the optic radiation reported significant ectopic activity in area V1 six months after

the ictus. However, it is unclear whether the ectopic V1 activity seen in [21] is the

result of reorganization, versus simply the result of different visual stimulation between

patient and controls. On the other hand, Baseler et al. [9] found that extrastriate visual

areas retain their retinotopic organization following V1 damage when the stimulus is

presented across the full visual field. However, abnormal maps were observed for the

dorsal extrastriate visual areas when the stimulus was restricted inside the scotoma.

Since no systematic study existed in humans investigating how or whether spared V1

cortex reorganizes following chronic V1 injuries we first tried to tackle this question.

We studied the functional properties of spared V1 cortex in five subjects suffering from

chronic post-chiasmatic lesions resulting in homonymous visual field quadrantanopia.

The results are presented in section 2 and in ([70], appendix A.1).

1.4 Activity in higher visual areas associated with

blindsight

Activity that is independent of V1 input has been observed in higher visual areas of

animals following V1 lesions [92]. Particularly, blindsight has been associated with

activity observed in the middle temporal area (MT) after V1 damage. Experiments in

monkeys showed that a significant proportion of MT cells remain visually responsive in

the absence of area V1 input [11, 33, 81, 83]. However, other studies suggest that MT

depends entirely on V1 for visual activation [15, 16, 47, 59]. The basis of this discrepancy

is not yet understood. In the macaque, area V5/MT activation following V1 lesions is

thought to be mediated by a V1-bypassing relay of visual information from the superior

colliculus (SC) to the pulvinar and then to extrastriate cortex [82]. Rosa et al. [83] also

showed that many area MT neurons acquire ectopic receptive fields responding to the

visual field surrounding the scotoma suggesting reorganization. Other studies suggest

that the Lateral Geniculate Nucleus (LGN) plays a significant role in transmitting visual

information to the extrastriate cortex when V1 is damaged [63, 91, 92].

Visually driven activity was observed in human complex hV5/MT+ when moving stimuli

were presented inside the blind visual field of a well-studied patient (G.Y.) with extensive

area V1 injury [6, 29, 67]. Visual-motion related activity in hV5/MT+ was also observed
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in a patient with homonymous hemianopia and Riddoch syndrome [93] and a patient

with bilateral damage to the gray matter of V1 [10]. However, it is not known how

the organization of hV5/MT+ changes following chronic deprivation of V1 input. We

investigated this issue in five patients with homonymous visual field defects as a result

of chronic V1 or optic radiation lesions. The results are presented in section 4 and in

the article in preparation (appendix A.5).

1.5 Visual rehabilitation in cortically blind individuals

To date, there is no established method to effectively rehabilitate patients with visual

field deficits as a result of damage in the primary visual cortex. Although several rehabil-

itative studies, based on a saccade-to-target task paradigm, have claimed to significantly

shrink dense visual field scotomas [46, 50–55, 57, 58, 74–76, 86, 87, 106, 109], later stud-

ies implementing rigorous eye movement controls have failed to find a reduction of the

visual field scotoma [39, 40, 73, 80].

However, rehabilitation of scotomas following V1 damage is not entirely without hope

[2, 44, 77, 88, 91, 92]. In monkeys, visual training after V1 lesions restores the ability

to detect and localize visual stimuli in their blind fields. These improvements do not

occur spontaneously, but require training and they are largely restricted to visual field

regions retrained [66, 104].

In general, behavioral training in healthy subjects can improve visual performance by

inducing plastic changes in the physiology of visual networks [1, 49, 61, 108]. Several

studies in subjects with V1 lesions suggest that visual performance in the scotoma can

also improve with training [38, 79]. More recently, Huxlin and colleagues [44] have shown

that when adult humans with stroke-induced V1 damage were retrained to perform a

global direction discrimination task with random dot stimuli at a single location in their

blind field, their performance progressed from a complete inability to discriminate global

motion direction to normal direction integration thresholds. These data sparked renewed

interest in studying visual rehabilitation strategies and provide important evidence for

perceptual plasticity in the adult visual system after cortical damage. We proposed a

systematic approach towards visual system rehabilitation that incorporates population

receptive field mapping and fMRI neurofeedback methods (section 5 and appendix A.6)
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1.6 Aim of the project

The ultimate goal of my project during these years as a Ph.D. candidate was to study

the organization of the visual cortex in patients with post-chiasmatic lesions suffering

from homonymous visual field defects and to understand what changes correlate with

improved visual performance. This was divided into four individual but highly connected

studies which are presented in the next sections and has led to four publications and

two articles in preparation. These are:

1. Organization of the spared primary visual cortex in patients with homonymous

visual field defects

2. A method for estimating population receptive field topography in the visual cortex

3. Organization of human area V5/MT+ in subjects with homonymous visual field

defects

4. Visual rehabilitation in patients with visual cortical lesions

5





2

Organization of the spared primary

visual cortex in patients with

homonymous visual field defects

2.1 Motivation

As described in the introduction (section 1.3), little is known about the ability of the

visual cortex to reorganize following cortical lesions affecting the primary visual cortex.

The first step in understanding visual system plasticity after lesions that affect part of

area V1 itself or part of its input is to i) study how to measure residual V1 function in

vivo; and ii) to study how visual processing changes in the spared V1 regions. Under-

standing the ability of the visual cortex to process information post-lesion is important

and it could help guide efforts at rehabilitation and recovery.

2.2 Methods

We studied five adult subjects with partial V1 or optic radiation lesions suffering from

partial or complete homonymous quadrantanopia as a result of ischemic or hemorrhagic

stroke 0.5-10 years before they enrolled in our study. We obtained functional magnetic

resonance imaging (fMRI) during the presentation of a moving bar stimulus. The stimuli

consisted of square-checkerboard bars, which travelled sequentially in 8 different direc-

tions spanning the visual field. The subjects were instructed to fixate a small dot at the

center of the screen and respond to the color change by pressing a button. Five healthy

participants were recruited as controls. The control subjects were asked to participate

in a second session during which an isoluminant mask, covering the stimulus, was placed
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V1 organization in quadrantanopic patients

in the upper left quadrant of the visual field trying to simulate an upper left quadran-

tanopia. This stimulus condition is called artificial scotoma (or AS) and is an adequate

method in order to differentiate between changes that occur as a result of reorganization

versus simple stimulus deprivation.

For the analysis we used the population receptive field (pRF) mapping method intro-

duced by Dumoulin and Wandell [23]. Briefly, the pRF model estimates the region of

the visual field that effectively elicits a response in a small region of visual cortex (voxel).

The implementation of the pRF model is a circularly symmetric Gaussian receptive field

in visual space, whose center and radius are estimated by fitting actual BOLD signal

responses to estimated responses elicited by convolving the model with the moving bar

stimuli. With this method we could derive reliable and reproducible retinotopic and

pRF size maps.

In addition we calculated visual field coverage maps from all voxels in the spared V1

of each subject. The visual field coverage maps define the locations within the visual

field that evoke a significant response from voxels within a region of interest (ROI) in

the cortex. To estimate this we plot the pRF centers across all voxels within the ROI

and the relative pRF size by fitting a 2D Gaussian with peak amplitude normalized

to one. The map is estimated by plotting at each visual field location the maximum

pRF amplitude between all Gaussian shaped pRFs that cover this location. We also

estimate the non-normalized visual field coverage that weights the pRF Gaussians with

their response amplitude.

We derived pRF properties, retinotopic maps and visual field coverage maps for all five

patients examined and compared them with control subjects under the artificial scotoma

condition.

2.3 Results

We found that the spared V1 region of the lesioned hemisphere can be visually modu-

lated significantly and retains its coarse retinotopic organization. The borders between

visual areas were found to be at similar locations as the AS controls and at the ex-

pected Talairach coordinates. Retinotopic maps had a monotonic progression of phase

as expected. However, some finer changes in the pRF localization of the spared part of

area V1 did occur suggesting that there is at best a limited degree of reorganization in

adult humans with homonymous visual field defects. This reorganization is manifested

in some (2/5) patients with a small shift of the pRF centers towards the border of the

scotoma, and in most patients (4/5) by a slight increase in V1 pRF sizes near the border

8



V1 organization in quadrantanopic patients

of the scotoma as well as in the V1 of the contra-lesional hemisphere. Finding ways to

expand further the pRF size in these patients may cover in part the visual field defect,

inducing recovery.

Surprisingly, for 3 out of 5 patients we found a number of spared V1 voxels whose pRF

centers lay well within the area of the visual field scotoma. Visual stimuli presented in-

side the scotoma can modulate neural activity in these voxels even though they generate

no visual percept. These pRFs were found not to be ectopic as they fall at the correct

anatomical locations. Two of these patients had lesions that included areas V2 and V3,

making it possible that the information flow between area V1 and higher extrastriate

areas has been cut off. Thus, in their case the lack of visual percept may happen be-

cause the retinotopically corresponding higher pathways are injured. However, the third

patient had an optic radiation lesion and hence the pathways from area V1 to higher

extrastriate areas are intact. Here, activity generated in area V1 may be too weak or

too disorganized to elicit a percept. In any case, the region of overlap between a visual

field coverage map and the corresponding perimetrically determined visual field scotoma

identifies visual field locations that can still generate a level of V1 activity and therefore

may have higher potential for visual rehabilitation. Visual rehabilitation studies may

want to first focus training in these visual field locations, in order to optimize the chance

of recovery.

On the contrary, the pRF maps of the remaining patients (2 out of 5) failed to cover

completely seeing locations of the visual field suggesting that residual visual function

may be mediated by V1 bypassing pathways (visual field coverage maps of one patient

support this hypothesis) or perhaps through the contra-lesional hemisphere. The latter

could be supported by a possible spread of the pRF coverage map across the vertical

meridian. Although this occurs to a degree for one patient, it happens to a smaller

degree than expected from the area of sparing seen in the perimetric map and therefore

it cannot be stated with certainty.

2.4 Conclusions

Our study demonstrates that there is a limited-degree of reorganization in the spared

part of area V1 following partial V1 injury. Importantly, we showed that area V1

population receptive field analysis is not fully congruent with the perceptual scotoma

in subjects with cortical lesions. Studying the patterns of mismatch and understanding

the capacity of early visual areas to reorganize after injury will allow us in the course of

time to adopt more rational strategies for rehabilitation.

9





3

A method for estimating population

receptive field topography in the visual

cortex

3.1 Motivation

The retinotopic organization of the human visual cortex can be characterized noninva-

sively using fMRI [19, 22, 24, 25, 96]. New methods have been more recently introduced

which allowed us to measure the population receptive field (pRF) properties of neuronal

populations for each voxel in the visual cortex [3, 23, 36, 56, 110]. All these approaches,

however, capture the pRF shape using a predefined model which makes a priori assump-

tions about the receptive field structure. The pRF shape though may vary across the

visual cortex and thus inaccurate assumptions about the pRF topography could lead to

erroneous estimations of the pRF properties. Especially, in subjects with lesions of the

visual pathways the pRF properties may vary even more as a result of partial depriva-

tion or reorganization. This required the development of a novel pRF method which

estimates the structure of the pRF directly from the fMRI data without assuming the

pRF shape a priori.

3.2 Methods

FMRI measurements were obtained from four healthy participants during the presenta-

tion of a moving checkerboard bar stimulus. The stimulus parameters were similar as

described in the methods section 2.2.

11



pRF Topography method

We proposed a new method to estimate the pRF topography which predicts the fMRI

time-series by solving a linear model for each voxel. In brief, the pRF structure pi at

voxel i is represented by a set of weights which predicts the BOLD signal di(t) at voxel

i and time t, using the stimulus protocol s(t) and the hemodynamic response function

h(t) as:

di = h(t) ∗ (pTi s(t)) = Kpi

The weight vector p is estimated by solving a linear model based on ridge regression

with a bias:

Ji = yi −K+p+i
2 + λ1pi

2

where K+ =
[
K 1(M×1)

]
, p+i =

[
pi α

]
, α is a constant value to account for the

bias and λ1 is a free parameter to control the extent to which the least-square function

is regularized.

The central region of the pRF topography was then modelled using a 2-D Gaussian

model:

exp

(
− 1

2(g − µ)TΣ−1(g − µ)

)

with center: µ =
[
xi, yi

]T
and dispersion: Σ =

[
cos θ − sin θ

sin θ cos θ

]
·

[
σ21

σ22

]
.

3.3 Results

We were able to derive reliably the structure of the pRF from voxels in the visual cortex.

This allowed us also to derive pRF properties such as retinotopic location and pRF size

by appropriately fitting a model to the structure of the data.

We compared our method with direct fitting methods [23, 36, 110] and found that i) it is

computationally more efficient, and ii) it explains a higher proportion of the variance in

the data than the direct fitting methods. Moreover, direct fitting methods are prompt

to mislocalization of the pRF center near the border of the stimulus presentation space

resulting in unreliable eccentricity maps. Our method overcomes this problem and

12



pRF Topography method

reflects more reliable estimations of the pRF center eccentricity. In addition, our method

can capture characteristics of surround suppression in the pRF structure.

Most importantly, the pRF topography method allows us to observe the pRF shape and

assess details of the pRF structure, making it ideal for our studies of the organization

of the visual cortex in patients with visual cortical lesions, where the shape of the

reorganized pRF cannot be anticipated. Particularly, extrastriate visual areas that are

higher in the visual hierarchy, have large receptive fields that could be affected either

by partial deafferentation or reorganization resulting in irregular shapes. Consequently,

we applied this method to study the organization of area hV5/MT+ in patients with

homonymous quadrantanopia as described in the next section.

13





4

Organization of human area V5/MT+ in

subjects with homonymous visual field

defects

4.1 Motivation

We showed that the early visual cortex has a limited capacity for reorganization (section

2 and [70]), yet fMRI methods providing information about spared activity in the cor-

tex can help guide future visual rehabilitation strategies. Additionally, the functional

organization of higher visual areas may provide important information about the mecha-

nism associated with residual visual function. Finding ways to expand or strengthen this

mechanism, may as well help in the effort of visual rehabilitation. Therefore, we studied

the organization of area hV5/MT+ in five patients with injury of the visual pathway. In

addition, we studied how responses in hV5/MT+ are affected by simulated visual field

scotomas in healthy subjects. This step is critical in order to disguinsh between changes

that occur as the result of true reorganization versus simple stimulus deprivation.

4.2 Methods

FMRI measurements were obtained from five healthy subjects after masking the stimulus

in the left upper quadrant of the visual field to simulate a quadrantanopic visual field

scotoma (“artificial scotoma” denoted as “AS”). The stimulus protocol consisted of

moving checkerboard bars as described in the methods section 2.2.

For the analysis in AS subjects we used the pRF topography method as described in

section 3. Because pRFs near the border of the artificial scotoma may not have a
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circular shape we could not fit a Gaussian model to get an estimate of the pRF center

and size. Instead we used the topography directly to get eccentricity and polar angle

values corresponding to the center of the pRF as well as an estimate of the pRF size.

In addition, we studied five patients with V1 or optic radiation lesions resulting in partial

or complete homonymous quadrantanopia. Four of these patients had also participated

in the study presented in section 2. Because significant biases were observed in the

BOLD time series of subjects with simulated artificial scotomas when using the drifting

bar stimulus, a different approach in pRF mapping had to be implemented in order

to compare responses in hV5/MT+ between patients and AS controls. In particular,

the BOLD time series of each voxel were fitted separately for each bar direction. The

pRF was then defined by its boundaries by marking the visual field locations where the

BOLD signal rises above baseline for each direction.

4.3 Results

We found changes in the pRF location and size when healthy participants were scanned

under the AS condition. Most voxels of area hV5/MT+ corresponding to locations

within the AS responded to stimuli located in the surround of the AS, thereby effectively

acquiring displaced pRFs. Surprisingly, a displacement of pRF center location towards

the AS border occurred also for neurons whose pRF centers lied outside the AS area.

In addition, we observed an increase in the pRF amplitude near the border of the AS

and a decrease in the pRF size suggesting that significant nonlinearities influence the

pRF estimation when using the truncated stimulus. These deviations from linearity

do not reflect true reorganization, but rather properties of normal visual processing

under different test-stimulus conditions. In addition, we found significant errors in pRF

estimation which extend inside the artificial scotoma when we used the full bar stimulus

model for predicting the pRF topography instead of the masked stimulus when the actual

stimulus presented included the artificial scotoma. These biases are not the result of a

trivial methodological artifact but appear to originate from asymmetric BOLD responses

occurring when the stimulus moves from seeing to non-seeing locations of the visual field.

Given the biases observed in AS subjects when using the full bar stimulus to predict the

pRF topography, a different approach had to be implemented for comparing responses

between patients and AS controls. Specifically, we calculated directly the boundaries of

the pRF from the BOLD time series of each voxel separately for each direction of motion

of the visual stimulus. This way, the biases are eliminated and no activity arises within

the area corresponding to the AS in healthy controls as expected. In patients, however,

we found responses in hV5/MT+ of the lesioned hemisphere to stimuli presented within
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the scotoma for all five patients. In 4/5 patients these responses might originate from

the spared part of area V1, but they apparently do not contribute to visual awareness.

In 2/5 patients there were visual field regions whose hV5/MT+ responses arose despite

lack of significant corresponding V1 activation suggesting the existence of a potentially

functional V1-bypassing pathway.

Given these findings, a natural question would be whether different regions of the sco-

toma have different capacity for recovery. If this turns out to be the case, characterizing

the changes occurring in extrastriate visual areas following V1 lesions could help us de-

velop better strategies for visual rehabilitation. We started to tackle the issue of visual

rehabilitation, as described in the next and last section of this thesis.
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Visual rehabilitation in patients with

visual cortical lesions

5.1 Motivation

To date, no reliable method exists to effectively rehabilitate patients with visual field

deficits as a result of V1 damage [39, 40]. However, hope is not entirely lost. Recent

studies show that appropriate training strategies may be able to rehabilitate visual per-

ception within the blind field [38, 44, 79, 88]. The mechanisms underlying this recovery

are not yet understood. We reviewed the literature and proposed a visual rehabilitation

strategy, which incorporates pRF mapping methods and real-time fMRI neuro-feedback

training ([69], appendix A.6). We also work on studying the mechanisms which correlate

with improved performance in the blind field following training. This work is currently

in progress and only speculations about the expected results are presented here.

5.2 Using real-time fMRI neuro-feedback training to

induce visual field recovery

Real-time fMRI neuro-feedback strategies allow subjects to voluntarily modulate activity

in certain brain areas or, neural pathways. These methods can be used to promote

plasticity [97]. In this regard, real-time fMRI neuro-feedback can be used to strengthen

the neural pathways bypassing the V1 lesions and project to area hV5/MT+ in order

to improve visual motion perception. Subjects can be trained to voluntarily upregulate
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their hV5/MT+ activity. Whenever hV5/MT+ activity crosses a pre-set threshold, sub-

threshold visual stimuli are presented. Repeated pairing of the top-down neurofeedback-

driven activation with the “bottom-up” stimulus driven activation will engage Hebbian-

like, association learning mechanisms, strengthening the response of hV5/MT+ to visual

motion stimuli. Visual motion stimuli that were previously sub-threshold may then, rise

above threshold following training, improving performance.

In addition, we have shown that pRF measurements can be used as an important tool

to identify regions of the perimetric scotoma that are more amenable to rehabilitation.

They can allow us to study the mechanism by which rehabilitation strategies improve

visual performance and together with real-time fMRI neuro-feedback training we can

induce plasticity in targeted pathways to promote successful rehabilitation.

5.3 Studying the mechanisms which mediate visual

motion perception following training

Huxlin and colleagues [44] performed a well-controlled perceptual learning paradigm,

which significantly improved the visual motion discrimination thresholds of patients with

V1 lesions. The subjects were trained to perform a direction discrimination task with

random dot kinematograms (RDKs) presented in their visual field bordering with their

visual scotoma. We have trained three patients using the same paradigm and obtained

fMRI measurements before and after training. Two out of three patients showed an

increased performance within their blind field following visual training. The mechanism

of this behavioral recovery though remains to be investigated.

One hypothesis is that following visual motion rehabilitation training the sensitivity

to motion stimuli of hV5/MT+ increases. Initial results suggest that in some cases the

contra-lesional hemisphere may take over, showing increasing activity in area hV5/MT+.

Another hypothesis is that “higher” areas that receive input from hV5/MT+ may re-

organize to process visual motion information more effectively. Understanding which

pathways are involved in the recovery of visual motion perception may allow us to de-

velop better rehabilitative strategies which will focus on strengthening these connections

as described above. This work is still in progress and therefore could not be included in

this thesis.
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Discussion and Conclusions

This thesis has explored the functional properties of the visual cortex and the capacity

to reorganize following chronic lesions of the primary visual cortex. We used quanti-

tative population receptive field analysis to study the properties of the spared primary

visual cortex and extrastriate cortex in subjects suffering from chronic post-chiasmatic

lesions resulting in partial or complete homonymous visual field quadrantanopia. We

investigated i) how spared regions of the visual cortex cover the visual field and how

that correlates with the subjects perceptual scotoma, and ii) whether the retinotopic

organization of the spared visual cortex changes as a result of reorganization. In par-

allel, we developed a new technique to model the pRF structure of voxels in the visual

cortex in an unbiased way and we proposed ways how visual rehabilitation can improve

performance and what might be the underlying mechanism.

6.1 How does spared visual cortex cover the visual field

following a V1 lesion

We found that for three patients the visual field coverage maps of spared area V1 overlap

significantly with the dense perimetric scotoma. In principle, lack of a percept in the

presence of area V1 activity may happen because: i) retinotopically corresponding higher

pathways or areas are injured, or ii) the activity generated in area V1 is too weak or

too disorganized to elicit a percept. Two patients had lesions that included ventral

areas V2/V3, making it possible that the information flow between area V1 and higher

extrastriate areas has been cut off. One patient however had a lesion at the optic

radiation, leaving the higher pathways intact. In this case it is likely that ii) dominates.

Since the pathways from area V1 to higher extrastriate areas are intact, and there are

21



Discussion

islands of activity in V1 cortex, it is reasonable to assume this patient would be a prime

candidate for visual rehabilitation.

On the contrary we found that for two patients the visual field coverage maps of spared

V1 do not cover completely seeing locations of the visual field. Presumably in this case,

residual visual function is mediated by V1 bypassing pathways or perhaps through the

contra-lesional hemisphere. Future research is needed to investigate this hypothesis.

Interestingly, for all patients visual field coverage maps of area hV5/MT+ overlap with

areas of the perimetric scotoma. These findings are consistent with reports showing

activity in hV5/MT+ after V1 lesions both in monkeys [11, 33, 81, 83, 91] and in

humans [6, 10, 29, 67, 93]. In some patients, activity in hV5/MT+ may arise from

responses in the spared part of area V1. In this case, although feedforward connections

from area V1 to area hV5/MT+ may not have been interrupted, they are apparently

not sufficient to mediate conscious vision. On the other hand for two patients there were

visual field regions of the perimetric scotoma that were covered by area hV5/MT+ but

not area V1 suggesting that there are V1-bypassing pathways capable of activating area

hV5/MT+ in these patients. These results suggest that activation of hV5/MT+ alone

is not sufficient for visual awareness. Some studies have pointed out the importance

of feedback projections from V5/MT to V1 in visual awareness [17, 71, 98] supporting

the idea that V1 is critical for conscious perception. However, it is unlikely that in

our patients the lesion has selectively damaged the feedback connections and spared the

feedforward connections. Our results suggest that extrastriate visual areas V2/V3 may

play an important role in visual awareness [42, 64, 89, 99]. Another possibility is that

activity is too disorganized or it needs to be in synchrony for awareness to arise [78].

In any case, knowing the region of overlap between a visual field coverage map and the

corresponding perimetrically determined visual field scotoma is important as it identifies

visual field locations that can still generate a level of activity in early and higher visual

cortex and therefore may have higher potential for visual rehabilitation. For this reason

we strongly suggest that pRF mapping should be incorporated in the design of visual

rehabilitation studies in the future.

6.2 Does the spared visual cortex reorganize following a

V1 lesion?

In general, we found that the early visual cortex of the lesioned hemisphere that is

spared retains its coarse retinotopic organization in agreement with [92] and [9]. The
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borders between early visual areas remained stable and retinotopic maps had a mono-

tonic progression of phase as expected. However, finer changes in the pRFs of spared

V1 do occur.

For two patients we found that pRF centers shift their location over short distances to

locations near the scotoma border supporting the notion of reorganization. A possible

mechanism behind this shift is that surviving portions of the pRF in voxels near the

border of the scotoma become enhanced following injury, perhaps via a change in the

balance of inhibition versus excitation [7, 45, 65, 85, 107]. The magnitude of the shift

is on average only 1 degree consistent with, at best, a limited degree of reorganization.

In addition, most patients showed a slight increase in V1 pRF sizes near the border of

the scotoma. This may come about because of decreased inhibition in the surround of

the lesion [27], or perhaps because subcortical inputs from LGN or the pulvinar may

reorganize via strengthening existing connections or sprouting of cortical axons [84] and

become able to contribute to the activation of area V1 surrounding the lesion. Finding

ways to expand further the pRF size in these patients may cover in part the visual field

defect, inducing recovery.

6.3 How can visual rehabilitation help improve

performance in patients with visual field deficits

following a V1 lesion?

Rehabilitating dense visual field scotomas requires adopting a systematic approach.

Plasticity changes induced by new rehabilitation strategies should be mapped and their

mechanism studied. We have presented evidence that pRF analysis is an excellent tool

for this purpose, quantifying changes and providing rich data for formulating hypotheses

about what regions of the visual field may be more amenable to rehabilitation and what

pathways contribute to recovery.

We are also studying which mechanisms contribute to recovery of visual motion per-

ception by training patients to perform a direction discrimination task with random

dot kinematograms (RDKs). This perceptual learning paradigm has been shown to

significantly improve the visual motion discrimination thresholds of patients with V1 le-

sions [44]. Understanding which pathways are involved in the recovery of visual motion

perception may allow us to develop better rehabilitative strategies which will focus on

strengthening these connections.

For example, appropriate training strategies may be able to strengthen pathways that

bypass the V1 lesion and activate area hV5/MT+ to induce recovery. We propose
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that this could be done using real-time fMRI neuro-feedback training. Real-time fMRI

neuro-feedback strategies allow subjects to voluntarily modulate activity in certain brain

areas or, neural pathways and can be used to promote plasticity [97]. One paradigm

that could, in theory, be used to accomplish this is the following: Subjects are trained

by real-time fMRI neuro-feedback to voluntarily upregulate their hV5/MT+ activity.

Whenever hV5/MT+ activity crosses a pre-set threshold, sub-threshold visual stimuli

are presented. Repeated pairing of the top-down neurofeedback-driven activation with

the bottom-up stimulus driven activation will engage Hebbian-like, association learning

mechanisms, strengthening the response of hV5/MT+ to visual motion stimuli. Vi-

sual motion stimuli that were previously sub-threshold may then, rise above threshold

following training, improving performance.

6.4 Conclusions and future studies

Although inevitably each patient is different, our study was able to tackle several issues

regarding visual cortex organization following partial V1 injury. We demonstrate that

spared area V1 displays at best a limited degree of reorganization V1 injury. In addition,

we showed that responses in early and higher visual cortex are not always congruent with

visual perception and different locations of the visual field may have different capacity

for rehabilitation. Clearly more studies are needed in this patient population in order

to improve our understanding of visual processing in the context of injury. In addition,

many important questions remain to be answered: 1) what visual attributes and types of

lesions are amenable to recovery? 2) what is the optimal method for visual rehabilitative

training? and 3) what is the underlying mechanism of recovery?
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Injury to the primary visual cortex (V1) typically leads to loss of
conscious vision in the corresponding, homonymous region of the
contralateral visual hemifield (scotoma). Several studies suggest
that V1 is highly plastic after injury to the visual pathways,
whereas others have called this conclusion into question. We used
functional magnetic resonance imaging (fMRI) to measure area V1
population receptive field (pRF) properties in five patients with
partial or complete quadrantic visual field loss as a result of par-
tial V1+ or optic radiation lesions. Comparisons were made with
healthy controls deprived of visual stimulation in one quadrant
[“artificial scotoma” (AS)]. We observed no large-scale changes in
spared-V1 topography as the V1/V2 border remained stable, and
pRF eccentricity versus cortical-distance plots were similar to those
of controls. Interestingly, three observations suggest limited reor-
ganization: (i) the distribution of pRF centers in spared-V1 was
shifted slightly toward the scotoma border in 2 of 5 patients com-
pared with AS controls; (ii) pRF size in spared-V1 was slightly in-
creased in patients near the scotoma border; and (iii) pRF size in
the contralesional hemisphere was slightly increased compared
with AS controls. Importantly, pRF measurements yield informa-
tion about the functional properties of spared-V1 cortex not pro-
vided by standard perimetry mapping. In three patients, spared-V1
pRF maps overlapped significantly with dense regions of the
perimetric scotoma, suggesting that pRF analysis may help
identify visual field locations amenable to rehabilitation. Con-
versely, in the remaining two patients, spared-V1 pRF maps
failed to cover sighted locations in the perimetric map, indicat-
ing the existence of V1-bypassing pathways able to mediate
useful vision.

cortical blindness | quadrantanopia | plasticity | retinotopy | hemianopia

Cortical damage of the visual pathway often results from
posterior or middle cerebral artery infarcts, hemorrhages,

and other brain injuries. The most common visual cortex lesions
involve the primary visual cortex (V1), the chief relayer of visual
information to higher visual areas. Damage to area V1 or its pri-
mary inputs leads to the loss of conscious vision in the corre-
sponding region of the contralateral visual hemifield, producing
a dense contralateral scotoma that often covers a hemifield
(hemianopia) or a single visual field quadrant (quadrantanopia).
A much-debated issue is whether the adult V1 is able to re-

organize after injury. Reorganization refers to long-term changes
in the neuronal circuit (1) and generally requires the growth of
new anatomic connections or a permanent change in the strength
of existing connections. Several studies report significant remap-
ping in area V1 of patients suffering from macular degeneration
and other retinal lesions (2–12). The extent of this remapping has

recently been called into question, however (1, 13–19). Less is
known about how the visual system remaps to cover the visual
field after injury to area V1 or its input projection from the lateral
geniculate nucleus (LGN). Enlarged receptive fields have been
found in areas surrounding chronic V1 lesions in cats (20–22), and
visual point spread functions were seen to enlarge over time in the
areas surrounding focal V1 lesions in kittens (23). Smaller, short-
term changes (2 d after the lesion) have been reported as well
(24). As expected, reorganization is more extensive in young
animals (23, 25) compared with adults (26). A change in the
balance between excitation and inhibition may underlie this
functional reorganization (27–31).

In humans, V1 injury is typically followed by a brief period
of spontaneous recovery, which rarely lasts beyond 6 mo (32).
Whether this recovery is the result of true visual system plasticity
or is related to the gradual resolution of perilesional edema and
general clinical improvement of the patients is unclear. A recent
study in an adult human subject suggested that large-scale re-
organization occurs in area V1 after partial deafferentiation by
an optic radiation lesion (33); however, quantitative measure-
ments were not performed. To date, there has been no system-
atic study in humans investigating how spared V1 cortex covers
the visual field after chronic V1 injury. The present work is an
effort in this direction.

Significance

Partial damage of the primary visual cortex (V1), or damage to
the white matter inputs to V1 (optic radiation), cause blindness
in specific regions of the visual field. We use functional MRI to
measure responses in individual patients with a localized,
chronic V1 injury that resulted in blindness in a quarter of the
visual field. The fMRI responses of patients and controls are
generally similar, but in some patients differences from controls
can be measured. Importantly, responses in spared early visual
cortex are not always congruent with visual perception. Un-
derstanding how the properties of early visual areas respond to
injury will lead to better strategies for visual rehabilitation.
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We used the population receptive field (pRF) mapping
method (34) to study how spared area V1 covers the visual field
after chronic injury in five adult human subjects suffering from
partial or complete quadrantanopia. Our findings suggest that
there is at best a limited degree of reorganization in the spared
part of area V1 after partial V1 injury. Interestingly, the pattern
of coverage of the visual field measured in spared V1 cortex by
functional magnetic resonance imaging (fMRI) typically does
not match predictions derived from perimetry maps. Identifying
the patterns of mismatch and how they relate to the capacity of
early visual areas to reorganize after injury will eventually allow
the adoption of more rational strategies for visual rehabilitation.

Results
Retinotopic Mapping of Spared Area V1. We studied five patients
with partial V1 or optic radiation lesions resulting in partial or
complete quadrantanopia (Table S1) and examined how the ad-
jacent spared area V1 organization changes after the injury. We
expected that in the absence of significant reorganization, reti-

notopic organization in the spared-V1 cortex would remain un-
changed compared with controls. The patient’s lesions are
described in detail in Fig. 1. In brief, patient P1 had a lesion of
the right inferior calcarine cortex (Fig. 1 A, a), resulting in a su-
perior quadrantanopic defect of the left visual field (Fig. 2 A, b).
Patient P2 had a right superior quadrantanopia (Fig. 2 A, c) after
sustaining a temporal optic radiation infarct of the left hemi-
sphere. Patient P3 had a lesion of the left inferior calcarine
region resulting in a central (<10° radius) right superior quad-
rantanopia (Fig. 2 A, d), which spread slightly into the inferior
right quadrant. Patient P4 had a lesion of the left inferior cal-
carine cortex, resulting in a right superior quadrantanopia (Fig. 2
A, e). Patient P5 had a partial left superior quadrantanopia
extending to the inferior quadrant across the horizontal meridian
(Fig. 2 A, f), resulting from an infarct in the right midposterior
temporoparietal region (Fig. 1 A, e).
We observed two general patterns in the five patients exam-

ined. In patients P1, P2, and P3, spared (i.e., not completely
deafferented) area V1 seems to retain its “coarse” retinotopic
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Fig. 1. Anatomic location of the lesion and retinotopic
mapping. (A) Sagittal (Upper) and axial (Lower) slice
showing each patient’s anatomic lesion (a red arrow
points to the lesion). Patient P1 had a lesion of the
right inferior calcarine cortex involving the part of the
V1 area inferior to the calcarine sulcus and the part of
the extrastriate cortex corresponding to the ventral
visual areas V2 and V3, with the foveal part of the
vertical meridian at the border of ventral V3 and V4
spared. Patient P2 had a temporal optic radiation in-
farct of the left hemisphere located along the terri-
tory of the middle cerebral artery, sparing the gray
matter of area V1 but deafferenting a significant
portion of it by injuring the optic radiation. Patient P3
had a lesion of the left inferior calcarine cortex as
a result of an ischemic event at the left inferior terri-
tory of the posterior cerebral artery, resulting in
a right upper quadrantanopia. This lesion also in-
volves part of the peripheral (>10° radius) area V1
superior to the calcarine, as well as extrastriate cortex
corresponding to ventral visual areas V2, V3, and V4.
Patient P4 had a lesion of the left inferior calcarine
cortex caused by an infarct to the lower bank of the
calcarine fissure. It involves left ventral area V1, left
ventral extrastriate areas V2, V3, and V4, as well as
part of the cortex near the fovea. Patient P5 had an
infarct of the right midposterior temporoparietal
lobes that damaged the temporal optic radiation and
part of the parietal optic radiation. White matter
tracts in the temporal lobe were affected, but deaf-
ferented V1 gray matter remained intact; the area
corresponding to the anatomic lesion does not include
early visual areas. (B and C) Polar angle (B) and ec-
centricity maps (C) overlaid on the flattened occipital
lobe of the lesioned hemisphere for each patient. The
lesioned area is colored black (Fig. S4 and SI Mate-
rials and Methods). (D) As expected, no significant
activity was found inside the area of the lesion, as
shown in the explained variance map. White contour
lines indicate borders between visual areas. The
dashed white line indicates the middle of the cal-
carine sulcus as identified by its anatomic localiza-
tion (i.e., bottom of the calcarine sulcus).
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organization, similar to control subjects. In particular, the pRF
center eccentricity maps (Fig. 1 C, a–c) show that the foveal rep-
resentation was in the occipital pole, as expected, and that
increasingly anterior locations responded to increasingly eccen-
tric stimuli. In addition, the representation of the visual field in
the dorsal spared V1 corresponding to the sighted quadrant
extended from the horizontal meridian to the lower vertical
meridian, as shown on the pRF polar angle maps (Fig. 1 B, a–c),
similar to controls. Surprisingly, in these patients, the polar
angle map shows significant activity in locations ordinarily
corresponding to the inferior part of the calcarine (separated
by the dotted line; Fig. 1 B, a–c), a region normally activated
by stimuli presented in the superior part of the visual field,
where the perimetry shows a dense scotoma (Fig. 2 A, b–d). We
investigated this pattern in more depth, as discussed in the
next section.

Patients P4 and P5 exhibited a different pattern. In these
patients, the extent of the retinotopic topography of area V1 that
was activated was considerably less than would be predicted from
the visual field maps. Specifically, for patient P4, the organiza-
tion of spared area V1 was severely disrupted, and almost the
entire dorsal V1, except for a sliver near the lower vertical me-
ridian, was devoid of activity (Fig. 1 B–D, d). Nevertheless, the
perimetry map of this patient closely conforms to a superior
quadrantanopia, with only a slight extension below the horizontal
meridian. The relatively well-preserved perimetry map of the right
lower visual field quadrant (Fig. 2 A, e) suggests either the pres-
ence of sufficient intact dorsal V1 islands to compensate (even
though they are not visible on the retinotopic map) or the
presence of functional V1-bypassing pathways to higher areas
that may have more complete retinotopic coverage maps (35).
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Fig. 2. Perimetry maps versus visual field coverage
maps of spared area V1. (A) (a) Sketch of the visual
field indicating the location of the artificial scotoma
(shaded gray area). (b–f) Pattern deviation proba-
bility plots of the 10° Humphrey type (10, 2) visual
field test for patients P1, P2, P3, P4, and P5. The small
black dots show the locations in the visual field that
are normal, and the black squares indicate a visual
field defect at a P < 0.5% level according to the
pattern probability plot (meaning that <0.5% of
normal subjects would be expected to have such
a low sensitivity at this visual field location). Pattern
deviation numeric plots for patients P1, P2, P3, and
P4 had a visual sensitivity of <−20 dB, indicating
absolute visual field scotoma (56), at all visual field
locations within the affected quadrants. Black
squares outside the affected quadrants had a visual
sensitivity of <−10 dB (most still <−20 dB) for these
patients. Patient P5 had a visual sensitivity of <−20
dB (absolute scotoma) in all of the black square
locations. (B) Visual field coverage maps of area V1
for a control subject with AS in the upper left quad-
rant and for each patient. The color map indicates
the maximum pRF amplitude at each visual field lo-
cation of all of the pRFs covering that location. The
pRF centers across all voxels within the spared V1 are
plotted with gray dots. In the normalized maps (Left),
values range between 0 and 1, because the fitted
Gaussian model is normalized to 1. In the non-
normalized maps (Right), the maximum pRF ampli-
tude of the nonnormalized Gaussian pRFs is plotted.
The nonnormalized color map is plotted with the
maximum color value taken at the median pRF am-
plitude across all pRFs (SI Materials and Methods) to
maintain sensitivity to relatively low values. The V1
coverage maps of patients P1, P2, and P3 overlap
significantly with locations of the perimetric map
that show an absolute scotoma (black squares with
decibel deviations of <−20 dB). Only a few pRFs
(∼6%) of patient P2’s spared-V1 overlap with loca-
tions of the perimetric map (black squares) that have
a lower decibel deviation, between –10 dB and –20
dB. (C) Eye positions plotted at 60 Hz for each sub-
ject for one entire session (6.4 min). The number of
eye deviations, defined as excursions >1.5° from the
fixation point, is indicated next to the graphs with #.
Patient P3 was scanned without eye-tracking while
performing a task at fixation. All other patients were
able to maintain fixation.
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Similarly, patient’s P5 visual cortex inferior to the calcarine was
severely affected, with no visually driven functional activity present
in the ventral occipital region as a whole (Fig. 1 B–D, e). However,
this subject shows a sparing along the left upper vertical meridian
in the perimetry map (Fig. 2 A, f). Presumably, preserved visual
function in the left upper visual field is mediated by V1-bypassing
pathways, likely involving areas beyond V3 (Discussion), or
perhaps via the contralesional hemisphere (left area V1). We
explore this in more details in the next section.
In summary, we observed two different patterns in the five

patients that we examined. Patients P1, P2, and P3 had visually
driven activity in spared V1 regions that corresponded to dense
locations of their perimetric scotoma. In contrast, patients P5
and P4 had intact perimetric maps in locations corresponding to
area V1 regions, with an absence of visually driven activity. We
analyzed these patterns further using the concept of visual field
coverage maps.

Correspondence Between Visual Field Coverage Maps and Perimetric
Scotomas. To estimate how the visual field is represented in
spared area V1, we superimposed appropriately normalized
pRFs arising from all of the spared V1 voxels to derive visual
field coverage maps (Fig. 2B and SI Materials and Methods). The
visual field coverage maps define the locations within the visual
field that evoke a significant response from voxels within a region
of interest (ROI) in the cortex. Determining the degree to which
visual field coverage maps match perimetric maps, which in-
dicate the patients’ perceptual scotoma, is of interest.
To ensure that the patients’ visual field coverage maps are not

an artifact of poor pRF estimation caused by the presence of the
visual field scotomas, we tested the effect of an “artificial sco-
toma” (AS) on normal subjects. We measured responses in five
control subjects while masking the left superior quadrant of the
visual field, thereby simulating a left upper quadrantanopia. As
expected, the visual field coverage maps of the right V1 hemi-
sphere in AS controls reveal visually driven activity only for
stimuli presented in the left inferior visual field quadrant (Fig. 2
B, a). No activity was observed in the left upper visual field
quadrant in any of the five AS control subjects.
In contrast, the visual field coverage maps of spared V1 in

patients P1, P2, and P3, who had a quadrantic visual field defect
similar to AS controls, contain pRF centers that extend well
beyond the border of the perimetric scotoma into the superior
(anopic) visual field quadrant (Fig. 2 B, b–d). The pRFs, whose
centers fall inside the area of the scotoma, belong to voxels at the
correct anatomic location, inferior to the calcarine, which do not
appear to be grossly ectopic (Fig. 3). Thus, the observed activity
likely reflects islands of V1 that were spared or only partially
damaged. Interestingly visually driven activity in this spared V1
region is not sufficient to guarantee visual awareness, as mea-
sured by standard perimetry.
One possibility is that the blood oxygen level-dependent

(BOLD) signal amplitude is lower at V1 locations covering the
interior of the scotoma and thus cannot mediate visual percep-
tion. However, for patients P1 and P3, the mean amplitude of the
pRF centers that fall inside the perimetric scotoma was similar to
the mean amplitude of pRF centers located outside the scotoma,
as shown in the nonnormalized visual field coverage maps (Fig. 2
B, b and d). In this case, the dense perimetric defect near the hori-
zontal meridian might be explained by injury in downstream
extrastriate areas, such as V2/V3 (36, 37), or the interruption of V1
projections to extrastriate areas. In fact, the lesion of these patients
involves areas V2v and V3v, supporting the first possibility.
On the other hand, for patient P2, who had an optic radiation

lesion, the loss of visual perception cannot be attributed to a lesion
downstream from area V1, because the visual cortex remained
intact. Responses in ventral areas V2 and V3 overlapped with the
area of the scotoma, similar to V1 (Fig. S1A). In this case, the

nonnormalized visual field coverage maps showed a significantly
lower mean amplitude of pRF centers falling inside the scotoma
compared with those in the inferior (sighted) quadrant (Fig. 2 B, c
and Fig. S1A). Thus, it is possible, at least in principle, that this
decreased level of visually driven activity is responsible for the
loss of visual perception as measured by perimetry. Interestingly,
scattered pRF centers with high amplitude remained inside the
scotoma. One possible explanation for this finding is that intact
islands of spared, partial axonal tracts in the optic radiation sur-
vived after the ischemic event and activate corresponding loca-
tions in area V1. Despite being visually driven, however, these
islands were unable to mediate visual perception as measured on
perimetric maps and cannot be detected even with the relatively
sophisticated perimetry mapping methods used here (SI Materials
and Methods).
The mismatch between the visual field coverage map and

perimetric scotoma does not manifest in the same way in every
individual. For example, the visual field coverage of the spared
V1 in patient P4 shows pRF centers within the inferior quadrant,
outside the visual field scotoma (Fig. 2 A and B, e). In patient P5,
a few pRF centers below the horizontal meridian seemed to fall
in areas where the perimetry test showed a dense defect, as in
patients P1, P3, and P2 (Fig. 2 A and B, f). However, the more
striking observation in both these patients is the smaller than
expected (based on the perimetry map) activated area in V1. In
patient P4, the activation pattern seen in area V1 (Fig. 2 B, e)
was patchy and smaller than expected based on the perimetric
map. The visual field coverage map of the right inferior (sighted)
quadrant contained significantly fewer pRF centers compared
with controls, although the corresponding pRFs cover most, but
not all, of the quadrant.
It is possible that pRFs in surviving islands of area V1 enlarged

over time, producing a confluent visual field coverage map that
partially mediated the residual visual function. However, even
taking this into account, the pRF coverage map appeared to miss
portions of the visual field where the perimetric map showed
normal vision. This finding suggests that part of the residual vi-
sual function may be mediated through spared V1-bypassing
pathways. In fact, dorsal areas V2 and V3 showed full coverage
of the lower visual field quadrant, supporting this hypothesis
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V5/MT+

V3v
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V2d

V3d V5/MT+
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0.5          0.6         0.7             0.8           0.9              1
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Fig. 3. Anatomic localization of area V1 population receptive fields within
the scotoma. (Left) Visual field coverage maps obtained from the region of
spared V1 inferior to the bottom of the calcarine sulcus (anatomic location
of the horizontal meridian) for patients P1 and P2. (Right) Anatomic location
of the bottom of the calcarine sulcus indicated by a dashed line on the polar
angle flat maps. Note that pRFs with centers falling within the scotomatous
area in these patients map to the correct anatomic location, inferior to the
calcarine (black arrow).
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(Fig. S1B). Similarly, the perimetry map of patient P5 showed
a significant area of sparing along the vertical meridian and beyond,
within the left upper visual field quadrant (Fig. 2 A, f). Surprisingly,
there was no contralateral V1 activation corresponding to that
quadrant, despite the fact that a significant portion of the quadrant
was essentially normal on the perimetry map (Fig. 2 A, f). One
possibility is that visual perception near the vertical meridian
might arise from V1-bypassing pathways providing direct input to
extrastriate areas beyond V3 (35), or perhaps from ectopic V1
activation in the contralesional hemisphere.
The differences in visual field coverage maps between patients

and AS controls cannot be explained by eye movements. Subjects
were able to maintain fixation within a 1.5° radius from the
center of fixation as measured with our eye-tracking system (Fig.
2C and SI Materials and Methods), except for very occasional
excursions beyond this range (Fig. 2). The results remained un-
changed after the epochs in which the patients had eye devia-
tions (>1.5°) from the fixation point were removed from the
analysis. Patient P3’s eye movements were not recorded, but he
performed a challenging detection task at fixation, and his per-
formance was always >80% correct. The retinotopic maps of his
healthy hemisphere were well organized, suggesting that he did
not make large, confounding eye movements. In addition, to
ensure intrasubject reproducibility, we repeated the experiment
on another day for patients P2 and P5 and confirmed the find-
ings across days. Patients P1, P3, and P4 could not repeat the
session; however, we analyzed each scan separately before av-
eraging and confirmed the reliability across different scans ob-
tained on the same day.
In summary, our comparison of perimetric maps and pRF

coverage maps of the visual field confirmed the two patterns of
mismatch noted in the previous section. In three of the five
patients, spared area V1 pRF maps overlapped significantly with
the scotoma, suggesting remaining visually responsive islands of
V1 that cannot contribute to visual perception, perhaps because
of damage to downstream areas or damage to the inputs that
they receive from area V1. In the remaining two patients, spared
V1 pRF maps failed to completely cover locations that were
found to have intact thresholds on perimetry. In these patients,
the observed mismatch might indicate the existence of V1-
bypassing pathways able to mediate useful vision. The infor-
mation obtained from pRF analysis complements that obtained

by standard perimetry maps, and can be used to further char-
acterize the underlying etiology of cortical visual field defects.

pRF Center Distributions in Spared Area V1 Show at Best Limited
Reorganization. A general finding in all five patients was that the
retinotopic representation of the spared V1 remained grossly un-
affected (Fig. 1). The borders between visual areas, as marked by
polar angle reversals, were detected at the expected locations. We
measured the cortical distance from the V1 horizontal meridian to
the dorsal V1/V2 border along isoeccenticity contours, and plotted
it as a function of eccentricity. Plots for all patients were within the
range of controls (Fig. 4). Furthermore, the Talairach coordinates
at an eccentricity of 8° along the horizontal meridian of V1 and the
dorsal V1/V2 border were similar to those of controls (Table S2),
and consistent with previous reports (38). In addition, the eccen-
tricity maps exhibited a monotonic progression of phase, as expec-
ted (Fig. 1C). These results reveal that large-scale retinotopic
distortions do not occur; however, the possibility of fine changes in
the retinotopic structure of spared V1 cortex cannot be excluded
and merits quantitative assessment.
To do so, we compared the distributions of pRF center loca-

tions between patients and AS controls. The AS serves as
a baseline to control for pRF changes that may arise from re-
organization versus simple stimulus deprivation. This control
might not always be completely adequate, however, given that
partial deafferentiation of the visual pathways may affect the
pRFs corresponding to visual field locations that do not belong
to the scotoma. Thus, a case-by-case evaluation of whether pRF
differences between patients and AS controls are result of partial
deafferentiation as opposed to remapping or true reorganization
is needed.
pRF center distribution as a function of distance from the scotoma
border. In two of the five patients (P1 and P2), the distribution
of pRF centers as a function of distance from the horizontal
border of the scotoma (elevation) differed significantly from
that of AS controls [two-sample Kolmogorov–Smirnov test;
significance is reported as P = a < b, where b is the value se-
lected to reject the null hypothesis (Materials and Methods); P1:
P= 8:09× 10−63 < 10−27; P2: P= 7:62× 10−42 < 10−27]. Specifically,
pRF centers were seen to cluster near the border of the scotoma,
that is, the horizontal meridian (Fig. 5A). In fact, in these patients,
a number of pRF centers crossed the scotoma border to lie inside
the scotoma (i.e., with elevation > 0°), as seen in the visual field
coverage maps (Fig. 5A, Insets). These pRFs belonged to voxels
that were not anatomically ectopic but mapped roughly at the
correct anatomic location, the lower bank of the calcarine sulcus
(Fig. 3). One may then wonder whether they are the reason that
pRF centers cluster more strongly near the border of the scotoma
in patients compared with AS-controls. However, the distribution
of pRFs of the spared dorsal V1, defined by its anatomic loca-
tion, was also significantly shifted toward the scotoma border,
with voxels clustering near the border (0° elevation) (Fig. 5B; P1:
P= 8:09× 10−38 < 10−26; P2: P= 8:09× 10−38 < 10−26). This finding
suggests that the observed shift in the distribution of pRF centers
likely corresponds to a slight reorganization of the visual field
coverage map in unlesioned portions of area V1 that are located
close to the scotoma border, perhaps because of a change in local
excitation/inhibition balance as a result of the lesion.
This effect was not seen in every patient. The distribution of

pRFs in the dorsal V1 of patient P3 did not show significant
clustering near the border of the scotoma compared with AS
controls (P= 1:4× 10−15 > 10−28) (Fig. 5B). Patients P4 and P5
had fewer voxels with pRFs inside the sighted quadrant com-
pared with AS controls, and P4 also showed a trend toward
clustering of pRF centers at the scotoma border, but this did not
reach significance under our relatively strict comparison criterion
(P4: P= 1:48× 10−04 > 10−07; P5: P= 9:6× 10−04 > 10−11) (Fig.
5A). Regardless, the lesions of patients P4 and P5 extended to
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partially involve dorsal V1 or its inputs (Fig. 1 A, d and e),
making it difficult to determine whether observed changes are
related to true reorganization or to partial deafferentiation.
In summary, these results suggest that in some patients with

partial lesions of area V1 or its inputs (here P1 and P2), the pRF
centers of spared V1 cortex cluster near the border of the sco-
toma. This clustering is seen primarily within 1–2° of the scotoma
border. The magnitude of the shift is small, suggesting a limited
degree of reorganization. One patient (P3) did not exhibit this
effect; however, this patient’s injury occurred only 6 mo before
recruitment, compared with the chronic lesions of the other
patients, and we cannot exclude the possibility that time may affect
the degree of the observed reorganization. In patients P4 and P5,
the observed differences are more likely related to partial deaf-
ferentiation or partial injury of the corresponding voxels.
Population receptive field size. We found a larger mean pRF size in
the spared V1 area in patients compared with AS controls (Fig. 6).
Specifically, the mean pRF size in the spared V1 of patients P1,
P2, P4, and P5 was increased by ∼25% compared with AS con-
trols. A larger increase was seen in patient P3, ∼90% compared
with AS controls. The pRF size distributions of patients P1, P2, and
P3 were significantly shifted toward larger sizes compared with the
AS controls (P= 1:4× 10−76 < 10−63, P= 1:67× 10−78 < 10−70, and
P= 1:13× 10−165 < 10−66, respectively) (Fig. 6A). The same trend
was seen for patients P4 and P5, but it did not reach significance
(P= 7:4× 10−09 > 10−39 and P= 1:19× 10−33 > 10−62) (Fig. 6A). V1
lesions were larger in these patients (Fig. 1 B, d and e), leading to
few visually modulated area V1 voxels and thus more measure-
ment variability. In addition, in these patients, the pRFs were
located at higher eccentricities, where pRF sizes are larger. In
general, the mean pRF size for each patient was greater than the
corresponding mean of the distribution of pRF sizes of the AS
controls (Table S3).
We examined whether the pRF size increase depends on ec-

centricity and distance of the voxel from the scotoma border. To
do so, we divided voxels in the spared V1 of patients and AS
controls into two categories: voxels with pRF centers within 2° of
the horizontal scotoma border and voxels with pRF centers >2°

from this border, and plotted mean pRF size versus eccentricity
(Fig. 6 B and C). We found that for all patients, mean pRF size
was increased for voxels located within 2° of the scotoma border
(Fig. 6B), with increases of ∼40% for patients P2, P4, and P5;
∼75% for patient P1; and ∼120% for patient P3. For patients P1,
P2, P3, and P5, the increase occurred across almost the whole
range of eccentricities, whereas for P4, it was more profound for
large eccentricities (>6°). In contrast, the mean pRF size of
voxels >2° away from the scotoma was more similar in patients
P1, P2, P4, and P5 and AS controls (Fig. 6C). For P3, the mean
pRF size was increased for voxels away from the scotoma as well,
but to a lesser degree (∼40%) compared with voxels near the
scotoma. The larger increase observed in this patient might be
attributed to the relatively recent lesion compared with the other
patients, but we cannot exclude the possibility that small eye
movements might have affected the pRF size, considering that
this patient was not eye-tracked. However, eye movements would
be expected to increase pRF size in higher areas in a comparable
way as in V1 (39). In patient P3, pRF size in areas V2d and V3d
was slightly larger (∼15%) compared with that in AS controls,
but the magnitude of the increase was considerably less than
observed in area V1 and did not occur for all eccentricities (Fig.
S2). Thus, eye movements cannot be the sole explanation for the
pRF size increase observed in area V1 of this patient.
In summary, the pRF size distribution in the spared V1

regions of patients with partial quadrantanopia appeared to shift
toward larger values compared with the AS controls, particularly
near the scotoma border.

Contralesional Hemisphere. Previous reports have suggested that in
some cases, residual vision in the blind hemifield might be me-
diated by visual areas in the intact hemisphere (40–43). It is then
possible that after area V1 injury, reorganization might occur
in the contralateral, healthy hemisphere. Because in primates,
callosal projections are concentrated along the V1/V2 boundary
(44), the vertical meridian is the most natural place in the con-
tralesional hemisphere to look for potential reorganization.
We compared pRF sizes between the dorsal and ventral V1 and
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P4, but the effect did not reach significance. The observed differences between these patients and AS controls are likely related to partial deafferentiation of
the voxels plotted. (B) pRF center elevation distributions of the significantly activated voxels in the anatomically defined intact dorsal V1 of patients P1, P2,
and P3. For patients P1 and P2, pRFs clustered significantly near the scotoma border, suggesting reorganization. This effect was not seen in patient P3.
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between the vertical and horizontal V1 meridians of the hemi-
sphere ipsilateral (contralesional) to the visual field scotoma in
patients and in AS controls. Patients P1, P2, P3, and P4 showed
no significant difference in mean pRF size between contrale-
sional dorsal and ventral V1 or between vertical and horizontal
V1 meridians (Fig. S3); however, the pRF size distribution of the
entire contralesional V1 in each patient showed a significant shift
to larger pRF sizes in patients P2, P5, and P3 compared with AS
controls (P= 1:63× 10−64 < 10−62, P= 2:55× 10−167 < 10−70, and
P= 4:93× 10−236 < 10−63 respectively) (Fig. 7A). The increase oc-
curred across all eccentricities in patients P3 and P5 and
mainly for eccentricities >5° in patient P2 (Fig. 7B). Patients
P1 and P4 had a pRF size distribution more similar to that of
AS controls, with differences that did not reach significance
(P1: P= 8:34× 10−34 > 10−64; P4: P= 7:53× 10−18 > 10−55) (Fig.
7A); however, these patients had a larger pRF size for eccen-
tricities >7° compared with AS controls (Fig. 7B).
Only patient P5 had significantly larger pRFs in the ventral

contralesional V1 than in the dorsal contralesional V1, particu-
larly along the upper vertical meridian (Fig. S3). This finding is
intriguing, and it is tempting to associate it with the sparing seen
in the perimetric map of this patient along the left upper vertical
meridian (Fig. 2 A, f). This association is not certain, however,
for several reasons: (i) Although larger, patient P5′s pRFs along
the vertical meridian crossed only modestly (∼1–2°) into the con-
tralateral visual field, and this cannot readily explain the relatively
larger sparing seen on perimetric maps; (ii) the degree of crossover
was commensurate with the size of patient P5′s eye movements
(∼1.3°); and (iii) we cannot completely exclude the possibility that
area V1 of the lesioned hemisphere could be mediating visual
perception in the spared region seen on visual perimetry while
being too weakly visually driven to be evident on the pRF maps.

Discussion
The few published studies of human visual system organization
in the setting of area V1 injury are mainly case reports (33, 45).
Naturally occurring cortical lesions show considerable variability,

making it difficult to draw definite conclusions from isolated case
studies. Dilks et al. (33) studied a subject with left upper quad-
rantanopia after damage to the optic radiation and report sig-
nificant ectopic activity in area V1 at 6 mo after the ictus.
Specifically, activity elicited by stimuli presented in the sighted
left lower visual field quadrant mislocalized to V1 regions ordi-
narily corresponding to the blind left upper quadrant, suggesting
the occurrence of large-scale reorganization. Whether the ec-
topic V1 activity that Dilks et al. reported is the result of re-
organization or simply the result of a different pattern of visual
input between patient and controls is unclear, however. The
authors attempted to control for this by removing stimulation
epochs corresponding to the left upper quadrant from their
analysis in the controls, but this was not necessarily definitive,
because the stimulus was in fact presented there. A more ap-
propriate control would have been to mask the stimulus pre-
sentation space in the controls to simulate a quadrantic scotoma
(AS condition). Given the high intersubject variability, further
studies are needed to characterize how the functional properties
of the visual cortex change in the context of injury.
Here we used quantitative pRF analysis (34, 46–48) to study

the properties of spared V1 cortex in five patients with chronic
postchiasmatic lesions resulting in homonymous visual field
quadrantanopia. We derived detailed retinotopic maps and vi-
sual field coverage maps of spared area V1 for each patient and
made the following observations: (i) The spared V1 region of the
lesioned hemisphere retained its coarse retinotopic organization,
as described previously (35, 45), the V1/V2 border remained
stable, and retinotopic maps showed a monotonic progression of
phase, as expected; and (ii) visual field coverage maps of the
spared V1 area generally did not exactly match the area of the
dense perimetric scotoma (Fig. 2). Two main patterns of mis-
match were identified.

Pattern 1: Visual Field Coverage Maps of Spared-V1 Overlapped
Significantly with the Dense Perimetric Scotoma in Three of the
Five Patients. pRFs activated inside the scotoma were found in
the proper anatomic locations. Thus, in patient P2, whose scotoma
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Fig. 6. pRF size in spared V1 areas. (A) Histograms of the distribution of pRF size from the spared V1 of all patients (gray bars) compared with the mean
distribution of AS controls (orange stairs). The shaded area indicates the SEM across the AS controls. The pRF size distribution of all patients is shifted toward
larger pRF sizes compared with the AS controls. (B) Mean pRF size versus eccentricity for voxels located near the scotoma border (<2°) in patients (black) and AS
controls (orange). The orange error bars indicate the SEM across AS control subjects (n = 5). The gray error bars indicate the SEM across voxels within an
eccentricity bin (bin size, 1°) for each patient. Mean pRF size is larger in patients compared with AS controls across eccentricities. pRFs within the area of the
scotoma of patients P1, P2, and P3 were not included in the plots; however, results remain the same when these voxels are included. (C) Mean pRF size versus
eccentricity for voxels located away from the scotoma border (>2°) in patients (black) and AS controls (orange). Mean pRF size was similar in patients P1, P2, P4,
and P5, and AS controls across eccentricities, with only P1 having a slightly increased pRF size for eccentricities >7°. For P3, the mean pRF size was larger than
that of AS controls for all eccentricities. Eye movements cannot explain the observed differences for patients P1, P2, P4, and P5, given that the distribution of
eye movements was similar in patients and controls (Fig. 2B) and eye movements would have caused an increase in pRF size at low eccentricities irrespective of
distance from the scotoma border. Patient P3 was not eye-tracked, and thus we cannot completely exclude that possibility. However, pRF sizes in areas V2d and
V3d did not increase similarly to those in V1, suggesting that eye movements might not be responsible for the large increase observed in V1 (Fig. S2).
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resulted from optic radiation injury, residual islands of V1 ac-
tivity likely received inputs from axonal tracts that are only
partially affected by the lesion. These tracts were able to elicit
area V1 activity, but were not strong enough to elicit a visual
percept (Fig. 2 B, c). In principle, lack of a percept in the
presence of area V1 activity may occur because retinotopically
corresponding higher pathways or areas are injured, or because
the activity generated in area V1 is too weak or too disorganized
to elicit a percept. Patient P2 had no lesion in higher pathways,
and so the latter mechanism likely dominates. Given that the
pathways from area V1 to higher extrastriate areas were intact
and islands of activity were present in the V1 cortex, it is rea-
sonable to view this patient as a prime candidate for visual re-
habilitation. In theory, the capacity for recovery would be
maximal in the portion of the scotoma that overlaps with the
visual field coverage map of area V1.
The two other patients in this category, P1 and P3, had lesions

that included ventral areas V2/V3, raising the possibility that the
information flow between area V1 and higher extrastriate areas
had been cut off. In that event, knowing the region of overlap
between the visual field coverage map of area V1 and the scotoma
might still be helpful if the projection from spared V1 cortex to
extrastriate areas was not completely cut off. Regardless, the region
of overlap between a visual field coverage map and the corre-
sponding perimetrically determined visual field scotoma identifies
visual field locations that can still generate some level of V1 activity
and thus may have greater potential for visual rehabilitation.
This strongly suggests that pRF mapping (34, 49) should be in-
corporated into the design of future visual rehabilitation studies.

Pattern 2: Visual Field Coverage Maps of Spared-V1 Did Not Cover
Completely the Sighted Quadrant of the Perimetric Map. Two out of
five patients exhibited this pattern of activity. Presumably in this
case, residual visual function is mediated by V1-bypassing pathways
(as supported by the visual field coverage maps of areas V2/V3 in
patient P4; Fig. S1) or perhaps through the contralesional hemi-
sphere. The latter possibility would be supported by a spreading of
the pRF coverage map across the vertical meridian, as occurred to
some degree in patient P5 (Fig. S3), who exhibited an area of
sparing near the vertical meridian in the perimetry map. This oc-
curred to a lesser degree than expected from the area of sparing
seen in the perimetric map, however, and thus this hypothesis
cannot be verified here; more research is needed. Another
possible explanation that we cannot completely exclude here
is that in some cases, fMRI mapping might not be sufficiently

sensitive to detect weak visually induced activity in early visual
areas. This is probably not the complete explanation, however,
for several reasons: (i) We calculated the BOLD signal-to-noise
ratio (SNR) in the areas of interest in all patients and found
them to be within the range obtained in controls with AS; (ii) the
variance explained of voxels corresponding to these visual field
locations is within the range obtained in nonvisually responsive
areas; and (iii) previous studies have shown that BOLD signal
amplitude correlates well with visual stimulus perception (50,
51), and in some cases even subthreshold stimuli elicit significant
modulation in early visual areas (52).

Do (Spared) Area V1 pRFs Change After the Lesions? pRF mea-
surements provide a way to gauge the degree of reorganization
that occurs in early visual areas. The pRF depends on both the
size and the position scatter of individual receptive fields within
a voxel (53). It thus might be affected by partial deafferentiation
of V1 inputs, or may reflect reorganization, that is, sprouting
or strengthening of anatomic connections after V1 injury. In-
complete stimulus presentation itself might alter pRF size mea-
surements and result in apparent remapping even in the absence
of true reorganization (54). For this reason, changes can be
reasonably attributed to cortical reorganization only if they are
significantly different than changes observed in controls under
the AS condition. Thus, we compared pRF center and size dis-
tributions between patients and AS controls.

Does the Position of pRF Centers Reorganize? One important
question is whether the pRFs of spared area V1 in patients
emerge from voxels that are at the correct anatomic locations
versus voxels that are ectopic, suggesting possible reorganization.
We have not found voxels with grossly ectopic V1 pRFs in any
patient. pRFs fall in approximately correct anatomic locations;
that is, pRFs located in the upper visual field belong to voxels
located below the calcarine sulcus and vice versa. Finer changes
in pRF localization do occur, however.
We found that for two of the five patients (P1 and P2), pRF

center elevation (i.e, distance from the scotoma border) dis-
tributions differed significantly from that of the AS controls, with
clustering near the scotoma border (horizontal meridian). More-
over, this occurred even when we restricted the analysis to the
intact part of V1 that corresponds to a normal perimetry (dorsal
V1; Fig. 5B). This suggests that for these patients, some pRF
centers shift their location over short distances to locations near
the scotoma border, supporting the notion of reorganization. A
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Fig. 7. pRF size of the contralesional V1. (A) Histograms of the distribution of pRF sizes from the contralesional V1 of all patients (gray bars) compared with the
mean distributions of AS controls (orange stairs). The shaded area indicates the SEM across AS controls (n = 5). The distributions show a significant shift to larger
pRF sizes for patients P2, P3, and P5. Patients P1 and P4 showed a significant increase in pRF size only for eccentricities >7°. (B) Mean pRF size versus eccentricity
for voxels in the contralesional V1 of patients (black) and AS controls (orange). The orange error bars indicate the SEM across AS control subjects (n = 5). The
gray error bars indicate the SEM across voxels within an eccentricity bin (bin size, 1°) for each patient. For patients P1, P2, and P4, pRF size was larger compared
with that in AS controls for eccentricities >6–7°. For patients P3 and P5, pRF size was increased across all eccentricities. As shown in Fig. 2C, patients P1, P2, P4,
and P5 were able to ensure fixation. The amplitude of the eye movements did not differ between patients and controls (Fig. 2C), and epochs of significant
deviation from fixation were excluded from the analysis; thus, the findings for these patients are unlikely to be attributed to eye movements. Patient P3 was not
eye-tracked, however, and even though he was performing a challenging detection task at fixation, in his case we cannot completely exclude that possibility.
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possible mechanism behind this shift is enhancement of surviving
single-cell pRFs in voxels near the border of the scotoma after
injury, perhaps via a change in the balance of inhibition versus
excitation (27–31). The magnitude of the shift is on average only
1°, consistent with at most a limited degree of reorganization.
In contrast, patients P4 and P5 exhibited patchy activation of

spared V1. The difference in pRF center distributions between
these patients and AS controls may be the result of partial deaf-
ferentiation. The remaining patient, P3, had similar pRF center
location distributions as AS controls. A possible important differ-
ence in this patient is that V1 injury occurred only 6 mo before
recruitment, whereas all other patients had been lesioned for years.
None of the patients who participated in this study, including the
two patients with optic radiation lesions, had ectopic pRF centers
over distances comparable to those suggested by Dilks et al. (33).

Does pRF Size Change in Spared-V1 Cortex? pRF size measurements
in the spared V1 cortex of patients showed pRF size increases of
∼25% for patients P1, P2, P4, and P5 and ∼90% for patient P3
compared with AS controls. The pRF size difference reached
∼40% for patients P2, P4, and P5, ∼75% for patient P1, and
∼120% for patient P3 near (<2°) the scotoma border, whereas it
was correspondingly smaller far (>2°) from the scotoma border
(Fig. 6 B and C). As mentioned earlier, this may stem from
decreased inhibition in the area surrounding the lesion (21), or
perhaps because subcortical inputs from LGN or the pulvinar
may reorganize via sprouting of cortical axons (55) and contrib-
ute to the activation of area V1 areas surrounding the lesion.
pRF size in area V1 of the intact hemisphere also increased in

patients compared with healthy AS controls. The relative mag-
nitude of the increase was ∼20% for patient P2 and ∼90% for
patients P3 and P5. pRFs for patients P1 and P4 increased by
∼30% but only for eccentricities 6–10°. The relative increase in
pRF size seen in the contralesional hemisphere may be attrib-
uted to loss of input from interhemispheric connections (40–42),
although the expectation that these would affect mainly pRFs
along the vertical meridian is not well born out.

Conclusions
Although each patient is unique, several themes emerge from
our study:

1. Area V1 displays at best a limited degree of reorganization in
adult humans with homonymous visual field defects due to
postchiasmatic lesions of the visual pathway.

2. This reorganization is manifested in some patients by a small
shift in the pRF centers toward the border of the scotoma and
in most patients by a slight increase in V1 pRF sizes near the
border of the scotoma, as well as in the V1 of the contrale-
sional hemisphere. Finding ways to further expand pRF size in
these patients may increase coverage of the visual field defect,
inducing recovery.

3. Importantly, pRF measurements in patients with cortical
lesions yield information on the functional properties of spared
visual cortex that complements the information provided by
standard perimetry maps.

4.Weidentified twodifferentpatternsofmismatchbetweenresponses
in early visual areas and visual perception asmeasured by perimetry
mapping, and examined possible underlying mechanisms.

5. Understanding how surviving visual areas process visual infor-
mation post-lesion could potentially help guide visual rehabil-
itation efforts to induce recovery. Future studies of this patient
population incorporating pRF measurements are clearly war-
ranted to improve understanding of visual processing in the
context of injury.

Materials and Methods
Patients. Fouradult patients (age27–64y; two females and twomales)with visual
cortical lesions were recruited at the Center for Ophthalmology of the University
Clinic in Tuebingen. One patient (male, age 33 y) was recruited at the Center for
Advanced MR Imaging at Baylor College of Medicine. Four of the participants
had homonymous visual field defects as a result of ischemic or hemorrhagic
strokeat 7–10 ybefore enrollment in this study, andonepatient had sustained an
ischemic stroke at 0.5 y before recruitment (Table S1). Nine participants (age 26–
65 y; eight males and one female) were recruited as controls. All patients had
normal or corrected-to-normal visual acuity. The experiments were approved by
the Ethical Committee of theMedical Faculty of the University of Tuebingen and
the Institutional Review Board of Baylor College of Medicine.

Scanning. At least two T1-weighted anatomic volumes and a minimum of five
fMRI scans were acquired for each patient and averaged to increase the SNR.

Stimuli. The patients were presented with moving square-checkerboard bars
that traveled sequentially in eight different directions spanning a circular
aperture with a radius of 11.25° around the fixation point. The bar width was
1.875°, and it was moved in a step of half its size (0.9375°) at each image
volume acquisition (repetition time, 2 s). Five control subjects were asked
to participate in a second session, during which an isoluminant mask was
placed in the upper left quadrant of the visual field. The mask covered the
area of the stimulus and created an AS.

Data Analysis. Data analysis was performed in MATLAB using the mrVista
toolbox (http://white.stanford.edu/software/). Reliable pRF measurements
and visual field coverage maps were derived using the direct isotropic
Gaussian pRF method (Fig. S5) (34).

Normalization of pRF Center Voxel Distributions. To test for significant differ-
ences between individual patients and the mean distribution from controls (38),
we normalized the distributions derived from the AS controls separately for each
patient. To do so, we scaled these distributions by the ratio of active spared
voxels in V1 of each patient divided by the number of active voxels in the reti-
notopically corresponding V1 regions of the control subjects during full stimu-
lation (i.e., without AS).

Statistical Analysis. We used a two-sample Kolmogorov–Smirnov test to
compare pRF center locations and size distributions between the patients
and AS controls. The significance level selected to reject the null hypothesis
(same distributions) was estimated by comparing each of the control dis-
tributions with the mean control distribution. The minimum P value of these
comparisons was then used to test for significance differences in the mean
distribution between patients and controls. We report significance as P = a < b,
where b is the value selected to reject the null hypothesis.

Detailed descriptions of themethodology used in this study are provided in
SI Materials and Methods.
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SI Materials and Methods
Visual Field Tests. The visual field tests for the Tuebingen patients
were carried out at the Center for Ophthalmology in Tuebingen.
All patients received aHumphrey type (10, 2) visual field test (1, 2),
with a background luminance level of 10 cd/m2. Humphrey pattern
deviation perimetry results for all patients are shown in Fig. 2A.

Scanning. Structural magnetic resonance imaging (MRI) and
functional MRI (fMRI) experiments were performed at the Max
Planck Institute for Biological Cybernetics, Tuebingen, Germany,
using a 3.0-T Siemens Trio high-speed echo-planar imaging unit
with a quadrature head coil. Two T1-weighted anatomic volumes
were acquired for each subject with a 3Dmagnetization-prepared
rapid acquisition gradient echo (T1 MPRAGE scan) and aver-
aged to increase the signal-to-noise ratio [matrix size, 256 × 256;
voxel size, 1 × 1 × 1 mm3; 176 partitions; flip angle, 9°; repetition
time (TR), 1,900 ms; echo time (TE), 2.26 ms; inversion time
(TI), 900 ms]. The structural and functional scans of the patient
recruited at Baylor College of Medicine’s Center for Advanced
MR Imaging were acquired on a 3.0-T Siemens TIM Trio
scanner. Seven T1-weighted anatomic volumes were acquired by
MPRAGE with a pulse sequence (matrix size, 256 × 256; voxel
size, 0.5 × 0.5 × 0.75 mm3; flip angle, 9°; TR, 2,600 ms; TE, 3.53 ms;
TI, 900 ms; 256 measurements) and averaged. The averaged
structural data were used for segmentation of anatomic data into
white and gray matter, and for registering different functional
scanning sessions to the subject’s anatomy.
Blood oxygen level-dependent (BOLD) image volumes were

acquired using gradient echo sequences of 28 contiguous 3-mm-
thick slices (matrix size, 64 × 64; voxel size, 3 × 3 × 2.6 mm3; flip
angle, 90°; TR, 2,000 ms; TE, 40 ms) at Tuebingen, and 29, 3.6
mm-thick slices covering the entire brain (matrix size, 64 × 64;
voxel size, 3.46 × 3.46 × 3.6 mm3; flip angle, 90°; TR, 2,000 ms;
TE, 30 ms) at Baylor College of Medicine.

Stimuli. The stimuli were presented using VisuaStim MRI-com-
patible digital goggles (Resonance Technology) with a 30° hor-
izontal and 22.5° vertical field of view (800 × 600 resolution;
minimum luminance, 0.3 cd/m2; maximum luminance, 12.2
cd/m2). The subjects were presented with moving square-check-
erboard bars (100% contrast) that traveled sequentially (with no
gap) in eight different directions spanning a circular aperture with
a radius of 11.25° around the fixation point. The bar width was
1.875°, and it was moved by a step of half its size (0.9375°) for each
image volume acquisition (TR, 2 s). Stimuli were generated in
MATLAB (Mathworks), using Psychtoolbox (3) and an open
toolbox (Vistadisp). The subjects were instructed to fixate a small
dot in the center of the screen (radius, 0.0375°; 2 pixels) and re-
spond to the color change by pressing a button. The color was
changed at random, with an average frequency of 1 every 6.25 s.
At Tuebingen, an infrared eye tracker was used to record eye

movements (iView X; SensoMotoric Instruments). The patient at
Baylor College of Medicine was not eye-tracked. Five control
subjects were asked to participate for a second session, during
which an isoluminant mask was placed in the upper left quadrant
of the visual field. The mask covered the stimulus’ area and
created a so-called “artificial scotoma” (AS). All other stimulus’
parameters remained the same.

Data Analysis.Data analysis was performed in MATLAB using the
mrVista toolbox (http://white.stanford.edu/software/). For the
analysis of anatomic data, a segmentation of the white matter

was performed manually using itkGray (4). Gray matter was
grown to form a 3-mm layer covering the white matter surface.
The cortical surface was represented as a mesh, and was used to
render an inflated 3D cortical surface and to flatten the cortical
representation within a chosen distance from a starting point. A
point in cortex near the fovea was selected as the starting point,
and a radius of 80 mm cortical distance was used.
A minimum of five repeated scans were obtained for each

subject. Each functional scan consisted of 195 image volumes, the
first three of which were discarded. The functional images were
corrected for motion in between and within scans (5). Scans with
movements that exceeded 1 voxel (3 mm) were excluded. Func-
tional data were averaged across scans for each subject. The
functional images were aligned to the high-resolution anatomic
volume using a mutual information method (6).
To compute the Talairach coordinates, we identified the fol-

lowing anatomic landmarks manually in the T1 anatomic images:
the anterior commissure, posterior commissure, midsagittal plane,
and boundaries of the brain along the three axes. Using these
points the voxel coordinates can be transformed to Talairach
coordinates (7–9).

Flattening of the Lesioned Hemisphere. One problem arising in the
analysis of functional patterns and their spatial extents in patients
with cortical visual lesions is the lack of cortical tissue in the injury
site. To address this issue, we developed a method that ap-
proximates reconstruction of the damaged territory based on
information from the healthy hemisphere. This method involves
reflecting the corresponding cortical region from the intact
hemisphere of each subject and aligning it to the lesioned
hemisphere using the SPM8 realign algorithm (www.fil.ion.ucl.ac.
uk/spm). Using the aligned image as a reference, we manually
reconstructed the affected region and connected it to the healthy
parts of that hemisphere using the itkGray program. The “hy-
brid” hemisphere generated can be flattened with minimal dis-
tortion, while largely preserving the relationships between the
visual areas and various anatomic landmarks (Fig. S4).

Population Receptive Field Mapping. We derived reliable pop-
ulation receptive field (pRF) estimates as described previously
(10). In brief, the pRF model estimates the region of the visual
field that effectively elicits a response in a small region of the
visual cortex (i.e., voxel). The implementation of the pRF model
is a circularly symmetric Gaussian receptive field in visual space,
whose center and radius are estimated by fitting actual BOLD
signal responses to estimated responses elicited by convolving
the model with the moving bar stimuli. We retained only those
voxels in the visual area for which the fitting model explained
more than 10% of the variance. This threshold was set after
measuring the mean explained variance (3% ± 2%) in a non-
visually responsive area and setting the value of the threshold at
3 SD above the mean. Using this method, we derived reliable
and reproducible retinotopic and pRF size maps (Fig. S5).
Furthermore, to confirm that the fMRI signal strength does not

differ between patients and controls, we calculated the BOLD
signal-to-noise ratio (SNR) in area V1. We calculated the mean
SNR from the time series in V1 as the common logarithm of the
mean signal change divided by the SD and found it to be 1.98 ± 0.2
for the patients and 1.85 ± 0.2 for AS controls.

Visual Field Coverage Maps. The visual field coverage maps define
the locations within the visual field that evoke a significant re-
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sponse from voxels within a region of interest (ROI) in the cortex.
To estimate this, we plotted the pRF centers across all voxels
within the ROI (gray dots in Fig. 2B) and the relative pRF size by
fitting a 2D Gaussian with peak amplitude normalized to 1 (Fig.
2B, first column). We estimated the color map by plotting at
each visual field location the maximum normalized pRF ampli-
tude between all Gaussian- shaped pRFs that cover this location.
We also plotted the nonnormalized visual field coverage (Fig.
2B, second column) that weights the pRF Gaussians with their
response amplitude. The color map was plotted with the maxi-
mum color value taken at the median pRF amplitude over all
voxels within the map, to allow better visualization by preventing
the masking of weak visual responses by very large outlier pRF
amplitudes.

Normalization of the pRF Center Voxel Distributions. To test for
significant changes in the pRF center distributions, we compared
the distributions between the patients and AS controls. To control
for the different sizes of activated visual areas in subjects (7), we
normalized the distributions derived from the AS controls sep-
arately for each patient. To do so, we scaled these distributions
by the ratio of active spared voxels in V1 of each patient divided
by the number of active voxels in the retinotopically corre-
sponding V1 regions of the control subjects during full stimula-
tion (i.e., without AS). This normalization was possible given our
finding that the coarse retinotopic organization was similar in
patients, AS controls, and controls under the full stimulus con-
dition. As a result of this normalization, to a first approxima-
tion, a mere size difference in the V1 area activated in patients
compared with AS controls would not result in differing pRF
distributions.
We defined retinotopically corresponding regions in controls as

the V1 voxels corresponding to the same part of the visual field as
the spared-V1 regions of patients. To do so, we defined for each
patient the range of polar angles and eccentricities of the sig-
nificantly activated voxels (i.e., voxels with explained variance >0.1)
and selected regions within these ranges in area V1 of controls.
We ensured by visual inspection that single voxel outliers did not

influence the retinotopic range used for normalization. Because
the simulated AS was in the left upper quadrant, we reflected
right-hemisphere data of the AS control subjects into a left
hemisphere format for comparison with the patients with a sco-
toma in the right quadrant. Eccentricities <2° were excluded
from this analysis, because foveal voxels were not strongly acti-
vated by the stimulus the we used, and because pRF estimates
near the fovea were limited by the stimulus (bar) size and step.
Eccentricities at the border of the stimulus presentation field
(>10°), which could be prone to pRF estimation biases were
excluded as well (11).
We measured visual field polar angle counterclockwise from

the upper vertical meridian (0°), with the horizontal meridian
corresponding to 90° and the lower vertical meridian to 180°.
Thus, for the comparison with patient P1, we selected pRF
centers from the right V1 area of control subjects with polar
angles ranging from 70° to 180° and eccentricities ranging from
2° to 10°. Similarly, for patients P2, P3, P4, and P5, we selected
voxels in controls with pRF centers at polar angles 180–290°,
180–320°, 180–240°, and 110–180° and corresponding eccentric-
ities of 2–10°, 2–10°, 3.5–10°, and 3–10°.

Statistical Analysis. A two-sample Kolmogorov–Smirnov test was
used to compare the pRF center location and size distributions
between the patients and the AS controls. The significance level
selected to reject the null hypothesis (same distributions) was
estimated by comparing each of the control distributions with the
mean control distribution. The minimum P value of these com-
parisons was then used to test for significance between the mean
control distribution and the patients. We report significance in
the format of P= a< b , where b is the value selected to reject
the null hypothesis as described above. We note that this is a
conservative choice that may hinder the identification of small
differences; however, it is difficult to argue for the significance of
small differences, given the limited number of patients. More
studies including larger numbers of patients and controls are
needed to more precisely assess the statistical significance of the
changes observed in this study.
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Fig. S1. Visual field coverage maps of extrastriated areas. (A) Normalized and nonnormalized visual field coverage maps of areas V2v and V3v from the left
hemisphere of patient P2. The color map indicates the maximum pRF amplitude at each visual field location of all of the pRFs covering this location. The pRF
centers across all voxels within each area are indicated by gray dots. The coverage maps overlap significantly with locations on the perimetric map showing an
absolute scotoma (Left). (B) Normalized and nonnormalized visual field coverage maps of areas V2d and V3d from the left hemisphere of patient P4. The maps
show full coverage of the lower visual field quadrant except for a small area inferior to the peripheral horizontal meridian, consistent with the perimetry map.
The fact that areas V2d and V3d show more complete coverage of the sighted visual field quadrant than area V1 (Fig. 2 B, e) suggests that V1-bypassing
pathways may play a role in preserving this patient’s visual perception in the sighted quadrant.
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Fig. S5. pRF mapping method. (A) Estimated position and size of the pRF of a voxel located in area V1 of the right hemisphere of a control subject. The color-
coded pRF size parametric map (see color key) is overlaid on the inflated mesh of the right hemisphere. The pRF profile plot on the right shows the amplitude
of the predicted pRF model at each visual field location. (B) Raw BOLD time series (black dashed line) averaged over five scans and the predicted model (blue
solid line) of the voxel presented in A. Arrows at the top show the direction of the bar motion during the scan. As the model predicted, the BOLD time series
peaked for every direction each time the bar passed on top of the pRF center. In this case, the model explains 79% of the variance in the time series. (C)
Statistical parametric maps of polar angle, eccentricity, and pRF size overlaid on the flattened left occipital lobe of a control subject. The color-coding of the
polar angle and eccentricity maps indicate the visual field angle and eccentricity, respectively, corresponding to the peak of the pRF at each cortical location.
The borders of the early visual areas were defined according to the vertical meridian reversals on the polar angle map and are represented on all three maps as
white contours. (Lower, Right) The relationship between eccentricity and pRF size for areas V1, V2, V3, and V5/MT+. In agreement with previous electro-
physiological recordings in macaques (1) and studies in humans (2), pRF size increased from early visual areas (V1) to higher-level visual areas (V2, V3, and
V5/MT+). As expected, within each visual area, pRF size increased linearly with eccentricity (2–4).
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2. Smith AT, Singh KD, Williams AL, Greenlee MW (2001) Estimating receptive field size from fMRI data in human striate and extrastriate visual cortex. Cereb Cortex 11(12):1182–1190.
3. Burkhalter A, Van Essen DC (1986) Processing of color, form and disparity information in visual areas VP and V2 of ventral extrastriate cortex in the macaque monkey. J Neurosci 6(8):

2327–2351.
4. Felleman DJ, Van Essen DC (1987) Receptive field properties of neurons in area V3 of macaque monkey extrastriate cortex. J Neurophysiol 57(4):889–920.
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Table S1. Clinical data of patients (n = 5)

ID Sex Age, Δt, y Etiology Hemisphere Area Defect

P1 M 49 7 Ischemia Right Occipital LUQ
P2 F 27 10 Ischemia Left Parieto-occipital RUQ
P3 M 33 0.5 Ischemia Left Occipital RUQ
P4 M 54 7 Ischemia Left Occipital RUQ
P5 F 64 9 Hemorrhage Right Temporo-occipital LUQ

Age, age at time of examination; Δt, interval between brain lesion and
examination; etiology, pathogenesis of brain lesion; hemisphere, side of
brain lesion; area, cortical area affected by the lesion; defect, type of hom-
onymous visual field defect; LUQ, left upper quadrantanopia; RUQ, right
upper quadrantanopia.

Table S2. Location of the V1/V2 border in patients and controls

V1 HM Dorsal V1/ V2

ID Hemisphere X Y Z X Y Z

Patients
P1 RH 8 −87 −9 0 −95 −1
P2 LH −10 −79 −3 2 −97 11
P3 LH −3 −86 −17 −5 −96 −9
P4 LH — — — −6 −93 8
P5 RH 11 −84 −1 2 −93 1

Controls
Mean LH −7 −84 −6 6 −88 2

RH 9 −84 −4 −3 −95 5
SD LH 5 3 6 2 5 8

RH 4 3 7 3 7 7

RH, right hemisphere; LH, left hemisphere.
Shown are the Talairach coordinates (X, left/right; Y, anterior/posterior; Z,

inferior/superior) for an 8° eccentricity point along the horizontal meridian
of V1 (V1 HM) and along the dorsal V1/ V2 border in patients and controls.
Control data show the average coordinates in each hemisphere across nine
healthy subjects.
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Table S3. pRF size measurements

Lesioned hemisphere V1 pRF

ID pRF measures Patients AS controls Controls

P1 Mean ± SD 1.36 1.06 ± 0.19 1.29 ± 0.26
Median ± SD 1.26 0.99 ± 0.18 1.13 ± 0.14
Stdev ± SD 0.52 0.55 ± 0.12 0.74 ± 0.22
Area size ± SD 1187 1,303 ± 262 1,179 ± 250

P2 Mean ± SD 1.55 1.06 ± 0.19 1.29 ± 0.26
Median ± SD 1.2 0.99 ± 0.18 1.13 ± 0.14
Stdev ± SD 0.56 0.55 ± 0.12 0.74 ± 0.22
Area size ± SD 1463 1,303 ± 262 1,179 ± 250

P3 Mean ± SD 1.83 1.01 ± 0.19 1.31 ± 0.29
Median ± SD 1.97 0.98 ± 0.18 1.14 ± 0.17
Stdev ± SD 1.01 0.54 ± 0.12 0.79 ± 0.21
Area size ± SD 1291 1,304 ± 261 1,493 ± 367

P4 Mean ± SD 2.23 1.36 ± 0.46 1.58 ± 0.45
Median ± SD 1.33 1.31 ± 0.45 1.44 ± 0.39
Stdev ± SD 0.61 0.55 ± 0.13 0.62 ± 0.18
Area size ± SD 195 633 ± 202 391 ± 162

P5 Mean ± SD 1.94 1.4 ± 0.53 1.57 ± 0.44
Median ± SD 1.75 1.36 ± 0.5 1.47 ± 0.41
Stdev ± SD 0.46 0.55 ± 0.13 0.58 ± 0.11
Area size ± SD 414 545 ± 185 362 ± 160

Measurements derived from the spared-V1 area of patients and the ret-
inotopically corresponding area of control subjects with and without AS:
mean pRF size (radius σ), median pRF size (radius σ), SD of the pRF size
distribution across area V1 activated voxels, and surface area of the signif-
icantly activated V1 region. For controls with and without the AS, the SD is
reported across subjects. All measurements are in degrees except area size,
which is in millimeters squared.
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We introduce a new method for measuring visual population receptive fields (pRF) with functional magnetic
resonance imaging (fMRI). The pRF structure is modeled as a set of weights that can be estimated by solving a
linear model that predicts the Blood Oxygen Level-Dependent (BOLD) signal using the stimulus protocol and
the canonical hemodynamic response function. This method does not make a priori assumptions about the
specific pRF shape and is therefore a useful tool for uncovering the underlying pRF structure at different spa-
tial locations in an unbiased way. We show that our method is more accurate than a previously described
method (Dumoulin and Wandell, 2008) which directly fits a 2-dimensional isotropic Gaussian pRF model
to predict the fMRI time-series. We demonstrate that direct-fit models do not fully capture the actual pRF
shape, and can be prone to pRF center mislocalization when the pRF is located near the border of the stimulus
space. A quantitative comparison demonstrates that our method outperforms the direct-fit methods in the
pRF center modeling by achieving higher explained variance of the BOLD signal. This was true for direct-fit
isotropic Gaussian, anisotropic Gaussian, and difference of isotropic Gaussians model. Importantly, our
model is also capable of exploring a variety of pRF properties such as surround suppression, receptive field
center elongation, orientation, location and size. Additionally, the proposed method is particularly attractive
for monitoring pRF properties in the visual areas of subjects with lesions of the visual pathways, where it is
difficult to anticipate what shape the reorganized pRF might take. Finally, the method proposed here is more
efficient in computation time than direct-fit methods, which need to search for a set of parameters in an
extremely large searching space. Instead, this method uses the pRF topography to constrain the space that
needs to be searched for the subsequent modeling.

© 2013 Elsevier Inc. All rights reserved.

Introduction

One of the great achievements of fMRI is the in-vivo characterization
of the functional organization of the human visual cortex. Earlymethods
for the retinotopic mapping of the visual cortex (DeYoe et al., 1996;
Dougherty et al., 2003; Engel et al., 1994, 1997; Sereno et al., 1995)
used ring and wedge stimuli, and reported a strong coherence between
the blood oxygen level-dependent (BOLD) signal arising in a voxel and
particular stimulus locations in the visual field. From these measure-
ments, the eccentricity and azimuth visual angle of each voxel can be es-
timated and this information can be used to define the borders between
early visual areas (Sereno et al., 1995; Wandell et al., 2007).

Recently, Dumoulin and Wandell (2008) introduced a new method
to model population receptive fields (pRFs) and quantitatively assess

their properties. This seminal approach allowed us for the first time to
measure quantitatively, in vivo, basic population receptive field proper-
ties in human visual areas. Like any method, however, this approach
also has its limitations. For example, it assumed that the pRF has an iso-
tropic Gaussian topographywhile the potentially suppressive surround
is not modeled. There have been subsequent approaches (Harvey and
Dumoulin, 2011; Zuiderbaan et al., 2012) which have used the same
principles with different pRF models, but in general any assumptions
about the receptive field structure puts some a priori constraints on
the ability to extract the pRF topography without necessarily strong
experimental justification. Inaccurate assumptions about the pRF to-
pography could lead to the wrong model and to potentially erroneous
estimation of pRF characteristics such as location and size. It would
therefore be useful to have a method that can provide information
about pRF topography in an unbiased manner.

To overcome theseproblems,we propose a newdata-drivenmethod
that estimates the structure of the pRF.Without assuming the pRF shape
a priori, wemodel the pRF as a vector ofweightswhich can be estimated
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from the fMRI time-series by solving a set of linear equations for each
voxel. This approach is similar to linear reverse correlationmethods ap-
plied in electrophysiology (Ringach, 2004; Simoncelli et al., 2004). By
avoiding a-priori assumptions, our method enables us to visualize pRF
features such as surround suppression, or the anisotropic shape of the
pRF. Visual inspection of the pRF topography can then guide the devel-
opment of more appropriate models for fitting the pRF weights. This is
particularly important in regions where the pRF shape is unknown.
Even in early visual cortex, exploring the pRF topography reveals that
pRF centers would be best modeled by an anisotropic Gaussian, in con-
trast to prevailing methods (Dumoulin andWandell, 2008; Harvey and
Dumoulin, 2011; Zuiderbaan et al., 2012). This approach yields an esti-
mate of the orientation and elongation of the pRF center in addition to
an estimate of its location and size.

In order to evaluate the method we proposed, we compared its per-
formance to that of direct pRF model fitting methods. Our method of
estimating the pRF center outperforms the direct-fit isotropic Gaussian
(DIG) (Dumoulin andWandell, 2008), the direct-fit anisotropic Gaussian
(DAG), and the direct-fit difference of isotropic Gaussians (DDoIG)
(Harvey and Dumoulin, 2011; Zuiderbaan et al., 2012) models by
i) explaining a larger part of the BOLD signal variance, and by ii) provid-
ing more accurate eccentricity maps. In addition, visualizing the pRF
topography as proposed here can make the subsequent modeling more
efficient in computation time by constraining the pRF shape prior to
the modeling. In contrast, direct-fit methods need considerably longer
computation time as they have to select the best set of parameters in a
much larger searching space.

Material and methods

Subjects

FMRI datawere acquired from4participants (2 females, ages 23–26).
All participants had normal or corrected-to-normal visual acuity. Exper-
iments were conducted with the informed written consent of each par-
ticipant and were approved by the Ethical Committee of the Medical
Faculty of the University of Tübingen.

Stimulus

While scanning, participants fixated a central spot (radius: 0.0375°;
2 pixels) while a moving bar aperture exposed a moving square-
checkerboard pattern with 100% contrast travelling across the visual
field. The checkerboard pattern aligned to the longitudinal axis of the
bar aperture moved in orthogonal directions of the bar movement.
The stimulus was presented only over the central part of the visual
field within a circular disk with radius 11.25°. The bar was moved se-
quentially in 8 different directions according to the following sequence
[0, 135, 270, 315, 180, 45, 90, 225°] (Fig. 1A), where angles are reported
counter-clockwise from the horizontal (0°) direction of the right visual
hemifield. The long axis of the bar was orthogonal to the drifting direc-
tion. In each direction, the bar drifted 24 steps with each moving step
being 0.9375°. The bar width was 1.875°. The position of the bar was
updated for every image volume acquisition. The visual stimuli were
generated with an adaptation of an open toolbox (VISTADISP), and
PsychToolbox (Brainard, 1997) in MATLAB (The Mathworks, Inc.). The
stimuli were presented through an MR-compatible goggle system
(VisuaStimDigital, Resonance Technology Inc., Northridge, CA, USA)
with min luminance = 0.39 cd/m2, mean luminance = 6.27 cd/m2,
and max luminance = 12.15 cd/m2 (lower photopic vision).

Data acquisition and preprocessing

All subjects participated in scanning sessions to obtain T1-weighted
anatomical volume and functional volume data. FMR and structural MR
imaging were performed using a 3T whole body scanner (Trio Tim,

Siemens, Erlangen, Germany) with a 12-channel head coil. Two
T1-weighted anatomical volumes (T1 MPRAGE scan) were acquired
for each subject and averaged to increase signal to noise ratio [matrix
size = 256 × 256, voxel size = 1 × 1 × 1 mm3, 176 partitions, flip
angle = 9°, TR = 1900 ms, TE = 2.26 ms, TI = 900 ms]. The structur-
al data were used for segmentation of anatomical data into white and
gray matter (Teo et al., 1997). Functional BOLD image volumes were
acquired using gradient echo sequences of 28 contiguous 3 mm-thick
slices covering the entire brain (repetition time [TR] = 2,000 ms,
echo time [TE] = 40 ms, matrix size = 64 × 64, voxel size = 3 ×
3 × 3 mm3, flip angle = 90°).

We performed 5–9 identical scanning sessions. In each functional
session, 195 image volumes were acquired, the first 3 of which were
discarded to allow for signal stabilization. Motion artifacts within and
between runs were corrected (Nestares and Heeger, 2000). The func-
tional images were co-registered with the averaged anatomical image
using a mutual information method (Maes et al., 1997). All these pre-
processing steps were performed using VISTA software (http://white.
stanford.edu/software/). After detrending fMRI data in each scan with
a cut-off frequency of 1 cycle per scan, all functional images across
scans were averaged to formulate a volume series of 192 images.

Estimation of pRF topography based on linear system analysis

To predict the fMRI signals, we used a linear model for the fMRI
response (Birn et al., 2001; Boynton et al., 1996; Friston et al., 1995;
Hansen et al., 2004; Worsley and Friston, 1995). As opposed to the
pRF model which directly uses a Gaussian model with a single sigma
(Dumoulin and Wandell, 2008) to fit the BOLD data, we first use the
BOLD data to estimate a weight vector representing the detailed topog-
raphy of the pRF. Then, in a second step,we select an appropriatemodel
to fit the observed pRF structure. The “stimulus presentation space” cor-
responding to a circular disk in the visual field, is represented as M
pixels with size of 0.0187 × 0.0187 degrees per pixel. The stimulus at
time t is denoted as s tð Þ∈RM and the pRF at voxel i is denoted as
pi∈RM . Under the linear model, the presentation of the effective stim-
ulus to the pRF of voxel i causes the following response:

r tð Þ ¼ pTi s tð Þ ð1Þ

After convolvingwith the canonical hemodynamic response function
(HRF) h(t), the prediction of the BOLD response di(t) at voxel i and time t
is obtained:

di tð Þ ¼ h tð Þ � pTi s tð Þ
� �

ð2Þ

The convolution in Eq. (2) is reformulated into:

di ¼ Kpi ¼ HSpi ð3Þ

where H is a matrix form for the convolution of h(t) and S = [s(1),⋯,
s(t),⋯, s(N)]T, (N: the number of volume instances). In our study, a
two-gamma function (Friston et al., 1998; Glover, 1999; Worsley et
al., 2002) with the default parameters in the VISTA software was
used as the canonical HRF as follows:

h tð Þ ¼ t=d1ð Þα1 exp − t−d1ð Þ=β1ð Þ−c t=d2ð Þα2 exp − t−d2ð Þ=β2ð Þ; ð4Þ

where d1 = 5.4,α1 = 5.98, β1 = 0.90, c = 0.35, d2 = 10.8,α2 = 11.97,
and β2 = 0.90.

Then, when the observed signal vector yi at voxel i is given, the
pRF pi can be estimated via a least-square fit:

Ji ¼ ‖yi−di‖
2 ¼ ‖yi−Kpi‖

2
: ð5Þ
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However, as this problem is underdetermined (i.e., N ≪ M), it is
necessary to exploit a mathematical trick and implement reasonable
constraints in order to solve this problem. The first solution is to use
the Moore–Penrose pseudoinverse (Haykin, 1999):

pi ¼ KTK
� �−1

KTyi ð6Þ

While this technique provided the solution of Eq. (6), it did not reveal
a smooth or clear topography for the pRF. The reason for this derives
from the fact that the linear problem is underdetermined and fMRI
signals are usually contaminated with various artifacts and noise. The
underdetermined problem can be solved by introducing additional con-
straints on the receptive field structure via a regularization technique
such as the ridge regression (using L2-norm minimization) (Hastie et
al., 2001; Hoerl, 1970; Jain, 1985), the lasso regression (using L1-norm
minimization) (Hastie et al., 2001; Tibshirani, 1996, 2011), and the
elastic-net regression (using combinations of L2-norm and L1-norm
minimizations) (Zou and Hastie, 2005). Generally, the lasso regression
and the elastic-net provide a sparser solution than the ridge regression,
but they are computationally expensive as they are not differentiable.

An appropriate method was selected as follows: a reasonable assump-
tion for the pRF shape is that it should be localized in the visual space
(i.e., sparseness in the distribution of weights; sparseness in the distribu-
tion does not guarantee localization in space, yet localization in space im-
plies sparseness in the distribution) and it should change smoothly in
space due to the fact that the pRF reflects aggregate properties of large
numbers of single units with different receptive fields. In our investiga-
tion, the ridge regression yielded pRF shapes that satisfy the assumption.
The lasso regression provided a sparse solution but not a reasonable pRF
topography (i.e., not localized and smooth). The elastic-net yields a sim-
ilar pRF shape to the one obtained by ridge regression since it also
includes the L2-norm minimization. Based on the above, we elected to
use the ridge regression technique for the estimation of the pRF vectors
discussed in this paper. Therefore, the model we use is based on the
ridge regression with a bias and is written as:

Ji ¼ ‖yi−Kþpþi ‖
2 þ λ1‖pi‖

2 ð7Þ

whereKþ ¼ K 1M�1
h i

,pþi ¼ pi α½ � (α is a constant value introduced
to account for the bias), andλ1 is a free parameter to control the extent to

Fig. 1. Illustration of the stimulus presentation protocol and themodeling of the pRF central region. (A) Stimulus presentation sequence. Checkerboard patternswere presented through a
bar aperture within the stimulus presentation space, which is a circular disk of radius 11.25°. The stimulation presentation space is marked with a blue dot circle (not shown during the
actual experiments). The barmoved sequentially in 8 different directions as indicated by the arrows. (B)Histogramof voxels as a function of the explainedvariance (EV) of each voxel's pRF
topography, illustrated here for λ1 = 5. At a region of interest from non-visually responsive voxels, themean of explained variance (0.11) of pRF topographies was calculated and used as
threshold to select visually responsive voxels. In the histogram, the area above the threshold (dashed red line) corresponds to visually responsive voxels. (C) Process followed inmodeling
of the pRF central region. The left upper, left bottom, and right panels show the pRF topography, thresholding at the cross-section (black arrow in the pRF topography) of the topography
(only for illustration purposes), and model evaluation, respectively. In the pRF topography of a visually responsive voxel, 3 central patches are obtained by thresholding at k = [0.3, 0.5,
0.7], which are denoted by the dashed red lines. Then, among these patches, the best model is selected by assessing the explained variance (EV) of each model. In this example voxel, the
model with threshold, k = 0.7, is selected as the bestmodel,mi. The text contains amore detailed account of themodeling processwith themathematical formulae and the calculation of
explained variance. Note that the appearance of bar patterns across the pRF center originates not from the pRF structure but from the use of the bar aperture. See the Results section for a
more detailed explanation. (D) Fraction of voxels that achieve a certain level of explainedvariance, across differentλ1 choices, in one subject. These graphs show thedistribution of only the
visually responsive voxels. Thedata from theother subjects behaved very similarly (not shown). The fraction is defined as the ratio of thenumber of voxels for a certainλ1 to themaximum
number of voxels across λ1 s that belong in the same EV bin (e.g., 0.1–0.3). At each EV bin, the fraction of voxels is plotted across λ1 = [0.1 0.5 1 5 7 10 13 16 20 25 30].
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which the least-square function is regularized. The solution of Eq. (7) is
given:

pþi ¼ KþT Kþ þ λ1I
þ� �−1

KþTyi ð8Þ

Where Iþ ¼ I 0M�1

01�M 0

� �
, I ¼

1 0 ⋯ 0
0 1 ⋱ ⋮
⋮ ⋱ ⋱ 0
0 ⋯ 0 1

2
664

3
775 ¼ RM�M

In our experiments, the screen resolutionwas 800 × 600 pixels, and
a circular disk circumscribed within a central square area composed of
360,000 (600 × 600) pixels was used to present the stimulus. The stim-
ulus size corresponding to the square was down-sampled to 101 × 101
to increase the computation efficiency (This value is the default setting
in the VISTA software; implementations of our algorithm were carried
out using VISTA software by replacing Dumoulin's method (Dumoulin
and Wandell, 2008)).

Modeling the central region of the pRF

Here,we define pRF center, pRF central region, and pRF centermodel.
The pRF center is the pointwhich exhibits themaximumpositive peak in
the receptive field and the pRF central region is the area that is positive,
surrounding the center point. These notions parallel the classical recep-
tive field terminology commonly used in physiology. The pRF center
model denotes the model we apply to fit the pRF central region.

In our model, there are two free parameters: the regularization
parameter,λ1, and the cut-off threshold to define the pRF central region,
k. For each value of λ1, topographies of pRFs were estimated for all gray
matter voxels and visually responsive voxels were identified (Fig. 1B).
For this, a region of interest (ROI) of a sphere with a radius of 10 mm
was created in a non-visually responsive area. Then, explained variance
(EV) was computed as:

EV pið Þ ¼ 1− ‖yi−Kþpþi ‖
2

‖yi‖
2 at voxel i ð9Þ

The mean EV (bEV > ≈ 0.1) in a non-visually responsive ROI
(e.g. a sphere of diameter 10 mm from the lowermedial prefrontal cor-
tex) was used as a threshold to select voxels that visually respond. The
mean explained variance in a visually non-responsive area corresponds
to the portion of the explained variance that could be due to noise. This
is a reasonable choice for setting the threshold for identifying voxels
that visually respond, since we want to err on the side of caution,
i.e. not exclude any visually responsive voxels from the initial pRF esti-
mate. After estimating the full pRF topography (pi) we need to define a
strategy for extracting the pRF central region. Typically, the structure of
the pRF has a dominant region while more distant visual field locations
have much smaller, potentially suppressive, contributions. Fig. 1C illus-
trates the strategy we use to identify and model the central part of the
pRF topography, which presents the dominant excitatory field (Fig. 1C).
First, the components of the pRF vector pi are normalized to lie between
0 and 1. Then, three regions of the pRF vector (corresponding to more
or less restrictive estimates of the pRF central region) at each voxel are
obtained by thresholding the topography at three values, k = [0.3, 0.5,
0.7]. The pRF topographypatch remaining after thresholding (i.e., each to-
pography of the pRF central region)wasfittedwith a 2D-Gaussianmodel:

exp −1=2 g−μð ÞT∑−1 g−μð Þ
� �

ð10Þ

whose center and dispersion are

μ ¼ xi; yi½ �T ð11� 1Þ

and

∑ ¼ cos θ − sin θ
sin θ cos θ

� �
⋅ σ2

1

σ2
2

" #
: ð11� 2Þ

To find the optimal parameters for each pRF central patch, we
applied a nonlinear curve-fitting method at voxel i and threshold k:

min
a;b;μ;∑

‖p>k
i −a exp −1=2 g>k−μ i

� �T∑−1
i g>k−μ i

� �� �
þ b‖2; ð12Þ

where pi
>k is the topography patch for the pRF central region at voxel i

and threshold k, and g>k the corresponding stimulus space, and a and b
are a scale and a bias, respectively. This implementationwas performed
via the optimization toolbox of MATLAB. After determining the param-
eters of the 2D-Gaussianmodel, the EV of eachmodel at each voxel was
obtained:

EV mk
i

� �
¼ 1

‖yi−β1Kmi;k þ β2‖
2

‖yi‖
2 ; ð13Þ

wheremi,k = exp(−1/2(g − μi)T ∑ i
−1(g − μi)) at voxel i and thresh-

old k, β1 and β2 are a scale factor and a bias, respectively. That is, each
voxel has 3 different models according to the threshold, k, defining the
pRF central region. Among the three different models, the best one was
selected with respect to the EV (Fig. 1C). Hereafter mi indicates the
model with the best threshold among the candidates.

To select the best λ1 across the range λ1 = [0.1–30], we considered
the distribution of voxels with EVs ranging from 0.1 to 0.9 binned in
intervals of size 0.2, (Fig. 1D). As λ1 increases, the fraction of voxels
with lower and intermediate EV values (0.1-0.7) was quickly saturated
(Fig. 1D), suggesting that itwas insensitive to high values ofλ1. However,
at the EV bin (0.7–0.9), the number started decreasing after reaching a
maximum (Fig. 1D). From this pattern, to maximize the mean EV in
low EV bins while minimizing the loss of the EV in the high EV bins,
we chose the lambda for which the mean fraction (thick black line in
Fig. 1D) of voxels across all of the EV bins reached 0.95. Data from all
other subjects showed similar results (not shown here). Hereafter, we
used the selected lambda for all the following analyses.

Estimates from the direct-fit models

Direct-fit methods first model the pRF shape as a certain parametric
model, and then find optimal parameters for the model to minimize the
residual between the observed fMRI signal and the signal predicted
from the model (Dumoulin and Wandell, 2008). This approach used a
two-stage coarse-to-fine search to reduce the computation time. In the
coarse search, sparsely sampled voxels were used to estimate parameters
in the grid fitting after spatial smoothing. That is, the grid fitting had
hundreds of thousands of sets of different parameters (e.g., 2-location
and 1-dispersion parameters per voxel in the DIG model), which were
assessedwith respect to the explained variance tofind the best parameter
set at an individual voxel. Then, after interpolating the parameters of all
gray voxels from the parameters of the sparsely sampled voxels, the
fine search was applied in unsmoothed raw data to further optimize the
parameter set.

The grid-search method in this approach requires a long computa-
tion time. Even though this approach permits the use of various models
such as the anisotropic Gaussian model and the difference of Gaussians
model, its applicability to testingmodels composed of more parameters
is limited because the search space increases exponentially with the
number of parameters.
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Comparison between methods

We compared our method with the previously described method
that directly fits isotropic Gaussian (DIG) models (Dumoulin and
Wandell, 2008). Even though many recent studies only tested DIG
models (Dumoulin and Wandell, 2008; Levin et al., 2010; Winawer
et al., 2010), to be fair, we further compared our method with the
directly fitting anisotropic Gaussian (DAG) method.

For a quantitative comparison, we used a cross-validation strategy
by using a ‘leave-one-scan-out’ method. That is, for each turn, data
from a single fMRI scan were left out for testing while data from all
remaining scans were used to estimate the model. This process was
repetitively performed for all scans. Since we collected a different
number of scans in subjects, ‘x’-fold cross validation was performed,
where ‘x’ indicates the number of scans in each subject. Each time,
the comparison test was performed by measuring the amount of var-
iance accounted for by the estimated model.

For the model estimation in the training data, we considered only
patches covering the central region of the pRFmodel that weremodeled
as two-dimensional Gaussians because the main aim of our modeling
here was to estimate the pRF central area. Note that this comparison
used patches from the models rather than the extracted area from the
topography since the direct fitting methods cannot provide the topogra-
phy. The patchm>thr which covered the central region of the pRFmodel
was obtained by thresholding the normalized Gaussian models (i.e. a
magnitude of 0-1) with a range of thr = {0.1, 0.3, 0.5, 0.7} after building
the models (i.e., exp(−1/2(g − μ)T ∑ −1(g − μ)) in our and DAG

approaches and exp − 1
2σ2 g−μð ÞT g−μð Þ

� �
in the DIG approach

(Dumoulin and Wandell, 2008) with the estimated parameters. We call
this value the threshold for the pRF central region. The threshold value
of 0 indicates a complete stimulus area. Then, we assessed how much
variance the patch from each method explains in the testing data:

EV m>thr
i

� �
¼ 1−

‖yi− β1d
>thr
i þ β2

� �
‖
2

‖yi‖
2 ð13Þ

Wheredi>thr = HS>thrmi
>thr, S>thr is the stimulus area corresponding

tomi
>thr (central patch after thresholding the best model,mi, at thr), and

β1 and β2 are a scale factor and a bias, respectively.
This comparison was performed at the voxels where the EV of either

theproposedmodel, or theDIG/DAGmodelwas above 0.2 (small enough
to include all early visual areas). The use of the union set means that
voxel selection was not biased to either method. To avoid penalizing
the direct-fit methods that completely miss pRF parameters in some
voxels (leading to EV = 0 despite EV from the proposed >0.2) we
excluded those voxels. On the contrary, we did not exclude any voxels
estimated by our method; therefore this gives an advantage to the
direct-fit methods in the comparison. More specifically, in the first
stage of computation the direct-fit method performs pRF estimation
only in the sampled voxels after spatial smoothing and the subsequent
interpolation process derives the model parameters along all cortical
voxels from the parameters of the sampled voxels. This interpolation
processmight sometimes provide completely different parameter values
from the actual ones by estimating model parameters from sampled
poor BOLD signals. Therefore, good signals could be excluded in the
later optimization stage (see Appendix A for more details).

To avoid potential errors of pRF center estimation near the border
of the stimulus space, the comparison was performed only on pRFs
whose center resides within the stimulus space for both methods,
and which have EV above 0.2. This is also a relative disadvantage for
our method that provides more accurate estimates of the pRF centers
near the border of stimulus space (see Results section).

In order to compare themodelswe evaluated their ability to estimate
the pRF center over the central region of the receptive field as defined by
the thresholded topography. This is a fair comparison, particularly since

the DIG and DAG models intrinsically assume that the pRF consists
only of a strong excitatory field without any surround inhibition and
therefore will be prone to errors arising from the existence of the sur-
round. On the other hand, Zuiderbaan et al. (2012) used the direct-fit
difference of isotropic Gaussians (DDoIG) to account for the surround
inhibition as well as the excitatory center. Therefore, we also compared
the proposed and DDoIGmethods for the pRF center modeling as above.

Results

PRF topographies and comparison between pRF center models

We ensured that ourmodel could estimate reasonable pRF structures
based on the assumption of localization and smoothness in space
(Fig. 2A), enforced by regularization (seeMaterial andmethods section).
In the typical topography, we observe one strong positive peak and
weaker bar patterns crossing the peak (Fig. 2A). The strong positive
peak corresponds to the pRF center since it is located in themost respon-
sive position. The appearance of bar patterns in the topography is associ-
ated with the fact that areas along directions of the bar movements
across the pRF center are stimulated at the same time as the pRF central
region. That is, while the pRF central region evokes a robust BOLD
response eight times (from 8 bar sweeps), the non-central bar areas
along each orientation that are simultaneously stimulated with the cen-
ter induce a BOLD response twice (from 2 sweeps in each orientation)
and thus crossing bar patterns appear appropriately weaker in the
topography.

The central region of the pRF topography was modeled with an
anisotropic Gaussian in our method. This model was qualitatively com-
pared to direct-fit methods (Dumoulin and Wandell, 2008). As shown
in Fig. 2B, the DIG method could not capture anisotropy in the pRF by
definition (being isotropic), while direct-fit anisotropic models (DAG)
can capture anisotropies better. However, even the introduction of an-
isotropy in the model, i.e. DAG, could not capture the pRF orientation
as well as the proposed method (see voxel 141960 in Fig. 2B). Further-
more, either direct-fit method could not localize the pRF center as well
as the proposedmethod (see voxels 129112 and 321775 in Fig. 2B). This
is probably because the direct-fit methods minimize the residual
between their prediction and the observed fMRI signal regardless of
the actual location of the pRF center region (Fig. 2B).

For a quantitative comparison, we used cross-validation tests by
employing a ‘leave-one-scan-out’ method (see Material and methods
section). Specifically, after obtaining the mean explained variance
(mEV) at each voxel from the testing data, the distributions of the
mEV difference between the two methods were plotted at each voxel.
EVs were obtained only taking into account the pRF center regions,
whichwere determined using the thresholds [0.1–0.7] for eachmethod.
This comparison showed that the method we propose performs better
as threshold increases, leadingmore voxel EVs to bepositive and greater
than EVs estimated with the DIG or DAG models (Fig. 3; EV-diff > 0.05
with p > 0.5 at thr = 0.1, and EV-diff > 0.05 with p b 1e−10 for
thr = 0.3, 0.5, 0.7 for both DIG and DAG models; one-tailed t-test.).
This implies that the proposed method models the pRF center region
better than direct-fit methods. As expected, the difference between
the two methods is smaller at lower thresholds. This is because direct-
fit methods optimize the parameters in the full stimulus space, while
the topography-based method selects the local area of the pRF center
prior to model optimization. Since the pRF center resides in the local
stimulus space (narrowing its localization to within a few degrees of
visual angle) compared to a range of ~11° (stimulus space radius) for
the full stimulus space, optimizing the pRF parameters in the full stim-
ulus space leads to a less accurate estimate, and lower EVs.

The direct-fit methods sometimes yield pRF models with centers at
higher eccentricity than the radius of the stimulus presentation area
(i.e., the pRF center can be located outside the stimulus presentation
space; see Fig. 4). Since our method estimates the topography it can
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better optimize the model fit for voxels whose pRF center falls outside
the stimulus space outperforming the direct-fit methods there. To
ensure that this is not the only reason we outperformed the DIG and
DAG methods, we performed the same analysis restricted to voxels for
which the eccentricity of the pRF center from both models falls within
the stimulus space. This comparison also shows that the method we
propose performs better as threshold increases, leading to more voxel
EVs to be positive and greater than EVs estimated with the DIG and
DAG models (Supplementary Fig. 1; EV-diff > 0.01 with p > 0.5 at
thr = 0.1, and EV-diff > 0.01 with p b 1e−10 for thr = 0.3, 0.5, 0.7
for both DIG and DAG models; one-tailed t-test.). These results show
that the proposed method is more robust in estimation of pRF center

parameters both within and outside the stimulus presentation space
than direct-fit methods. Note that this is the case despite the fact that
this comparison was chosen to be biased in favor of direct-fit methods:
i.e. we excluded voxels that could not be reliably modeled with the
direct-fit methods because of their proximity to the stimulus border.

Eccentricity and polar angle maps

We compared the eccentricity maps for the three methods. Differ-
ences between the maps were mainly observed at high eccentricities
(Fig. 4A). The proposed method yielded more voxels than the DIG and
DAG methods with centers at 8–11.25° eccentricity, but fewer voxels

Fig. 2. Topography of the pRFs and model fitting the pRF center region. (A) Examples of the pRF topography at 3 different voxels. (B) The left, middle, and right columns show the
corresponding pRF models with the direct-fit isotropic Gaussian (DIG) (Dumoulin and Wandell, 2008), the direct-fit anisotropic Gaussian (DAG), and the proposed (topography
based anisotropic Gaussian) approaches, respectively. Normalized pRF weights are plotted in the range between [0 and 1].

Fig. 3. Histograms of the differences in mean explained variance between the proposed, and the DIG (top row) and the DAG (bottom row) methods obtained by cross validation
(see methods). In each subject, after ‘x’-fold cross validation according to the number of scans (i.e., ‘x’ is the number of scans acquired in each subject; it produced ‘x’ explained
variances for each voxel), the mean explained variance (mEV) at each single voxel was obtained. The explained variance (EV) from the direct-fit isotropic Gaussian (DIG)
(Dumoulin andWandell, 2008) and the direct-fit anisotropic Gaussain (DAG) method were subtracted from the EV from the proposed method voxel by voxel and data were pooled
over all 4 subjects. In the figures, the EVs for each model were obtained only taking into account the pRF center region, and the pRF center regions were determined by thresholding
the models at [0.1, 0.3, 0.5, 0.7], respectively (see methods). The black vertical broken lines indicate an EV difference of 0, and the Y-axis (number of voxels) is truncated above 5000
for ease of visualization. This examination shows larger differences between the proposed, and the DIG and the DAG methods with the threshold increase (for both methods,
EV-diff > 0.05 with p > 0.5 at thr = 0.1, and EV-diff > 0.05 with p b 1e−10 at thr = 0.3, 0.5, 0.7; one-tailed t-test).
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Fig. 4. Comparison of eccentricity maps derived from the proposed method versus direct-fit models. (A) Eccentricity maps from one subject are illustrated. From the top to the bottom
row, eccentricity maps are shown for the full eccentricity range, for 8–11.25°, and for >11.25° of eccentricity, respectively. The panels left to right show eccentricity maps from the DIG
(direct-fit isotropic Gaussian), theDAG (direct-fit anisotropic Gaussian), and the proposedmethods, respectively. (B) PRF topographies from the 3 locations shown in (A). In panel (A), the
locations are indicated by *, **, and ***, respectively. On the top of each panel, the pRF center eccentricity in degrees and the corresponding explained variance is shown. Normalized pRF
weights are plotted in the range between [0-1].
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with centers beyond the border of the stimulus presentation space,
i.e. >11.25° (Fig. 4A). In addition, the eccentricity maps derived from
the direct-fit models exhibit discontinuities by showing some regions
where distant eccentricities intermingle (areas outlined by the white
dashed lines in Fig. 4A). This differs from the results of our method,
which leads to relatively gradual changes in the eccentricity map. For
example, in Fig. 4, the non-physiological distinct eccentricity “island”
patterns (inside the dashed circles) seen with the direct-fit methods
are far less prominent using the method we propose here. To illustrate
the difference, we examined the pRF topography at the voxels marked
with * and ** in Fig. 4A. In the first voxel (*), the DIG, the DAG, and the
proposed method estimated the pRF center to lie at 12.4°, 13.1°, and
7.8° eccentricity with explained variances of 0.77, 0.79, and 0.79,
respectively (Fig. 4B). In the second voxel (**), the corresponding num-
bers are 21.3°, 14.4°, and 7.3°with explained variances of 0.31, 0.53, and
0.53, respectively. For both voxels, the pRF topographies (Fig. 4B) clear-
ly show that the pRF center is well within the stimulus space indicating
that our method provides more accurate results in this range of eccen-
tricities. This is even more striking for voxels whose pRF centers, as
estimated by the direct-fit models, lie at eccentricities >11.25°. Mark-
edly fewer voxels are estimated to have centers that lie in this eccentric-
ity range using our method compared to estimates derived from the
direct-fit models (Fig. 4A). An example is the voxel marked with *** in
Figs. 4A and B. Note again that its center is estimated erroneously to
lie at 21.5° and 20.3° with the DIG and DAG methods, as compared to
8.6° with the method proposed here. Inspired by these examples, we
examined the relation between the difference in eccentricity and the
difference in explained variance of the pRF-center estimates derived
from the proposed versus the direct-fit methods (see Supplementary
Fig. 2). Supplementary Fig. 2 shows that pRF center estimates derived
by direct fit methods that lie in high (non-physiologic) eccentricities
do not typically lead to higher explained variance as compared to the
proposed method. These results would originate from the fact that
direct-fit methods minimize the residual between the actual BOLD sig-
nal and their prediction without first constraining the location of the
pRF center. Therefore, noisy or suppressive surround regions distant
from the true pRF center can contribute significantly to explained vari-
ance estimates and lead to erroneous or biased fitting of the pRF center.
On the other hand, the proposed method first suppresses low SNR
responses in the pRF topography via regularization (see Eq. (7)) and
then fits a model to the high SNR peak of the pRF topography.

We then examined the distribution of the voxels' eccentricity esti-
mated by the 3 different methods (Fig. 5). A strong bias is observed at
high eccentricities in the histogram of the two direct-fit methods,
seen at ~22.5°. This is particularly evident in the DIG method, but
does not appear at all in the proposed method. This bias is not phys-
iological, given the known properties of population receptive field
size as a function of eccentricity, particularly for early visual areas
(Burkhalter and Van Essen, 1986; Felleman and Van Essen, 1987;
Gattass et al., 1981, 1987; Newsome et al., 1986). Moreover, this
result is inconsistent with the previous finding that the number of
voxels gradually decreases with increase of eccentricity (Daniel and
Whitteridge, 1961; Hubel andWiesel, 1974). For the proposedmethod,
another bias was observed at eccentricities near the border of the stim-
ulus presentation space. This happens particularly when voxels with
low explained variance (EV > 0.2) are included (Fig. 5). This bias man-
ifests as a sharp drop in the histogram peak as pRF center eccentricity
crosses the stimulus space border. This happens because the proposed
method tends tomap the center of pRFs that are truncated by the stim-
ulus space border inside that border, even though sometimes they may
be located outside the stimulus space (see Fig. 6C). The proposed
method models pRFs with centers just outside the stimulus presenta-
tion spacewith a smaller error than direct-fit methods because it calcu-
lates the model based on the thresholded excitatory fields observed in
the pRF topography. PRFs with centers far outside the border of the
stimulus presentation space are unlikely to yield strong excitatory fields

within the stimulus presentation space in the pRF topography. As the
threshold for the explained variance increases both biases are degraded
by removing inaccurate estimates arising from low SNR signals (Fig. 5
and Supplementary Fig. 3). Nonetheless, the direct-fit methods still
result inmany voxels whose pRF center resides far outside the stimulus
space, e.g., greater than 5° distant to the stimulus space border, whereas
the proposed method does not.

In addition, the proposed method identified more voxels with
higher explained variance (e.g., 0.4) in all visually responsive voxels
(Fig. 5), as well as in the visual field maps of areas V1-3 specifically
(Supplementary Fig. 3). Since pRF centers lying at eccentricities 6–8°
are unlikely to be truncated by the border of the stimulus presentation
aperture (11.25°), the superior performance of the proposedmethod in
explaining variance results at least in part from the accurate capture of
pRF center shapes.

We examined the relationship between eccentricity and explained
variance (Supplementary Fig. 4). Given the relationship between pRF
size and eccentricity (Burkhalter and Van Essen, 1986; Felleman and
Van Essen, 1987; Gattass et al., 1981, 1987; Newsome et al., 1986), pRF
centers lying far beyond the stimulus presentation area are expected to
yield lower explained variances than those just outside the stimulus pre-
sentation area. Ourmethods of pRF center estimation obeys this expecta-
tion. In contrast, direct-fit methods yield high explained variance even
for voxels whose pRF centers lie far beyond the stimulus presentation
space. This further suggests that pRF centers estimated by the direct-fit
method to lie far beyond the stimulus space are unlikely to be correct.

In Figs. 6A, B, and Cwe illustrate the conditions underwhich different
pRF estimation methods could potentially misbehave. When the pRF
center is inside the stimulus space, an anisotropic Gaussian model can
reliably identify the pRF properties (Fig. 6A) regardless of whether the
true pRF is isotropic or anisotropic. If the true pRF center is outside the
stimulus space and the pRF central region is isotropic, an isotropic
model may, in principle, better estimate the true pRF center (Fig. 6B).
Regardless of the pRF actual shape, however, the DIG and DAGmethods
tend to mis-localize the pRF center when it lies near the stimulus space
border leading to the large, non-physiologic, bias seen at large eccentric-
ities (Fig. 5). This is because these methods minimize the residual
between the actual BOLD signal and its prediction without constraining
the stimulus space over which the optimization is done. This bias is
stronger in the DIG method in part because pRFs are not necessarily
isotropic, and in part because errors in pRF localization from models
assuming isotropy can be large and biased towards high eccentricities
(see pRF C2 in Fig. 6C).

For the proposedmethod, the pRF centermodeling can be successful-
ly performed only for the pRF center located within the stimulus space.
On the other hand, when the pRF center is outside the stimulus space,
the subsequent modeling process is prone to identify one location of
the stimulus space border as the pRF center (pRF C1 in Fig. 6C). These
qualifications notwithstanding, the method proposed here results in
more accurate positioning of the pRF center than the directly-fitting
models (Dumoulin and Wandell, 2008). This is because having access
to the pRF topography allows us to constrain the central region of the
pRF prior to fitting, and because even for pRF topographies that are in
part outside the stimulus presentation space, the actual pRF centers are
likely to lie close to the border of the stimulus presentation space asmen-
tioned above. This is because the typical pRF size at corresponding eccen-
tricities in early visual areas remains restricted below 5° (Burkhalter and
Van Essen, 1986; Felleman and Van Essen, 1987; Gattass et al., 1981,
1987; Newsome et al., 1986). Regardless ofwhat shape the pRF structure
is outside the stimulus presentation space, direct-fit methods are subject
to large errors in localizing the pRF center when it lies outside the stim-
ulus presentation space (e.g., C2 of Fig. 6C). In contrast, even when it is
unable to precisely identify the exact pRF center location, the proposed
method can at least give us an approximate estimate of the pRF center
location by extrapolating from the portion of the true pRF topography
that lies within the stimulus presentation space.
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On the contrary, comparing polar anglemaps showed no discernible
difference between the models (Fig. 7). As shown in Figs. 6 A and B,
even when the pRF center is outside the stimulus space, similar polar
angles are estimated with both methods if the dominant peak (i.e., a
part of the pRF center) is at least observable near the border of stimulus
space. In other words, the polar angle of the pRF center is dependent on
the location of its peak, and thus estimates frombothmethods are likely
to be similar (Figs. 6A and B). Even though the direct-fit models are not
constrained by pre-calculating the pRF topography, all the methods
provided polar angle estimates similar to those of the actual pRF centers
(as determined by the topography).

pRF size estimates using different methods

We also examined whether the proposed method yielded different
relationships between pRF size and eccentricity in comparison with
the DIG and DAG methods (Fig. 8). For this analysis, the pRF size was
defined as the single Gaussian dispersion parameter σ for the DIG and
(σ1 + σ2)/2 from Eq. (11-2) for the DAG and the proposed methods.
The comparison was performed in the visual field maps V1-3 of the

left hemisphere of all 4 subjects. For this comparison,we selected voxels
with explained variance above 0.4 in the visual fieldmaps of areas V1-3
and then plotted the relationship between pRF size and eccentricity for
eccentricities 2–9°. For these eccentricities modeling of the pRF centers
was reliable for all three methods given the bar aperture size, sweep
step, and stimulus space extent that we have used (see Fig. 8 and also
Figs. 4–5). This comparison showed that while all the 3 methods
showed similar linear relationships between pRF size and eccentricity,
the proposed method modeled pRFs across V1-3 more reliably than
the DIG and DAG methods as it identified more voxels with EV > 0.4.
These results support that the higher explained variance obtained
with our method did not originate from arbitrary capturing of the pRF
shape.

Presence of surround suppression in the pRF

The visualization of pRF topographies allowed us to observe evidence
of surround suppression. To examinewhether the proposedmethod can
capture characteristics of surround suppression, we carefully examined
the pRF topographies and the raw BOLD signals. Surround suppression

Fig. 5. Histogramof eccentricity derived by 3 differentmethods (DIG, DAG, and the proposed). Histograms of voxelswith explained variance above 0.2 (top) and above 0.4 (bottom) are shown.
This distributionwas obtained fromall 4 subjects. Panels from the top and bottom rows show the number of voxelswith explained variance above 0.2 and 0.4, respectively. Blue shaded regions
denote the stimulus presentation space, and the Y-axis (number of voxels) is truncated above 10,000 for ease of visualization. The direct-fit methods havemanymore voxels whose pRF center
lies at eccentricities much greater than the border of stimulus space, as compared to the proposed method. Direct-fit methods show a strong non-physiologic peak at the highest eccentricity
(~22°),which is particularly evident for thedirect-fit isotropicGaussian (DIG)modelwhenvoxelswith EV > 0.2 are considered.On the other hand, theproposedmethodmaps thepRF center of
many voxels near or just inside the stimulus space border. For voxelswith EV above 0.4, the direct-fitmethods (particularly DIG) still showmany voxelswith eccentricities beyond the stimulus
space, while the bias of the proposed method is much reduced and it shows much fewer voxels with centers outside the stimulus space.

Fig. 6. Schematic illustrations comparing anisotropic and isotropic models, and direct-fit models. (A-B) Illustrations of anisotropic and isotropic models. The light gray disk delineates the
stimulus space. The dark gray ellipsoid/circle represents the true pRF. The black and the red dashed lines contrast fits obtained by an anisotropic and an isotropic model, respectively. The
blue dot and line denote the origin and the polar angle of the pRF center. The black and red dots denote the corresponding pRF centers. In a pRFwhich has an anisotropic topography located
near the edge but inside the stimulus space, the anisotropic model would correctly identify the location of the center, but the isotropic model would not (A). When the true pRF center is
outside the stimulus space and the true pRF center has circular topography, the anisotropic model would fail, but the isotropic model would succeed (B). In panels A–B, different models
provide different eccentricities but similar polar-angles. (C) Illustration of potential pitfalls of the direct-fit and the proposed methods. The thick black line indicates a cross-section from
the topography, where thepRF center is outside the stimulus space. The red- and blue- dashed curves denote two differentmodels that can properlymodel the cross-sectionwithin the stim-
ulus space. C0, C1, and C2 denote the actual pRF center and the centers of two models, respectively. When actual center C0 is given, the proposed and the direct-fit methods are prone to
estimate C1 and C2 as the center respectively, illustrating that differences can occur between models fitting similar data.
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manifests in the topography as a suppression or disappearance of the
crossing bar patterns near the pRF central region (Fig. 9A). This suppres-
sion particularly occurs when negative BOLD responses (NBR) are ob-
served (Fig. 9A). For instance, when the bar aperture moved from the
left to the right, the bar pattern faded away before reaching the positive
peak (left panel of Fig. 9A). Correspondingly, a negative dipwas observed
before the main positive BOLD response (see the first red circle in
Fig. 9A). To illustrate how surround suppression is related to the NBR, a
hypothetical2 pRF model with surround suppression was considered by
using the difference of two Gaussians (DoG) (Fig. 9B). This choice was
based on the assumption that NBRs can be explained by convolving
the response from the surround of the pRF (e.g., −0.3G (6,0,5,4,0) in
Fig. 9B) with the HRF under the linear assumption (Zuiderbaan et al.,
2012). Using this hypothetical model, an estimate of the BOLD signal
was generated by using the stimulus protocol applied in our experiment
and the canonical HRF. The proposed method was then applied to esti-
mate the pRF topography (Fig. 9C). In this topography crossing bar pat-
terns disappeared near the pRF central region (Fig. 9C) because of the
surround inhibition introduced in the generating model (panel B). As
expected, theDoGmodel yielded negative dips in the BOLD signal imme-
diately before or after themain BOLD peaks caused by stimulation of the
pRF central region (Fig. 9C). These results closely match the actual BOLD
response and the actual pRF topography of the voxel shown in Fig. 9A.
Then we modeled the pRF from the topography shown in Fig. 9C using
one single Gaussian (i.e. ignoring surround suppression), and predicted
the BOLD responses. The predicted BOLD signal (Fig. 9C, green curve)
did not show strong negative dips (Fig. 9C). This exercise confirmed
that the observed negative dips can be interpreted as an effect of sur-
round suppression, which a single Gaussian model does not capture.
The proposed method can therefore be used to model pRFs with center
surround structure.

A question ariseswhether the improved performance of themethod
we propose could be due to the existence of the inhibitory surround.
This might be because the proposed method uses a thresholding step
to separate the pRF central region from the full pRF topography (that
includes the surround) before fitting, which the DIG and the DAG
methods could not do. In order to investigate whether this is the case,
we also compared the proposed method to the direct-fit difference of
isotropic Gaussians (DDoIG) model (Harvey and Dumoulin, 2011;
Zuiderbaan et al., 2012). The DDoIG model models the surround sup-
pression as an additive negative isotropic Gaussian and can therefore
take into account the symmetric aspects of surround suppression
while modeling the pRF center. For this comparison, we used only

isotropic Gaussians to build the pRF center and surround model in the
direct-fit method, following the approach of (Harvey and Dumoulin,
2011; Zuiderbaan et al., 2012). In fact, anisotropy in the pRF center
has been revealed in our study through direct observation of the topog-
raphies; it has not been assumed in previous studies (Harvey and
Dumoulin, 2011; Zuiderbaan et al., 2012). Moreover, given the present
computing power of PCs, it is impractical to introduce anisotropic
Gaussians for the pRF center and surround in the direct-fit method as
the computation time increases dramatically.

It is important to note that there are also other reasons not to model
the surround in this study. Specifically, although the pRF topography
from the proposedmethod reveals the presence of surround suppression
for some voxels (Fig. 10), the surround suppression generated by our
stimulation protocol was generally weak, making it thus difficult to
1) separate surround suppression from noise artifacts, and to 2) dissoci-
ate the late dip of the hemodynamic response function (i.e., the negative
gamma function of Eq. (4) following an early strong excitatory response)
from the weak negative BOLD response of surround suppression. Fur-
thermore, the extent of suppression might be asymmetric (like the cen-
ter) along different directions than the pRF center and partially depends
on the regularization parameter λ1 of Eq. (7). Furthermore, a recent
study by (Goense et al., 2012) reported a larger nonlinearity in the neg-
ative BOLD response than in the positive one, which further hinders the
estimation of the surround. Therefore, we examined whether the esti-
mate of the pRF center derived from the DDoIG model (Harvey and
Dumoulin, 2011; Zuiderbaan et al., 2012), could outperform the estimate
of the pRF center model derived from the proposed method.

The difference in explained variance between the proposed and the
DDoIGmethod for pRF centermodeling (Fig. 10) is smaller than the one
between the proposed, and the DIG and DAGmethods (Fig. 3). This sug-
gests that inclusion of the surround suppression in the pRF modeling
improves the estimate of the pRF center (Supplementary Fig. 5). How-
ever, as we demonstrate in Fig. 10, despite introduction of the surround
suppression in the direct-fit method, the direct-fit method could not
outperform the proposed method in modeling the pRF center. Specifi-
cally, our method resulted in equal or higher explained variances com-
pared to the DDOIGmethod for all thresholds tested: EV-diff > 0.1 with
p > 0.5 at thr = 0 (whole stimulus space), and EV-diff > 0.1 with
p b 0.05 at thr = 0.3 and p b 1e-10 at thr = 0.5, 0.7; one-tailed t-test.
In addition, theDDoIGmethods still had the problemof erroneousmap-
ping of the pRF centers into high eccentricities beyond the stimulus
space (Supplementary Figs. 2–4). This implies that a) constraining the
pRF central region and b) capturing the anisotropy of the pRF as indicat-
ed by the pRF topography is required to model the pRF center more
accurately.

For the pRF size in relationship to eccentricity, the DDoIG method
provided a similar result to the ones of the DIG, the DAG, and the pro-
posed method (Supplementary Fig. 6).

2 The use of term “hypothetical DoG”was decided because even though the negative
BOLD response is a solid concept, we do not really know whether its shape conforms to
the DoG model we used, which assumes the surround represents a negatively shaped
Gaussian centered at the peak of the response.

Fig. 7. Polar angle maps of the 3 different methods in the left hemisphere of a subject are similar to each other.
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Discussion

Here, we propose a newmethod for estimating population receptive
field (pRF) parameters, such as retinotopic location and spatial structure,
in vivo by fMRI. Our method allows us to reconstruct and visualize the
visual field topography of the pRF, and has several advantages over pre-
viously proposed methods (Dumoulin and Wandell, 2008; Engel et al.,
1994; Harvey and Dumoulin, 2011; Zuiderbaan et al., 2012). First, our

approach enables us to observe the pRF shape before fitting, allowing
us to choose an appropriatemodel that fits the structure of the data. Sep-
arate fits can be made for the pRF center region and the surround, facil-
itating the extraction of information about the latter. In addition, the
proposed method is computationally more efficient than the direct
fitting method. The direct fitting method (Dumoulin and Wandell,
2008; Harvey and Dumoulin, 2011; Zuiderbaan et al., 2012) requires
searching over very large model-parameter spaces by assessing the

Fig. 9. Surround suppression can be indentified in the pRF topography. (A) PRF topography and BOLD signal response arising at a voxel. In the topography, bar patterns fade away near the
pRF center as a sign of inhibition. The BOLD signal trace demonstrates the presence of occasional strongnegative dips before and after BOLDpeaks. This negative dips (e.g., red circles)matches
the spatial locationswhere the bar patterns fade away.Normalized pRFweights areplotted in the range between [0 and1]. (B) To illustrate how the features observed in (A) arisewemodeled
a pRF centerwith surround inhibition as a difference ofGaussianswith pre-specifiedparameters (center location, μ, and covariancematrix,Σ). To incorporate surround suppression in the pRF
center model G(6,0,2.5,2,0), a Gaussian with twice the sigmas of the center model and scaled by 0.3 was subtracted from the center model. This model was then used to estimate the BOLD
signal response in panel (C) Estimated BOLD signal response generated from the hypothetical ‘Model’ in Figure B and the corresponding pRF topography estimatedwith the proposedmeth-
od. Similar to the pattern seen in the actual voxel plotted in (A), stimulationwith a longitudinal bar aperture leads to crossingbar patterns as the barmoves across thepRF center. As in (A)bar
patterns are seen to disappear near the pRF central region because of surround suppression. The right column shows estimated BOLD time series (blue) generated from the ‘Model’ in panel B
and the prediction (green) generated by using solely a pRF center model. The pRF center model is estimated only from the pRF central region segregated from the full topography (see
Material and methods section). For comparison, the dc value of the prediction signal is matched to that of the BOLD signal. While the BOLD signal from the ‘Model’ in B has negative dips
before and after the peaks evoked by stimulation of the pRF center region (red circles; similar to Figure A), its prediction using solely the pRF center model does not.

Fig. 8. Relationship between pRF size and eccentricity for DIG, DAG and the proposedmethod.Mean pRF size is plotted against visualfield eccentricity in areas V1-3 of the left hemisphere
of all 4 subjects. The plots include voxels with explained variance above 0.4 and eccentricity within 2–9°. Error bars represent the standard error of the mean.

154 S. Lee et al. / NeuroImage 81 (2013) 144–157



explained variance of amodelwith each candidate set of parameters and
selecting the best one. This means that the computation time exponen-
tially increases with the number of parameters limiting the application
of this approach to a variety of models with few parameters. In contrast,
the proposed method uses the pRF topography as a starting point,
which already constrains the space of search for possible parameters
(e.g., the peak location in the topography constrains the range of possi-
ble locations of the pRF center, while the spread of the pRF center in the
topography constrains the standard deviation of the Gaussian model)
making it possible to estimate a model with more parameters in less
time. In addition, even though the direct fitting method tries to reduce
the computation time by sparsely-sampling voxels in the first stage of
parameter estimation, this method still requires model evaluation in
all sampled voxels to select visually responsive voxels, and is prone to
missing some visually responsive voxels (see Appendix A). The pro-
posedmethod is more efficient in computation time by selecting visual-
ly responsive voxels from the explained variance, which is obtained
from the pRF topography via a matrix–vector multiplication.

The method we propose results in a pRF center model that
explains a higher proportion of the variance both in lower eccentricities
(Supplementary Fig. 1), i.e. away from the stimulus presentation border
and in all eccentricities (Fig. 3). This is in part because we restrict the
stimulus space to be modeled by thresholding the pRF topography
prior to applying amodel fit to its center. This makes the final modeling
step less susceptible to noise contamination and surround suppression
presence. In contrast, the DIG and DAG methods minimize the residual
between the actual BOLD signal and the prediction of the pRF-center
model over the full stimulus space, and is more susceptible to noise
and the surround suppression.

Moreover the DIG (Dumoulin and Wandell, 2008; Levin et al., 2010;
Winawer et al., 2010; Zuiderbaan et al., 2012), DAG, andDDoIGmethods
provide less reliable eccentric maps, especially near the border of the
stimulus presentation space. Fig. 4 shows that for direct-fit methods
the minimum residual can sometimes be obtained with model parame-
ters distant to the true ones, providing less reliable eccentricity maps. By
contrast, the receptive field estimation method we propose here reflects
relatively more accurate eccentricity of the pRF centers, because it is
based on calculating and thresholding the pRF topography prior to
performing the final model fitting. This difference is particularly clear
near the stimulus space border (see Figs. 4 and 5). The erroneous
mis-localization of the pRF centers near the stimulus space border by
the direct-fit methods leads to a strong non-physiological bias in the
eccentricity map, which persists even after removing voxels with low
explained variances (Fig. 5). This is manifested by the large number of
pRF centers estimated to lie at very high eccentricities, i.e. >5° beyond
the stimulus space border (see Fig. 5 and Supplementary Fig. 3). This
non-physiological mapping of pRF centers to distant eccentricities
happens because the direct-fit methods minimize the residual over the
whole stimulus space and are prone tomislocalization error as explained
in Fig. 6C. The proposedmethod also sometimesmislocalizes pRF centers
that lie near the stimulus space border. However, resulting errors are
generally much smaller, i.e. on the order of the pRF radius, and error
number drops rapidly for voxels with high explained variances (see
Fig. 5). On the other hand, polar-angle maps were similar for the three

methods, as pRF center locations computed with the two approaches
mainly differ along the radial direction (see Figs. 6 and 7).

Our discussion here is limited to the estimation of the pRF center.
It is generally difficult to measure surround suppression accurately
because surround suppression is relatively weak and requires inte-
gration over a large area of the visual field. It is therefore susceptible
to contamination by noise for the usual bar stimulation paradigms
employed. Nonetheless, the proposed method is useful for inspecting
whether the pRF of a voxel contains surround suppression by visual-
izing the pRF topography. We modeled receptive fields with surround
suppression as a difference of Gaussian (Fig. 9) and then tested
whether the model predicted characteristics of surround suppression
observed in empirical data. The pRF topography and BOLD responses
from the model matched those observed from empirical data closely
by showing negative BOLD regions (NBRs) and the disappearance of
bar patterns around the pRF centers in the topography (Fig. 9). A pre-
vious study showed that stimulation evokes neuronal depolarization
of the central stimulated region and hyperpolarization of surrounding
areas, and the NBR in the surround was associated with arteriolar
vasoconstriction and neuronal inhibition there (Devor et al., 2007;
Shmuel et al., 2006). These results point to the need for a more sys-
tematic study of the structure of pRF surrounds, but this will likely
require new stimulation paradigms and lies beyond the scope of the
current study.

We also compared the performance of our method against direct-fit
difference of isotropic Gaussians (DDoIG). Even that model, which
takes into account the surround suppression, did not outperform the
proposed method for modeling the pRF center (Fig. 10). Importantly,
adding the surround suppression did not solve the problem of errone-
ouslymapping pRF centers into higher eccentricities, often extending far
beyond the stimulus presentation space (see Supplementary Figs. 2–4).
This may in part be because the DDoIGmethod uses concentric isotropic
Gaussians to fit the center and the surround, which may lie to the
mislocalization of the pRF center. Unfortunately, comparing a direct-fit
anisotropic DoG model to the method we proposed was not feasible at
this time, because in direct-fit methods computation time increases
exponentially with the number of parameters.

Classical retinotopicmapping strategies, including thepresent study,
estimate receptive fields by using generic flickering checkboard stimuli
modulated over a spatio-temporal frequency range known to activate
well receptive field centers. The neural activity is thenmodeled by con-
sidering stimulated areas as on-fields and other areas as off-fields. This
approach leaves unexplored how the structure of the pRF depends on
the properties of the visual stimulus. This is an important direction to
pursue in the future. Recent fMRI studies confirm that different pRF
responses can arise from specific properties of the visual stimulus. For
example, Sasaki and colleagues showed a radial bias in the orientation
selectivity of voxels in human and primate visual cortex (Freeman
et al., 2011; Sasaki et al., 2006). There is an ongoing debate whether it
is this global radial bias versus orientation preference patterns irregu-
larly distributed over multiple voxels that lead to the success of visual
stimulus orientation decoding via the BOLD signal (Freeman et al.,
2011; Harrison and Tong, 2009; Kamitani and Tong, 2005; Mannion
et al., 2009; Sasaki et al., 2006). Be that as it may, assuming orientation

Fig. 10. Histograms of the voxel-by-voxel difference in mean explained variance between the proposed and the direct-fit difference of isotropic Gaussians (DDoIG) methods
obtained by cross validation (see methods). The figure conventions match those used in Fig. 3. Significant differences are seen above a threshold of 0.3, and significance increases
as threshold increases: EV-diff > 0.1 with p > 0.5 (non-significant) at thr = 0 (whole stimulus space), p b 0.05 at thr = 0.3, p b 1e−10 at thr = 0.5, 0.7; one-tailed t-test.
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information is embedded in multiple scales, it is possible that using
different orientations as the bar background patternmight provoke dif-
ferent BOLD responses and presumably influence the derived properties
of pRFs (e.g., different pRF shapes may result from gratings oriented
perpendicularly vs. parallel to the bar sweep direction). These results
reinforce the need to start using stimuli with specific properties in
order to investigatemore thoroughly the properties of pRFs in the visual
cortex.

In summary, we demonstrated that ourmodel successfully measures
the structure of population receptive fields in vivo from the BOLD signal.
By deriving the pRF topography as a first step ourmethod is able to guide
population receptive field modeling better than other existing methods.
In addition, the proposed method is more efficient in terms of computa-
tion time. We have shown that the proposed method outperforms the
direct-fit pRF estimation models. This improvement is particularly evi-
dent near the border of the stimulus presentation space, where direct
methods lead to considerable pRF center mislocalization in the radial
direction. Because the proposed method is subject to fewer biases than
the more commonly applied direct Gaussian models, we anticipate that
it will be particularly useful for monitoring how visual pRFs change
with different types of visual stimulation, as a function of adaptation, or
as a function of cortical reorganization in patients with injuries of the
visual pathway.
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Appendix A. Direct-fit methods occasionally miss visually
responsive voxels

The direct-fit method proposed by Dumoulin and Wandell (2008)
adopts the following two-stage process: In the first stage, spatial
smoothing of the fMRI data along the cortical surface is performed
and then voxels are sparsely sampled for pRF estimation in order to
save computation time. For the selected voxels, pRF model parameters
are estimated by computing and optimizing the explained variance of
the pRFmodel. Then, model parameters are reconstructed for all voxels
by interpolating from the sampled voxels along the cortical sheet. Then,
at the second stage, a finer optimization process is performed only for
the raw BOLD signal time-series that have explained variance above a
certain threshold.

When model parameters are interpolated from sampled voxels with
low signal-to-noise ratio (SNR), voxelswith high SNR that lie near a sam-
pled voxel with low SNR can be potentially excluded in the second fine
optimization. In contrast, the proposedmethod uses explained variances
estimated from the topography and therefore does not miss voxels with
good SNR. Fig. 11 shows such an example in which direct-fit methods
miss a good signal, while the proposed method does not. Our perfor-
mance comparison (Figs. 3 and 10, and Supplementary Fig. 1) was con-
servative in that we excluded all voxels which the direct-fit methods
missed (i.e. about 5% of compared voxels for which direct-fit methods
set the estimated variance below threshold, to zero) while the proposed
method accepted (EV > 0.2).

Appendix B. Supplementary data

Supplementary data to this article can be found online at http://
dx.doi.org/10.1016/j.neuroimage.2013.05.026.
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Supplementary Fig. 1. Histograms of the differences in mean explained variance 

between methods: the proposed vs. the direct-fit isotropic Gaussian (DIG), and the 

proposed vs. the direct-fit anisotropic Gaussian (DAG). The mean explained 

variances were obtained by cross validation (see methods). This comparison was 

performed in the voxels whose pRF center from both methods resides within the 

stimulus space. The black vertical broken lines indicate an EV difference of 0, and 

the Y-axis (number of voxels) is truncated above 1000 for ease of visualization. The 

figure conventions match those in Fig. 3. Both comparisons (i.e., Prop. vs DIG, and 

Prop. vs DAG) show the larger differences with the greater thresholds (EV-diff>0.01 

with p>0.5 at thr = 0.1, and EV-diff>0.01 with p<1e
-10

 for thr = 0.3, 0.5, 0.7; one-

tailed t-test). 

 



 

Supplementary Fig. 2. Comparison of the difference in pRF-center eccentricity and 

explained variance between the proposed method and direct-fit methods (DIG, DAG, 

DDoIG). Number of voxels from all 4 subjects is represented by a logarithmic color 

map. The X- axis plots the difference of explained variances, and the Y-axis the 

difference of pRF-center eccentricity estimates obtained by the proposed method versus 

a direct-fit method. In these plots, voxels at high eccentricities (>11.25 degrees) for at 

least one method, and with explained variance greater than 0.4 for both methods are 

included. For the selected voxels, explained variances are obtained taking into account 

only the pRF-center area, which is defined by thresholding the  normalized pRF 

models with threshold = 0.5 (see Figs. 3 and 10). Note that the proposed method 

explains on average a higher proportion of the variance (positive X values). In contrast 

the direct-fit method gives rise to higher eccentricity estimates (negative Y values), 

which are erroneous.  All comparisons show that direct-fit methods map pRF centers 



into higher eccentricities than the proposed method without improving the explained 

variance significantly. 

.



 

Supplementary Fig. 3. Histogram of eccentricity in left visual field maps V1-3 

derived by 4 different methods (DIG, DAG, DDoIG, and the proposed). Histograms 

of the voxels with explained variance above 0.4 are shown. This distribution was 

obtained from all 4 subjects. Here, DDoIG indicates the direct-fit difference of 

isotropic Gaussians model (Zuiderbaan et al.,2012). Each row shows the distribution 

derived from area V1, V2, V3 respectively. Other figure conventions match those in 

Fig. 6. #VX: number of voxels from all four subjects. 



 

Supplementary Fig. 4. Distribution of voxels with explained variance > 0.4 and 

eccentricities beyond the stimulus presentation space (Ecc>11.25deg). These data were 

collected from all 4 subjects. All the direct-fit methods (DIG, DAG, and DDoIG) show 

voxels lying far outside the stimulus space with high explained variances and lead a 

strong peak in the highest eccentricity ~22 deg as shown in Fig. 6. In addition, even for 

explained variance > 0.6, the distribution is almost uniform, which indicates that 

explained variance is independent of eccentricity. However, the proposed method 

showed that the number of voxels decreases with increases of eccentricity and explained 

variance.



 

Supplementary Fig. 5. Histograms of the differences in mean explained variance 

between the direct-fit methods: the direct-fit difference of isotropic Gaussians 

(DDoIG) vs the direct-fit isotropic Gaussian (DIG), and the DDoIG vs the direct-fit 

anisotropic Gaussian (DAG). The mean explained variances obtained by cross 

validation (see methods). This comparison was performed in the voxels whose pRF 

center from both methods resides within the stimulus space. The black vertical 

broken lines indicate an EV difference of 0, and the Y-axis (number of voxels) is 

truncated above 5000 for ease of visualization. The figure conventions match those 

in Fig. 3. Both comparisons (i.e., DDoIG vs DIG, and DDoIG vs DAG) show the 

larger differences with the greater thresholds (EV-diff> 0.01 with p<1e
-10

 for thr = 

0.1, 0.3, 0.5, 0.7; one-tailed t-test). 



 

Supplementary Fig. 6. The relationship between pRF size and eccentricity for the 

DDoIG method. Mean pRF size (Full width at half-maximum; FWHM) is plotted 

against visual field eccentricity in areas V1-3 of the left hemisphere of all 4 subjects. 

The plots include voxels with explained variance above 0.4 and eccentricity within 1-

9 degrees. Error bars represent the standard error of the mean. For comparison to the 

DDoIG method, pRF sizes obtained with the proposed method are also plotted in the 

FWHM. 



A.3 “Topographical estimation of visual population

receptive fields by fMRI”

76



Journal of Visualized Experiments www.jove.com

Copyright © 2015  Journal of Visualized Experiments February 2015 |  96  | e51811 | Page 1 of 8

Video Article

Topographical Estimation of Visual Population Receptive Fields by fMRI
Sangkyun Lee1, Amalia Papanikolaou2, Georgios A. Keliris2,3, Stelios M. Smirnakis1

1Department of Neuroscience and Neurology, Baylor College of Medicine
2Max Planck Institute for Biological Cybernetics
3Bernstein Center for Computational Neuroscience

Correspondence to: Sangkyun Lee at lee.sangkyun@gmail.com

URL: http://www.jove.com/video/51811
DOI: doi:10.3791/51811

Keywords: Behavior, Issue 96, population receptive field, vision, functional magnetic resonance imaging, retinotopy

Date Published: 2/3/2015

Citation: Lee, S., Papanikolaou, A., Keliris, G.A., Smirnakis, S.M. Topographical Estimation of Visual Population Receptive Fields by fMRI. J. Vis.
Exp. (96), e51811, doi:10.3791/51811 (2015).

Abstract

Visual cortex is retinotopically organized so that neighboring populations of cells map to neighboring parts of the visual field. Functional magnetic
resonance imaging allows us to estimate voxel-based population receptive fields (pRF), i.e., the part of the visual field that activates the cells
within each voxel. Prior, direct, pRF estimation methods1 suffer from certain limitations: 1) the pRF model is chosen a-priori and may not fully
capture the actual pRF shape, and 2) pRF centers are prone to mislocalization near the border of the stimulus space. Here a new topographical
pRF estimation method2 is proposed that largely circumvents these limitations. A linear model is used to predict the Blood Oxygen Level-
Dependent (BOLD) signal by convolving the linear response of the pRF to the visual stimulus with the canonical hemodynamic response
function. PRF topography is represented as a weight vector whose components represent the strength of the aggregate response of voxel
neurons to stimuli presented at different visual field locations. The resulting linear equations can be solved for the pRF weight vector using ridge
regression3, yielding the pRF topography. A pRF model that is matched to the estimated topography can then be chosen post-hoc, thereby
improving the estimates of pRF parameters such as pRF-center location, pRF orientation, size, etc. Having the pRF topography available also
allows the visual verification of pRF parameter estimates allowing the extraction of various pRF properties without having to make a-priori
assumptions about the pRF structure. This approach promises to be particularly useful for investigating the pRF organization of patients with
disorders of the visual system.

Video Link

The video component of this article can be found at http://www.jove.com/video/51811/

Introduction

Functional magnetic resonance imaging (fMRI) measures non-invasively the functional organization of visual cortex at a macroscopic scale
(typically on the order of millimeters). Early fMRI retinotopy studies used a coherence measure between stimulus location and elicited BOLD
responses4-7. These studies typically did not estimate population receptive field size. Later, Dumoulin and Wandell1 proposed a method to
overcome such a limitation by explicitly modeling the pRF location and size, using a linear function of this model to predict the BOLD response.
However, one limitation of this pioneering method is that the parametric pRF model has to be chosen a-priori, and may lead to erroneous pRF
estimates if it turns out not to be appropriate.

To overcome limitations of the parametric pRF-model method, new methods have been developed recently. These methods directly predict
the BOLD response to the stimulus by reconstructing the pRF topography. A method8 proposed by Greene and colleagues reconstructs the
pRF topography by back-projecting the BOLD responses to the individual 1D stimulus spaces and building the pRF topography in the 2D
stimulus space like a typical computer tomography technique. On the other hand, the method2 proposed by us directly estimates the 2D pRF
topography by using linear regression and applying a regularization technique. In this method, the pRF topography is represented as a set
of weights which is multiplied by the stimulus to estimate the neuronal population response of a given voxel. Then, the final Blood Oxygen
Level-Dependent (BOLD) response evoked by the stimulus is estimated by convolving the neuronal population response and the canonical
hemodynamic response function. In order to solve the under-constrained linear system, additionally, ridge regression regularization is used to
enforce sparseness (see Figure 1 below). The regularization technique suppresses noise and artifacts and thus allows our method to estimate
the pRF topography more robustly.

The topographical methods do not force the pRF shape to have a certain parametric shape, and therefore can uncover the actual pRF
structure. An appropriate parametric model can then be chosen based on the pRF topography. For example, the pRF topography can be
used to separate the pRF center and surround, and then the subsequent pRF center modeling can be more accurate by minimizing the
influence of surround suppression as well as the influence of other potential artifacts arising in areas distant to the pRF center. We have recently
performed a quantitative comparison between our method and several other methods that directly (i.e. before estimating the topography) fit
isotropic Gaussian1, anisotropic Gaussian, and difference of isotropic Gaussians to the pRF9. It was found that the topography-based method
outperformed these methods with respect to pRF center modeling by achieving higher explained variance of the BOLD signal time series.
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Accurate estimation of pRF properties in various areas reveals how they cover the visual field and is important for investigating the functional
organization of the visual cortex particularly as it relates to visual perception. Properties such as how pRF size changes with eccentricity1,10 and
pRF center surround organization9 are well studied in the human literature. The proposed method for estimating the pRF topography results in
more accurate pRF parameter modeling and is more likely to reveal unknown regularities, not easily modeled a-priori in the direct parametric
models. This approach will be especially suitable for studying pRF organization in patients with visual pathway lesions, for whom pRF structure
is not necessarily predictable a-priori. Below is described how to estimate the pRF topography and how to use the topography to model the pRF
center.

Protocol

1. Data Acquisition

1. Prepare a stimulus protocol that is effective in eliciting a reliable retinotopic visual response as previously described in Dumoulin and
Wandell1 and Lee et al.2. However, other well established paradigms are also applicable depending on the specific experimental question to
be addressed.

2. Present bar stimuli drifting across the screen sequentially along 8 directions of space, in steps of 45 degrees. Ensure that the motion is in
synchrony with scanner frame acquisition (TR ~2 sec) so that the bar moves a step once an fMRI frame starts and stays at the new location
until the frame ends.

3. To measure a correct baseline signal, add epochs without bar stimulation1.
1. Define a field of view (10 to 15° radius) in visual angle over which the stimulus is presented. Present moving or flickering checkerboard

patterns (checker size = 0.94 x 0.94 deg2, pattern update rate = 250 msec/pattern) within the bar to elicit strong visual responses.
2. Input the following specific parameters: 8 evenly spaced directions of motion, bar width equal to 1.875 deg, and bars move by half the

bar width per frame (2 sec). Additional details can be found in Lee et al.2.

3. Generate a spot (~0.25°) in the screen center on which the subject’s eyes fixate during the experiment. Change color of the spot
randomly in time.  

4. Scan the brain of a subject in an MRI scanner using a typical echo-planar-imaging (EPI) scan that has 192 frames duration (24 frames in
each direction of motion). Repeat the scans 4-8 times to increase signal-to-noise ratio.

5. Set parameters for the EPI sequence as follows: TR = 2 sec, TE = 40 msec, matrix size = 64 x 64, 28 slices, voxel size = 3 x 3 x 3 mm3, flip
angle = 90°, Alternatively, apply sequences with a finer resolution (e.g., 2 x 2 x 2 mm3) or a short TR (e.g., 1-1.5 sec) covering only the visual
cortex2.

6. Track eye movements with an eyetracker system during functional scans to ensure fixation is maintained to within 1-1.5° of the fixation point.
 

NOTE: Here, a head-coordinate based eyetracker in a goggle system is used, but other suitable eyetracker systems can be used instead.
7. Instruct the subjects to fixate the spot on the screen center generated in step 1.3.2. To ensure the subjects are fixating, instruct them to report

the color changes of the fixation spot.
8. Obtain anatomical scans, at 1 x 1 x 1 mm3 resolution (e.g., T1-MPRAGE; TR = 1,900 msec, TE = 2.26 msec, TI = 900 msec, flip angle = 9°,

176 partitions).
 

NOTE: These anatomical scans will be used for segmentation as well as for aligning the functional images to the anatomy both within and
across scans. For better alignment between functional (EPI) images and the anatomy, obtain also an inplane anatomy scan, with resolution
identical to the EPI, using T1-weighted fast spoiled gradient echo (SPGR) sequence1.

2. Data Pre-processing

NOTE: Prior to estimating pRF properties, several typical fMRI data pre-processing steps are needed, such as head motion correction and
alignment of functional volumes to the anatomical scan. In this article, all pre-processing, estimation, analysis and presentation of results
obtained are performed using the open source MATLAB-based software toolbox VISTA LAB available on the VISTA software site. http://
white.stanford.edu/newlm/index.php/Main_Page.

1. Load the anatomical scan into MATLAB and prepare a volume anatomy using a function called createVolAnat.
2. Segment Gray matter, White matter, and CSF using the function “ItkGray”.
3. Prepare functional data by converting DICOM (i.e., raw MRI file format for Siemens) files into NIFTI (i.e., standard functional MRI file format)

files, and load data into VISTA using a function called mrInit.
4. Correct head-motion and align functional images to the anatomy loaded in step 2.1 using rxAlign based on an affine matrix transformation.
5. Average functional motion-corrected scans for improving signal-to-noise ratio by clicking mrVISTA Analysis TimeSeries Average tSeries.

Exclude from averaging scans during which eye movements deviates from fixation more than 1-1.5°. If signals from different runs have
different dc-drifts, average functional scans after removing the dc-drifts.

6. Calculate the mapping coordinates between functional scans and Gray matter and identify corresponding Gray-matter voxels in the functional
scans by selecting the following menus: mrVISTA Window Open Gray 3-View Window. Assign BOLD signals in the Gray matter voxels by
interpolation, choosing one of the options available in mrVISTA.

3. Estimation of pRF Topography and Parametric Modeling

1. Download the code files through the following link: https://sites.google.com/site/leesangkyun/prf/codes.zip, extract the compressed file and
place them in a preferred location of the local computer. Add the path of the folder in MATLAB.

2. Set the stimulus parameters used in the experiment by selecting the following menus: mrVISTA Analysis Retinotopic Model Set Parameters.
Specify the following parameters such as stimulus images, the stimulus size, the canonical hemodynamic function, the frame rate of the fMRI
scanner.
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3. Prior to the pRF estimation, prepare the initial parameter sets (Figure 1B).
1. Set the cross-validation sets in “tprf_set_params.m” from the code files. Divide timeseries into at least two subsets (one set for testing

and the remaining sets for training) that are long enough for the bar to sweep the entire stimulus space. Alternatively, without averaging
scans in step 2.4, validate scans by leaving out one scan for testing and using the remaining scans for training.

2. Set a coarse parameter set (λ in Figure 1; λ = [10-2 10-1 1 101 102]) in “tprf_set_params.m”. Then, set a fine scale range ([0.1 0.3 0.5
0.7 0.9 1 3 5 7 9]) in “tprf_set_params.m”.
 

NOTE: The program uses the coarse set to select the λ resulting in the highest explained variance. Then, the program searches the
space around the selected λ using the fine scale range, further refining the selection of λ that yields the highest explained variance.

3. Set a threshold (0.2) of the explained variance for visually responsive voxels in “tprf_set_params.m”.
 

NOTE: This threshold is used as the reference for selection of visually responsive voxels. Alternatively, make an ROI for a non-visually
responsive region (e.g., by drawing a sphere with a radius of 1 cm in a non-visually responsive brain area), where the threshold can be
automatically calculated.

4. Set a set of thresholds ([0.3, 0.5, 0.7]) for defining the pRF center region in the normalized topography in “tprf_set_params.m” (i.e., [0
to 1] or [-1 to 1] with epochs without bar stimulation in step 1.3.1).
 

NOTE: From the set of thresholds the program provided selects the “best” threshold, i.e. the threshold that defines a pRF central
region for which the pRF center model explains the greatest signal variance. Alternatively, choose a different set of threshold values
depending on the characteristics of the topography.

4. Execute “tprf_runpRFest.m” calculate the pRF topography (Figure 1) and fit a 2D anisotropic Gaussian. After specifying all parameters
described in this protocol, and running the code, obtain the final estimation results.
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Figure 1: PRF estimation process. (A) Schematic illustration of the process followed for pRF topography estimation. h(t): hemodynamic
response function, A(t): stimulus, m: pRF, Reg: L2-norm regularization. (B) Specific steps for pRF topography estimation and pRF center
modeling. The set of parameters required for the estimation is listed in each step. A one-dimensional section of topography and its model
are illustrated. Under “Model Fitting”, black and red curves represent the topography and its pRF center model with a center threshold of 0.5,
respectively. The blue dashed line indicates a threshold for the pRF central region.

Representative Results

Accurate pRF modeling requires capturing pRF shapes correctly. Without knowing the pRF topography, the selection of circularly symmetric
models used in prior studies1,9-11 is a reasonable choice. This is because, if the local retinotopic organization is homogeneous in all directions of
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visual field, a local population response could be represented as a circularly symmetric cumulative aggregate of neuronal responses. However,
our observations demonstrate that this is not necessarily the case (Figure 2). Therefore, observation of the pRF topography can be critical for
selecting an appropriate parametric function for a pRF model. This is an advantage of the pRF topography, and so the topography-based models
outperform the direct-fit isotropic Gaussian models in pRF center modeling, resulting typically in higher explained variance (Figure 2; see Lee et
al.2 for additional comparisons with other models). These examples demonstrate the advantage of estimating the pRF topography prior to fitting
the model.

 

Figure 2: Examples of pRF topography estimation and fit of pRF center models. (A) A typical pRF topography. In the topography, red
color indicates the most responsive area, which shows the pRF center lying on the middle right horizontal meridian. In the pRF topography,
bar patterns across the pRF center structure with low weights are also sometimes observed. This relates to the fact that the area along the bar
aperture passing through the pRF center is also stimulated simultaneously with the pRF center. They are easily eliminated in the thresholding
step. (B) Comparison between a previous method (DIG; direct-fit isotropic Gaussian)1 and topography-based pRF center model (T-model). The
corresponding percent of explained variance is shown above each model. T-models show higher explained variance in all examples, with more
accurate pRF shape capture. See Lee et al.2 for more details and additional examples.

One important requirement is to ensure that the fMRI paradigm used provides good retinotopy data. Then the pRF topography method can
be used to estimate retinotopic eccentricity and azimuth maps (Figure 3). These maps show similar basic retinotopic architecture as previous
methods1,4-7, but they are more accurate because observation of the pRF topography allows us to better separate the pRF center from the
surround and from potential noise or artifacts distant to the pRF center. This, among other things, results in better estimation of the retinotopic
maps at high eccentricities (a detailed account of the observed differences can be found in Lee et al.2).
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Figure 3: Retinotopic maps and pRF size. (A) Eccentricity and Polar angle maps in the left hemisphere of a subject. CS indicates the calcarine
sulcus. In the right panel of Figure A, the black circle indicates a region-of-interest (ROI) from which the voxel whose pRF is illustrated in Figure
4 is taken. (B) Relationship between pRF size and eccentricity. The pRF size increases with eccentricity in visual areas V1-3. This plot is drawn
from (A).

The topography-based model (T-model) method can be used to estimate various pRF properties such as pRF size, elongation, orientation, and
surround suppression efficiently, without having to test many different parametric models. To aid visualization of such properties, a MATLAB
function (tprf_plotpRF.m) is provided that plots the pRF topography, the corresponding pRF center model, and their fit to the raw BOLD signal
(Figure 4). Note that in some cases, pRF properties may also be estimated directly from the topography, eliminating the need for pRF modeling.

 

Figure 4: Demonstration of the MATLAB toolbox developed by the authors. This plot shows the pRF topography and corresponding pRF
model fit of a voxel selected by a user. The illustrated voxel was selected from the ROI shown in Figure 3A. raw: actual BOLD response, predt:
prediction with the pRF topography, predm: prediction with the pRF center parametric model. Please click here to view a larger version of this
figure.

Discussion

This article demonstrates how to estimate the topography of visual population receptive fields in human visual cortex and how to use it to
select an appropriate parametric model for the receptive field. For a successful retinotopy, an appropriate stimulation protocol and an efficient
analysis method should be selected, and the subject’s experimental parameters (motion and fixation) should be optimized. Bar stimuli moving
sequentially across the visual field are an efficient stimulus paradigm for pRF estimation as it generates distinct BOLD responses from distinct
stimulus locations. The provided method constructs the pRF topography. Since the problem of pRF estimation is generally under-determined,
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a mathematical tool called ridge regression3 is used to enforce the reasonable constraint of sparseness on the pRF weight solution. This
regularization technique is very effective at estimating the pRF model when the number of observations (time points of the BOLD signal) is
considerably smaller than the number of pixels covering the spatial dimension of the stimulus.

This method provides more robust estimation of the pRF center than previous methods. There are several reasons for this: 1) it first segments
the pRF central region from the pRF topography and then fits an appropriate model, avoiding potential biases that may influence pRF model
fits in direct models (i.e. surround suppression or noise artifacts far from the pRF center). 2) Having the ability to inspect the topography visually
gives one the opportunity to validate the performance of the final model fit uncovering systematic errors, as well as 3) the possibility to detect
features of the pRF structure that may otherwise go undetected. 4) By constraining the fitting area, this model is less likely to map the pRF
inside the border of stimulus presentation incorrectly compared to direct fit models (see Figure 2B). Nonetheless, a user need be aware that
the proposed method also has limitations for accurately capturing pRF shape near the stimulus border. This is due to the fact that near the
border the bar stimuli activate partial receptive fields belonging to voxels whose pRF center would ordinarily be outside the stimulus presentation
region. Any receptive field mapping method would be subject to this problem and show a relative peak at the border unless it can perfectly
extrapolate from the part of the receptive field center that is mapped to the whole. Having said that, our method is more accurate than direct-
fitting methods1,9, which tend to markedly overestimate the distance to the center of pRFs that lie near the stimulus presentation border (see
Figures 5 and 6 of Lee et al.2 for more detail).

As discussed, to construct a robust pRF topography depends on the free regularization parameter, λ (Figure 1), which can be optimized
separately of individual voxels, or as a common parameter across all voxels. The regularization parameter influences pRF topography by
adjusting the extent of fitting (over-fitting or under-fitting) to the data. While a small λ leads to noisy pRF topographies (i.e., over-fitting) compared
to the actual pRF, a large λ suppresses visual responses and thus result in more spread topographies than justified by the actual pRF size
(i.e., under-fitting). Selection of the optimal lambda is crucial for successful pRF estimation. We estimated λ’s in different subsets of data and
evaluated these estimates using a cross-validation strategy. This minimizes biases in pRF topography estimation. Potential residual biases are
further reduced in the pRF center modeling step, where different topography thresholds are explored to select one that results in the highest
explained variance (see Lee et al.2).

Finally, the topography approach proposed is computationally efficient. The estimation of pRF topographies over all voxels, including finding
the optimal regularization parameter λ, takes only a few minutes in a PC environment. Identifying visually unresponsive voxels at this step
excludes them from the more computationally demanding step of pRF-center modeling, further improving efficiency. Perhaps more importantly,
investigators no longer need to test multiple different pRF models to find one that fits well, since they can be guided in choosing the appropriate
model by the pRF topography.

The method demonstrated in this protocol measures population receptive field topography and uses it to guide population receptive field
modeling. This approach reduces the bias present in direct population receptive field mapping methods, resulting in more robust and accurate
pRF estimates. It also minimizes systematic errors and allows us to study the functional organization of the visual cortex with higher sensitivity. It
is particularly applicable in the case of subjects with lesions of the visual pathways, in whom pRF structure may not be easy to anticipate a-priori.
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Abstract 

There is extensive controversy over whether the adult visual cortex is able to reorganize 
following visual field loss (scotoma) as a result of retinal or cortical lesions. Functional magnetic 
resonance imaging (fMRI) methods provide a useful tool to study the aggregate receptive field 
properties and assess the capacity of the human visual cortex to reorganize following injury. 
However, these methods are prone to biases near the boundaries of the scotoma. Retinotopic 
changes resembling reorganization have been observed in the early visual cortex of normal 
subjects when the visual stimulus is masked to simulate retinal or cortical scotomas. It is not 
known how the receptive fields of higher visual areas, like hV5/MT+, are affected by partial 
stimulus deprivation. We measured population receptive field (pRF) responses in human area 
V5/MT+ of 5 healthy participants under full stimulation and compared them with responses 
obtained from the same area while masking the left superior quadrant of the visual field 
(“artificial scotoma” or AS). We found that pRF estimations in area hV5/MT+ are nonlinearly 
affected by the AS. Specifically, pRF centers shift towards the AS, while the pRF amplitude 
increases and the pRF size decreases near the AS border. The observed pRF changes do not 
reflect reorganization but reveal important properties of normal visual processing under 
different test-stimulus conditions. 

 

Introduction 

An important question is whether the adult visual cortex is able to reorganize in subjects with 
visual field defects (scotomas) as a result of retinal or cortical lesions. Studies in subjects 
suffering from macular degeneration or retinal lesions produced controversial results (Kaas et 
al., 1990, Heinen and Skavenski, 1991, Chino et al., 1992, Gilbert and Wiesel, 1992, Chino et al., 
1995, DeAngelis et al., 1995, Schmid et al., 1996, Murakami et al., 1997, Horton and Hocking, 
1998, Calford et al., 1999, Sunness et al., 2004, Baker et al., 2005, Smirnakis et al., 2005, 
Giannikopoulos and Eysel, 2006, Baker et al., 2008, Masuda et al., 2008, Schumacher et al., 
2008, Dilks et al., 2009, Wandell and Smirnakis, 2009, Baseler et al., 2011). Similarly, studies on 
subjects with lesions of the primary visual cortex or the optic radiation remain inconclusive 
(Eysel and Schmidt-Kastner, 1991, Eysel and Schweigart, 1999, Eysel et al., 1999, Rumpel et al., 
2000, Mittmann and Eysel, 2001, Barmashenko et al., 2003, Zepeda et al., 2003, Dilks et al., 
2007, Yan et al., 2012, Imbrosci et al., 2013, Papanikolaou et al., 2014). 

Interestingly, changes in the retinotopic maps of the early visual cortex have been observed 
even in normal subjects after masking the visual stimulus to simulate retinal or cortical 
scotomas. In particular, when the stimulus was masked to simulate a foveal scotoma, 
population receptive fields (pRFs) representing the scotoma shifted in locations outside the 
scotoma border and increased in size (Baseler et al., 2011, Haak et al., 2012a). It was suggested 
that these pRF changes were due to a combination of the position and size scatter of individual 
receptive fields within a voxel influenced by modulatory feedback signals from extrastriate 
visual areas (Haak et al., 2012a). However, a recent study suggests that the observed pRF 



 

changes are an artifact of the analysis method and that pRF biases can be eliminated if the 
masked stimulus is incorporated in the model when estimating the pRF (Binda et al., 2013). It is 
important to characterize these biases in order to ensure that changes in the retinotopic 
organization observed in patients are not simply an artifact of model estimation in the context 
of incomplete stimulus presentation (artificial scotoma). 

In addition, presenting a truncated visual stimulus, as is typically done in the artificial scotoma, 
can have nonlinear effects that can modify receptive field location and size estimates in 
individual neurons. This is expected to be especially prominent for receptive fields in higher 
areas, which cover a large portion of the visual field. Area V5/MT+ is of particular interest as it 
has been shown to be modulated by visual stimuli presented inside the scotoma following 
lesions of the primary visual cortex (V1) (Bruce et al., 1986, Rodman et al., 1989, Maunsell et 
al., 1990, Rodman et al., 1990, Girard et al., 1992, Barbur et al., 1993, ffytche et al., 1996, Rosa 
et al., 2000, Schoenfeld et al., 2002, Morland et al., 2004, Bridge et al., 2010, Schmid et al., 
2010) and has been associated with the phenomenon of subconscious visual perception, called 
“blindsight” (Poppel et al., 1973, Weiskrantz et al., 1974). Visual field maps and population 
receptive field sizes have been recently characterized for the human hV5/MT+ complex in 
normals (Amano et al., 2009). However, it is not known how these are affected by partial 
stimulus presentation. 

Here we used a new method, which estimates the population receptive field (pRF) topography 
in the visual cortex with minimal bias (Lee et al., 2013) to measure pRF changes that occur in 
area hV5/MT+ of five healthy subjects after masking the stimulus in the left upper quadrant of 
the visual field (“artificial scotoma” or AS). This simulates a homonymous quadrantanopic 
scotoma that occurs often as result of partial V1 or optic radiation lesions. We compared 
responses obtained under the AS condition with simulations obtained from a linear AS model 
(or LAS model).  The LAS model simulates the pRFs under the AS condition based on the actual 
pRFs derived under the full stimulus condition (pRFFF) assuming that the only effect of the AS is 
that it does not stimulate the corresponding part of the pRF. This provides a prediction of the 
expected position and shape of the residual pRFs under the AS. In other words, the LAS model 
provides an estimation of the pRF changes expected to occur as a result of the truncated 
stimulus assuming that the pRF linearly integrates the AS (pRFLAS). We found pRF changes in 
hV5/MT+ under the AS condition (pRFAS) that are significantly different than those obtained 
with the LAS model suggesting that the pRFs are nonlinearly affected by the truncated stimulus 
presented. In particular, pRFAS centers shift towards the border of the AS, the pRFAS amplitude 
increases and the pRFAS size decreases near the border of the AS. In addition, we found 
significant errors in pRF estimation which extend inside the AS when estimating the pRF 
topography using the full stimulus instead of the masked stimulus. These erroneous estimates 
are not due simply to a methodological artifact, but are the result a significant BOLD spread 
that occurs inside the AS during the presentation of the truncated stimulus. It is important to 
understand the changes that occur in order to be able to separate them from true 
reorganization. We undertake this task below. 

 

 



 

Materials and Methods 

Subjects: Five healthy subjects (S1-S5, 22-65 years old, 1 female) were recruited. All subjects 
had normal or corrected-to-normal visual acuity. The experiments were approved by the Ethical 
Committee of the Medical Faculty of the University of Tuebingen. 

Data acquisition and preprocessing: Functional and structural MRI experiments were 
performed at the Max Planck Institute for Biological Cybernetics, Tuebingen, Germany using a 
3.0 Tesla high-speed echo-planar imaging device (Trio, Siemens Ltd., Erlargen, Germany) with a 
quadrature head coil. At least two T1-weighted anatomical volumes were acquired for each 
subject with a three-dimensional magnetization prepared rapid acquisition gradient echo (T1 
MPRAGE scan) and averaged following alignment to increase signal to noise ratio (matrix size= 
256×256, voxel size= 1×1×1 mm3, 176 partitions, flip angle= 9°, TR= 1900 ms, TE= 2.26 ms, TI= 
900 ms). Blood oxygen level dependent (BOLD) image volumes were acquired using gradient 
echo sequences of 28 contiguous 3 mm-thick slices covering the entire brain (repetition time 
[TR] = 2,000 ms, echo time [TE] = 40 ms, matrix size=64×64, voxel size=3×3×3 mm3, flip 
angle=90°).  

At least 5 functional scans were acquired for each subject, consisting of 195 image volumes, the 
first 3 of which were discarded. The functional images were corrected for motion in between 
and within scans (Nestares and Heeger, 2000). The functional images were aligned to the high-
resolution anatomical volume using a mutual information method (Maes et al., 1997) where 
the resampled time series values in the volume are spatially interpolated relative to the nearest 
functional voxels. All subsequent analysis was performed in the interpolated data. However, we 
took care that this does not affect the retinotopic maps obtained and the statistical 
comparisons that are performed, because the interpolation method we used does not distort 
the generated time series and the comparisons we made were between different groups of 
subjects rather than between different numbers of voxels. Preprocessing steps were performed 
in MATLAB using the mrVista toolbox (http://white.stanford.edu/software/). 

Stimuli: Full Field stimulus: Subjects were presented with moving square-checkerboard bars 
(100% contrast) through MRI compatible digital goggles (VisuaStim, Resonance Technology 
Company, Inc, Northridge, CA, USA; 30° horizontal and 22.5° vertical field of view, 800x600 
resolution, min luminance = 0.3cd/m2 and max luminance = 12.2cd/m2). The stimulus was 
presented within a circular aperture with a radius of 11.25° around the fixation point. The bar 
width was 1.875° and travelled sequentially in 8 different directions, moving by a step half of its 
size (0.9375°) every image volume acquisition (TR=2 seconds). Stimuli were generated using 
Psychtoolbox (Brainard, 1997) and an open toolbox (VISTADISP) in MATLAB (The Mathworks, 
Inc.). The subjects’ task was to fixate a small dot in the center of the screen (radius: 0.0375°; 2 
pixels) and respond to the color change by pressing a button. The color was changing randomly 
with a frequency of one every 6.25 seconds. An infrared eye tracker was used to record eye 
movements inside the scanner (iView XTM, SensoMotoric Instruments GmbH) (Fig. S4). For two 
of the subjects (S4-S5) the eye movements under the full field stimulus presentation were not 
recorded due to technical problems. However, they performed a challenging detection task at 
fixation and their performance was always >95% correct. 



 

AS-stimulus: Subjects were asked to participate for a second session during which an 
isoluminant mask was placed in the left superior quadrant of the visual field, simulating a left 
upper quadrantanopia (“artificial scotoma” of AS). All other stimulus' parameters stayed the 
same. Eye movements were recorded for all subjects under the AS stimulus presentation (Fig. 
S4B). 

Population receptive field topography: We used a recent method developed by Lee and 
colleagues which estimates the population receptive field (pRF) topography in the visual cortex 
(Lee et al., 2013). The pRF structure    at voxel   is represented by a set of weights which 
predicts the BOLD signal       at voxel   and time  , using the stimulus protocol      and the 

hemodynamic response function      as         (  
     )     . The weight vector   is 

estimated by solving a linear model based on ridge regression with a bias:    ‖   
    

 ‖    ‖  ‖
  where    [      ]   

  [    ]   is a constant value to account for the 
bias and    is a free parameter to control the extent to which the least-square function is 
regularized. The regularization parameter    is selected after cross validation between different 
scans for each subject.  

PRF topography estimates when subjects were scanned under the AS stimulation were derived 
in two ways. First, we used the actual AS stimulus as stimulus protocol to predict the BOLD 
signal. In this case, the lack of stimulus forces the topography weights to be ~0 within the AS 
area. Using the AS stimulus in the model is a good way to represent complete deprivation of 
input and allows to make more accurate predictions of the pRFs outside of the AS. Second, we 
examined the effects of using the full field stimulus as stimulus protocol to model pRFs under 
the AS condition. A summary of the different methodologies used to derive the pRF topography 
under different stimulation paradigms is presented in Fig. 1. 

In contrast to direct-fit methods (Dumoulin and Wandell, 2008), the method we use does not 
assume a priori the pRF shape and thus is useful for studies of reorganization where the actual 
pRF shape cannot be anticipated. We retained only those voxels in the visual area, for which 
the topography explained more than 12% of the variance. This threshold was set after 
measuring the mean explained variance in a non-visually responsive area (6% ± 2%) and setting 
the value of the threshold at 3 standard deviations above the mean. 

LAS-model: We compared actual pRF topography estimates derived when the AS is applied to 
linear expectations arising by the lack of stimulation inside the AS region. To do this, we 
developed a model that predicts the pRF topography under the AS condition based on the pRF 
topography estimated under the full stimulus condition (Fig. 1B). Briefly, the pRF topography of 
each voxel with variance explained above 12%, as estimated under full stimulation, is convolved 
with the AS stimulus. In this way the part of the pRF overlapping with the AS area is omitted. 
The product of the convolution is used to re-estimate the topography. The regularization 
parameter used to estimate the AS-prediction topography was set to be ¾ of the regularization 
parameter under the full stimulus condition because the stimulus space under the AS is ¾ of 
the stimulus space under full stimulation (Poppel et al., 1973). Using a regularization parameter 
same as in the full field stimulus condition did not affect the results presented here. 

 



 

 

Fig. 1: PRF topography derived under different stimulation and modeling conditions. (A) A 
schematic illustration of the process followed to estimate the pRF topography under full field 
stimulation (pRFFF). Subjects are presented with moving bars covering the full visual field. The 
BOLD signal of each voxel is predicted using the full field stimulus protocol and the hrf to derive 
the pRF topography as described in the methods section. (B) The pRF topography derived under 
the full field stimulation (A) is convolved with the AS stimulus to generate BOLD time series that 
simulate the expected BOLD signal under the AS condition assuming that the pRF linearly 
integrates the AS stimulus. The generated BOLD signal is then used to re-estimated the pRF 
topography using the AS stimulus protocol in the model (pRFLAS). The border of the AS is 
indicated by red dashed lines. (C) The process followed to derive the pRF topography under AS 
stimulation using the AS stimulus in the model (pRFAS).  (D) The process followed to derive the 
pRF topography under AS stimulation using the full field stimulus in the model.   

 

PRF center, size and amplitude estimates: Because pRFs near the border of the AS may not 
have a circular shape we could not fit a Gaussian model to get an estimate of the pRF center 
and size. Instead we used the topography directly to get eccentricity and polar angle values 
corresponding to the center of the pRF as well as an estimate of the pRF size. 

To do so, the pRF topography of each visually responsive voxel is normalized to range between 
0 and 1. A lower threshold of 0.4 is applied to the pRF topography in order to keep only the 
central region of the pRF. This threshold was selected after calculating the average amplitude 
(0.3±0.1) in non-visually responsive areas (i.e. areas of the far ipsilateral visual field) and setting 
the value of the threshold at 1 standard deviation above the mean. This was calculated by 



 

averaging the pRF topography amplitude in visual field locations with eccentricity greater than 
7° in the ipsilateral visual field of V1, where the stimulus can produce no response. If there are 
more than one disconnected peaks of activity in the topography, then we keep only the one 
that covers the largest area in the topography. This way small peaks of activity that may be the 
result of noise are discarded. The thresholded topography is then converted to a binary image 
by replacing all values above threshold to value 1 and all other pixels with value 0. The pRF 
center is estimated by finding the center of mass of the binary image (centroid of all pixels with 
value 1). This gives us the corresponding elevation and azimuth coordinates which can also be 
translated to the respective eccentricity and polar angle. We also calculated the center mass of 
the original image and confirmed that binarizing does not affect the results. 

The pRF size is estimated as the area of the topography that lies above the 0.4 threshold. That 
is the number of pixels with value 1 in the binary image calculated as described above. This 
gives us an estimate of the area of the visual field that activates the corresponding voxel. Using 
different thresholds to estimate the pRF does not change the main results presented in this 
paper. 

The pRF amplitude of each voxel is estimated as the peak amplitude of the pRF topography 
before normalization.  

Visual Field coverage maps: The visual field coverage maps define the locations within the 
visual field that evoke a significant response from voxels within a region of interest (ROI) in the 
cortex. To estimate this we plot at each visual field location the maximum value between all 
pRF topographies that cover this location (color map). The pRF topography of each voxel is 
normalized, thresholded and all peaks of noise are discarded as described above. Using 
different thresholds for the pRF does not change the conclusions presented in the paper (Fig. 
S1). The pRF centers (estimated from the pRF topography as described above) across all voxels 
within the ROI are overlaid as grey dots.  

Deconvolution of the BOLD signal: A deconvolution method was applied to the BOLD time 
series of each voxel in order to estimate the actual response of the voxel as the stimulus is 
presented at each visual field location. To do so, the BOLD time series of each voxel was 
averaged across scans to reduce the signal to noise ratio. The averaged signal was further 
smoothed using locally weighted linear regression (lowess method in MATLAB) in order to avoid 
outliers that can be amplified after deconvolution. Then a Fast Fourier transform deconvolution 
is applied to extract the hemodynamic response function from the data. 

The baseline was calculated for each voxel as the average BOLD signal change over 5 steps of 
the bar when the horizontal bar was located between 7-10° in the hemifield ipsilateral to our 
ROI. After deconvolution and removal of the baseline, the BOLD time series is averaged over all 
voxels in the ROI and plotted as a function of the bar location. 

Significance Tests: A two-sample Kolmogorov-Smirnov test was performed in order to compare 
the pRF center location and size distributions between the AS condition and the LAS-model. The 
significance level selected to reject the NULL hypothesis (same distributions) was estimated by 
comparing the distribution of each subject with the average distribution for each condition. The 
minimum p-value of these comparisons was then used to test for significance between the 



 

mean distribution of the AS condition and the LAS model. We note that this is a conservative 
choice, and may suppress the identification of small differences. 

Direct-fit pRF method: To compare with prior literature, we also derived pRF estimates using a 
direct-fit pRF method (Dumoulin and Wandell, 2008). In this case, the implementation of the 
pRF model is a circularly symmetric Gaussian receptive field in visual space, whose center and 
radius are estimated by fitting the BOLD signal responses to estimated responses elicited by 
convolving the model with the moving bar stimuli. We estimated visual field coverage maps by 
plotting the pRF centers across all voxels within each area (grey dots, Fig. 8a) and the relative 
pRF size by fitting a 2D Gaussian with peak amplitude normalized to one. The color map is 
estimated by plotting at each visual field location the maximum normalized pRF amplitude 
between all Gaussian shaped pRFs that cover this location.  

 

Results 

pRF changes in the hemisphere contralateral to the artificial scotoma 

We measured pRF responses in right area hV5/MT+ of 5 subjects under full stimulation and 
after masking the left superior quadrant of the visual field (“artificial scotoma” or AS), thereby 
simulating a left upper quadrantanopia (methods).  

Changes in the size and phase maps of activated area hV5/MT+ 

We measured visual responsiveness in area hV5/MT+ by the number of voxels whose pRF 
topography explains above 12% of the variance in the BOLD data. This threshold was set after 
calculating the mean explained variance in regions of interest that correspond to non-visually 
responsive voxels (6%, standard deviation 2%) and setting it at 3 standard deviations above the 
mean. Using this criterion, we found that only ~12% of voxels become unresponsive when the 
AS is applied. The mean size of area hV5/MT+ under the full stimulus condition is 1379 ± 156 
mm2 (mean ± standard error of the mean, N = 5 subjects) and decreases slightly under the AS 
condition to 1202 ± 144 mm2. This is in contrast to area V1, whose visually responsive area is 
reduced by approximately 36% in the presence of the AS (2250 ± 356 mm2 under the full 
stimulus condition versus 1420 ± 88 mm2 under the AS condition). Since voxels in area hV5/MT+ 
have considerably larger pRF size than voxels in area V1 (Smith et al., 2001), more hV5/MT+ 
voxels can be activated by parts of the stimulus that fall outside the AS area, partially explaining 
this disparity. A signature of this is a shift of hV5/MT+ voxel pRF centers to reflect locations 
outside the AS. Accordingly, the angular map shows that a relatively small number of voxels 
(16%) with centers inside the superior visual field quadrant (e.g. inside the AS) become 
unresponsive after the AS stimulus is applied (Fig. 3A.b; magenta). The remaining voxels (84%) 
shift their pRF centers towards the blue color that corresponds to the lower visual field 
quadrant (Fig. 3A.b).  PRF location shifts outside of the AS are expected if we assume we are 
mapping the residual part of the pRFs that falls outside of the AS.  

To differentiate between pRF changes that are expected as a result of stimulating only a part of 
the receptive field versus unexpected pRF changes under the AS condition, we compared pRF 
responses obtained under the AS condition with estimates obtained from a model which 



 

simulates the pRF topography expected under the AS condition based on the actual pRF 
topography derived under the full stimulus condition. To do so, the topography of each voxel in 
hV5/MT+ as estimated under the full stimulus condition is convolved with the AS stimulus. This 
way, the part of the pRFFF which overlaps with the AS is omitted and does not contribute in the 
estimation. The output of the convolution is then used as data set to re-estimate the pRF 
topography (Fig. 1B). The new topography estimate is derived by using the AS stimulus in the 
model. This results in a prediction of the expected position and shape of the residual pRFs 
under the assumption that the only effect of the AS is that it does not stimulate the 
corresponding part of the pRF topography (as derived by the full field stimulus). This pRF 
estimate is referred to as the Linear Artificial Scotoma model or “LAS” (Fig. 1B; see methods), 
and is denoted pRFLAS. We used the AS stimulus paradigm to estimate the pRF topography for 
both data derived from the LAS model (Fig. 1B; pRFLAS) and from the actual AS stimulation 
condition (Fig. 1C; pRFAS). We reasoned that using the AS stimulus in the model is a good way to 
represent complete deprivation of input as in the normal subjects with AS stimulus we use here 
or patients with retinal lesions. The effects of using the full-field stimulus in the model are 
presented in a later section. 

As expected, the LAS model properly captures the residual part of a pRFFF which lies outside the 
AS (Fig. 2b). The part of the pRF which overlaps with the AS is omitted resulting in a decrease of 
the pRFLAS size and a shift of the pRFLAS center away from the AS (red dashed circle; Fig. 2b 
bottom). We would expect to see the same pRF changes under the AS condition assuming that 
the pRF linearly integrates the AS. However, pRFs estimated under the AS condition (pRFAS) 
appear to be smaller in size and shift closer to the border of the AS (magenta dashed circle; Fig. 
2c bottom) compared with the predictions of the LAS model (pRFLAS), suggesting that the 
truncated stimulus exerts a nonlinear effect. 

 

 



 

Fig. 2: pRF topographies of a voxel in right hV5/MT+ partly covered by the AS. Top row: (a) 
pRF topography of one voxel in hV5/MT+ under the full field stimulus condition (pRFFF). The pRF 
covers locations both in the left upper and lower quadrants. (b) pRF topography of the same 
voxel under the Linear-AS model (pRFLAS). In brief, from the topography of the full field stimulus 
pRFFF, the part of the pRF falling within the AS area is omitted by convolving the pRFFF with the 
AS stimulus. The result of the convolution is then used to re-estimate the topography using the 
AS stimulus at this case, deriving the pRFLAS. In this case only of the part of the pRF which falls 
outside of the AS area is mapped. This gives us an estimate of the expected pRF topography 
under the AS condition, assuming linearity. (c) pRF topography of the same voxel under the AS 
condition (pRFAS). The pRFAS looks different than it would be expected based on the LAS model 
(pRFLAS). The pRFAS topography seems to have shifted towards the AS-border. Bottom row: The 
pRF topographies of the same voxel are presented under the different stimulation conditions 
after thresholding at 0.4 of the maximum value. By thresholding we derive only the central area 
of the pRF, useful for estimating the pRF center location and pRF size. The black, red, and 
magenta circles indicate the visual field area covered by the pRF under the full field stimulus 
condition, under the LAS model and under the AS condition respectively. These do not 
represent model fits but they are manually drawn for illustration purposes. 

 

Topography and coverage maps 

We examined how all pRFs in hV5/MT+ cover the visual field under the different stimulation 
conditions by plotting the visual field coverage maps from all hV5/MT+ voxels (Amano et al., 
2009). These maps are estimated by deriving appropriately normalized pRFs from the 
topography of each voxel (Fig. S1B) and plotting the maximum pRF amplitude at each visual 
field location of all the pRFs that cover this location (methods). No activity is predicted in the 
upper visual field quadrant where the AS is placed for both the LAS model and the AS 
stimulation condition, since the lack of stimulus forces the topography weights to be ~0 in that 
area (Fig. 3B.b,c). Area hV5/MT+ under the LAS model covers the lower visual field quadrant as 
expected (Fig. 3B.b). The visual field coverage of hV5/MT+ under the AS-stimulus condition, 
however, shows a clustering of pRF centers near the border of the AS (Fig. 3B.c). This results 
from the fact that pRF centers under the AS condition appear to be smaller in size and shift 
closer to the border of the AS as shown by the topography of individual voxels (Fig. 2 and Fig. 
S1A-B). In addition, visual field locations in the inferior quadrant, away of the AS border, appear 
to be less well covered by the contralateral hV5/MT+ (Fig. 3B.c top, Fig. S1.C-D) relative to the 
prediction of the LAS model (Fig. 3B.b top, Fig. S1.C-D) as a result of the pRF location shift and 
the reduction in the pRF size. This also contrasts with the complete visual field coverage of the 
inferior quadrant seen in the contralateral area V1 (Fig. 3B.c_bottom) suggesting that the 
observed effect is the result of post-V1 processing. The shift in pRF center location under the AS 
condition is mainly observed for pRFs in hV5/MT+ that are partly covered by the AS and 
suggests a nonlinear effect of the truncated stimulus in modulating the pRF of these voxels. 
PRFs in area V1 are generally smaller than pRFs in area hV5/MT+ and thus less affected by the 
truncated stimulus.  

 



 

 

Fig. 3: Retinotopy and visual field coverage maps of area hV5/MT+. (A.a) A snapshot of the 
stimulus for the vertical bar excursion under the full field (FF) stimulation (top) and when and 
artificial scotoma (AS) is placed on the upper left quadrant (bottom). White arrows (top) 
indicate the bar direction of motion and black dotted lines (bottom) the location of the AS. 
(A.b-d) Polar angle (b), eccentricity (c) and variance explained (d) maps overlaid on the inflated 
right occipito-temporal region of a subject under the full stimulus condition (top) versus the AS 
condition (bottom). Angular and eccentricity color maps indicate the visual field angle and 



 

eccentricity of the center of the pRF topography respectively, at each cortical location. 
Significantly activated voxels (explained variance > 12%) of area hV5/MT+ under the full 
stimulus condition are selected and overlaid on the maps as a black-bordered ROI. Areas TO1 
and TO2 could be identified as described in (Amano et al., 2009) and are shown here on the 
angular maps. We use the whole area hV5/MT+ for the subsequent analysis. A small part of 
area hV5/MT+ with voxels devoted to the superior visual field quadrant (magenta color on the 
angular map; A.b top) become unresponsive under the AS stimulation condition (A.b bottom). A 
larger fraction of pRFs with blue/cyan color, corresponding to the lower visual field quadrant, 
are observed on the angular map under the AS condition compared to the full stimulus 
condition (red arrow). This suggests that, as expected, under the AS condition some pRFs shift 
their locations to the lower quadrant where stimulus is present. (B) Top: Visual field (VF) 
coverage maps of area hV5/MT+ (top) from a subject (S1) under the full stimulus condition (a) 
under the LAS model (b) and under the actual AS condition (c). The color map indicates the 
maximum pRF amplitude of the topography (after appropriately thresholding and normalizing, 
see methods) at each visual field location of all the pRFs that cover this location. The pRF 
centers across all voxels within the area of interest are overlaid as gray dots. The visual field 
coverage of right hV5/MT+ under the full stimulus condition (top left) largely covers the 
contralateral hemifield. The visual field coverage of hV5/MT+ under the AS stimulus condition 
(c) shows a clustering of pRF centers near the border of the AS. Note that it differs from the 
coverage expected based on the LAS model (b) or the visual field coverage of V1 (c bottom). 
This suggests that the truncated stimulus has a nonlinear effect in modulating the response of 
hV5/MT+ voxels, leading to pRF profiles that concentrate near the AS border. Visual field 
coverage maps of the remaining subjects are shown in Fig. S2. Bottom: the visual field coverage 
of area V1 under the full stimulus condition (a) under the LAS model (b) and under the AS 
condition (c) is shown for comparison. We found no significant difference between the pRFs 
derived under the AS stimulus condition and after applying the LAS model in area V1 (Fig. S3a). 
Nonlinear effects of the truncated stimulus are less prominent (not seen) here, likely because of 
the smaller V1 receptive field size.  

 

PRF center location and size shifts 

To summarize the findings for all subjects we compared the distribution of pRFAS center 
elevation (distance from the horizontal meridian) for subjects under the AS condition with the 
expected pRFLAS center elevation distribution based on the LAS model, in the hV5/MT+ 
contralateral to AS hemisphere. As expected pRF centers that belong to the superior visual field 
quadrant (elevation > 0) under full stimulation, shift their location towards the lower visual field 
quadrant both in the case of the AS condition and the LAS model (elevation < 0, Fig. 4a right). 
This shift, however, is significantly different for the AS condition with pRFAS centers clustering 
near the AS border (elevation = 0, gray bars) compared to the expected distribution based on 
the LAS model (white bars, Fig. 4a right; p = 10-87 < 10-51, Kolmogorov-Smirnov test, significance 
is reported as p = a < b, where b is the value selected to reject the NULL hypothesis; see 
methods). PRF centers that belong in the inferior visual field quadrant (elevation < 0) under full 
stimulation also shift their location towards the AS-border when the AS is applied (Fig. 4a left). 
Note the greater clustering of pRFAS centers near the AS-border (elevation = 0) for the AS 
condition (gray bars, Fig. 4a left) compared to the LAS model (white bars). The distributions are 



 

significantly different (p ≈ 0 < 10-27). For both quadrants, the differences were significant not 
only for the aggregate distributions but also for each individual subject (Table S1). Note that 
there is no significant difference in the pRF center elevation distribution of the inferior 
quadrant between the pRFs derived under the full bar stimulation and after applying the LAS 
model (Fig. S3b, p = 10-19 > 10-32) suggesting that the observed differences under the AS 
condition are not the result of a methodological error. 

In addition, we observed a large decrease in pRF size in the presence of the AS. PRFs in the 
superior quadrant had a mean pRF size decrease of 44 ± 2.3% (mean ± standard error of the 
mean, N = 5 subjects), significantly larger than the expected pRF size decrease based on the LAS 
model (27 ± 1.9%, Fig. 4b right; p = 10-4, two sample t-test). PRFs in the inferior quadrant also 
had a decrease in pRF size of 35 ± 5.4% significantly larger than the smaller decrease expected 
from the LAS model (14 ± 2%, Fig. 4b left; p = 10-3, two sample t-test). A significant difference 
was observed between the mean of the pRF size distribution under the AS condition versus the 
LAS model, both for pRFs in the superior (p = 10-135 < 10-8, Kolmogorov-Smirnov test) and 
inferior (p ≈ 0 < 10-32) quadrants (Fig. S3c).  

The change in location and size of the pRFs under the AS condition was also associated with an 
increase of pRF amplitude near the AS-border. We measured the peak amplitude of the pRF 
topography as a function of distance from the AS-border averaged over all 5 subjects. We found 
that the pRF amplitude is significantly increased under the AS condition near the AS-border and 
within 1° from it compared with both the LAS model and the full stimulus condition (p=10-3 < 
10-2 at 1° elevation while p = 0.32 > 10-2 at 3° elevation, two sample t-test; Fig. 4c left). The 
increase occurs across the whole range of eccentricities for the pRFs that are within 1° from AS-
border (Fig. 4c right). 

The differences between the LAS model and the AS condition cannot be explained by eye 
movements. Subjects were able to maintain fixation within 1.5° radius from the center of 
fixation for scans both under the full field stimulus condition and under the AS stimulus 
condition except for very occasional excursions beyond this range (Fig. 5a). The results remain 
unchanged after removing from the analysis the epochs where the subjects had eye deviations 
(>1.5°) from the fixation point. In addition, a pRF shift towards a specific direction in the visual 
field (AS border), would require systematic eye movements towards the opposite direction. 
However, the distributions of eye position with respect to the azimuth and elevation of the 
visual field are similar for both sessions under the full stimulus condition (LAS model) and under 
the AS condition (Fig. 5b) suggesting that even small deviations from the fixation point cannot 
explain the observed findings (Kolmogorov-Smirnov test, p = 0.55 for the azimuth distributions 
and p = 0.77 for the elevation distributions). 

In summary, we observed a shift of the pRF centers towards the AS-border when the stimulus is 
excluded from the upper left quadrant of the visual field (AS-condition). The shift was 
associated with a relative increase in pRF amplitude near the AS-border and a decrease in pRF 
size. This suggests that using a truncated stimulus can reveal nonlinear aspects of receptive 
field summation that could be mistaken for reorganization in the appropriate context.  

 



 

 

Fig. 4: PRF location, size and amplitude changes in contralateral hV5/MT+ under the AS 
stimulus condition. (a) Average distributions of the pRF center elevation from voxels in 
hV5/MT+ of 5 subjects under the AS condition (gray bars) and under the LAS model (white 
bars). The voxels are divided into two groups according to their pRF center location as 
estimated from the full field stimulus condition, one for pRFs in the inferior quadrant (left) and 
one for pRFs at the superior quadrant (right). PRFs originally located in the left superior 
quadrant (where the AS is applied; see right panel) shift towards the lower quadrant (negative 
values) in both the LAS model and the AS stimulus condition. The shift observed for the pRF 
centers under the AS condition however is smaller than expected based on the LAS model and 
seems to cluster more near the AS-border (elevation = 0). PRFs with centers in the inferior 
quadrant also shift their location towards the AS-border in the presence of the AS, in contrast 
to the LAS model (left panel). The mean distributions are significantly different for pRFs both in 
the superior (p = 10-50 < 10-44) and inferior (p = 0 < 10-31) quadrants. The mean and standard 
error of the mean of each distribution is indicated on top of the graphs with gray color for the 
AS stimulus and black color for the LAS model. (b) Average distributions of the percent change 
in pRF size for the LAS model (white bars) versus the AS stimulus condition (gray bars). The 
change in pRF size is calculated as the difference between the pRF size under the AS condition 
(or under the LAS model) and the pRF size of the same voxels under the full stimulus condition, 
normalized by the pRF size under the full stimulus condition (see methods). When the AS is 
applied we have a significantly larger decrease in pRF size than expected based on the LAS-
model. This is true for voxels with pRF centers in either the superior (AS; right panel) or inferior 



 

(left panel) quadrants. (c) Left: Average pRF topography amplitude in the right (contralateral to 
the scotoma) hV5/MT+ of 5 subjects under the full stimulus (FF) condition (black), the LAS 
model (blue) and the AS condition (red) as a function of distance from the AS-border (pRF 
elevation, left panel). The pRF amplitude is larger within one degree from the AS-border when 
the AS is applied compared with the LAS model and the full stimulus condition. Right: Average 
pRF topography amplitude of voxels in the right hV5/MT+ with pRF centers located within 1 
degree from the AS-border (-1° to 0° elevation), as a function of eccentricity. The pRF amplitude 
is larger across the whole range of eccentricities in the AS-condition (red) compared with the 
LAS model (blue) and the full stimulus condition (black). For all graphs, the error bars indicate 
the standard error of the mean across subjects (N = 5).  

 

 

Fig. 5: Eye positions for different stimulus presentations. (a) Eye movements of one control 
subject (S1) under the full field stimulus presentation (left) and under the AS stimulus 
presentation (right). Eye positions plotted at 60Hz for one whole session (6.4 min). The number 
of eye deviations, defined as excursions > 1.5° from the fixation point is indicated next to the 
graphs with the number sign (#). The eye movements for all subjects are shown in Fig. S4. (b) 
Average fraction of eye traces with respect to the azimuth (left) and elevation (right) for the full 
field stimulus presentation (blue bars) and the AS stimulus presentation (red bars) for 3/5 
control subjects. Two of the subjects (S4 and S5) were excluded as their eye movements under 
the full field stimulus presentation were not recorded. However, their eye movements were 
recorded under the AS assuring that the subjects were able to maintain fixation (Fig. S4B). The 
error bars indicate the standard error of the mean across subjects (N = 3). The distributions are 



 

not significantly different between conditions (p = 0.55 for the azimuth distributions and p = 
0.77 for the elevation distributions) suggesting that the pRF changes seen in Fig. 4 are not the 
result of eye movements. 

 

pRF changes in the hemisphere ipsilateral to the artificial scotoma  

Visual deprivation of one quadrant in the visual field may potentially induce changes in the 
location, shape and amplitude of pRFs in the ipsilateral hV5/MT+ that have ipsilateral or 
bilateral responses. We found that ~12% ± 7% (mean ± standard error of the mean, N = 5) of 
voxels become unresponsive in the ipsilateral (left) hemisphere under the AS condition 
(stimulus exclusion from the left upper visual field quadrant). The mean size of area hV5/MT+ in 
the left hemisphere was found to be 1360 ± 236 mm2 (mean ± standard error of the mean, N = 
5 subjects), falling to 1151 ± 159 mm2 under the AS condition. As expected, the visual field 
coverage maps of area hV5/MT+ of the left hemisphere, both under full field stimulation or 
under the LAS model, span the contralateral hemifield (Fig. 6a). Surprisingly, the visual field 
coverage under the AS condition showed a displacement of the pRF centers towards the 
superior quadrant (dots in Fig. 6a right). The displacement occurred mainly for pRF centers 
originally located in the inferior quadrant (Fig. 6b left). The average distribution of pRF center 
elevation shows a significant shift of the pRF centers towards the superior quadrant (elevation 
> 0) under the AS condition (Fig. 6b; p ≈ 0 < 10-20). The effect was also significant for each 
individual subject (Table S1). No significant shift was observed for the average elevation 
distribution of pRFs originally located in the superior quadrant (Fig. 6b right; p = 10-20 > 10-21). 
However, there was a significant shift in the pRF center azimuth (distance from the vertical 
meridian) distributions towards the vertical meridian (azimuth = 0) for both the inferior (p = 10-

244 < 10-56) and superior quadrants (p = 10-199 < 10-32; Fig. 6c) suggesting that the pRF centers of 
both the superior and inferior quadrants in ipsilateral hV5/MT+ shift their location towards the 
vertical border of the scotoma.  

There was a significant decrease in pRFAS size of ~28% in both quadrants (28 ± 5% for the 
superior quadrant and 27 ± 5% for the inferior quadrant, p = 10-5, two sample t-test; Fig. 6d) 
compared to the relatively small decrease expected from the LAS model (4.8 ± 6% for the 
superior quadrant and 1.3 ± 2% for the inferior quadrant). 

Furthermore, we observed a significantly increased pRF amplitude under the AS condition for 
pRFs in the superior quadrant (p = 10-3 < 10-2 at 1° elevation, two sample t-test; Fig. 6e left). 
PRFs under the AS scotoma in the inferior quadrant had a pRF amplitude similar to the full 
stimulus condition (p = 0.3 > 10-2 at -2° elevation; Fig. 6e left). The increase in the superior 
quadrant occurred mainly for pRFs near the vertical meridian which is the vertical border of the 
AS and within 1° from AS (Fig. 6e right) similar to the increase observed in the horizontal border 
of the AS in the contralateral hV5/MT+ (Fig. 4c left). The mean amplitude of AS pRFs at 1° 
azimuth was significantly larger compared with the full field stimulus pRFs (p = 10-3 < 10-2; Fig. 
6e right). PRFs away from the AS vertical border did not have a significant increase in the pRF 
amplitude (p = 0.48 > 10-2 at -4° azimuth; Fig. 6e right). This suggests that pRFs in ipsilateral 
hV5/MT+ are also subject to nonlinear influences from the truncated stimulus even though it is 
presented in the ipsilateral hemifield.  



 

 

 

Fig. 6: PRF location, size and amplitude changes in ipsilateral hV5/MT+ under the AS 
condition. (a) Visual field coverage maps of area hV5/MT+ ipsilateral to the AS (left 
hemisphere) for a subject under the full field (FF) stimulus condition (2nd column), under the 
LAS model (3rd column) and under the AS condition (4th column). On the left, a sketch of the 
visual field indicates the location of the AS (shaded gray area). The visual field coverage maps 
under full field stimulation or under the LAS model, span the contralateral hemifield. The visual 
field coverage under the AS condition on the other hand shows a relative displacement of the 
pRFs towards the superior quadrant, which is the quadrant opposite from the AS. (b) Average 
pRF center elevation distribution from voxels in ipsilateral hV5/MT+ of 5 subjects under the AS 
condition (gray bars) and under the LAS model (white bars). As in Fig. 4a, the voxels are divided 



 

into two groups according to their pRF center location as estimated from the full field stimulus 
condition, one for pRFs in the inferior quadrant (left panel) and the other for pRFs at the 
superior quadrant (right panel). The mean and standard error of the mean of each distribution 
is indicated on top of the graphs with gray color for the AS stimulus and black color for the LAS 
model. The pRF center elevation distribution does not change significantly in the presence of 
the AS for voxels in the superior quadrant (right). PRFs of the inferior quadrant, however, shift 
their location towards the superior quadrant in the case of the AS condition (gray bars, left) 
compared with the distribution of the LAS model. (c) Same as in b for the pRF center azimuth. 
The pRF center azimuth distributions significantly shift towards the vertical meridian under the 
AS condition for both the inferior and superior quadrants. (d) Average percent change of the 
pRF size (as described in Fig. 4b) for 5 subjects under the LAS model (white bars) and the AS 
stimulus condition (gray bars) separately plotted for voxels located in the inferior quadrant (left 
panel) and the superior quadrant (right panel). The pRF size of left (ipsilateral) hV5/MT+ under 
the AS condition is decreased more than expected based on the LAS model (white bars). (e) 
Left: average pRF amplitude of the pRF topographies in left hV5/MT+ of 5 subjects under the 
full stimulus condition (black), under the LAS-prediction condition (blue) and under the AS 
condition (red) as a function of pRF elevation. The pRF amplitude is larger under the AS 
condition for pRFs located in the superior quadrant (elevation > 0). Right, average pRF 
amplitude of voxels in left hV5/MT+ with pRF center locations in the superior quadrant as a 
function of pRF azimuth. The pRF amplitude is larger within 1° from the vertical border of the 
AS (azimuth = 0) in the AS stimulus case (red) compared with the LAS-prediction (blue) and the 
full stimulus condition (black). For all graphs, the error bars indicate the standard error of the 
mean across subjects (N = 5).  

 

In summary, the results so far demonstrate a displacement of pRF center location of voxels in 
area hV5/MT+ when an AS is used in the upper left quadrant of the visual field. The observed 
displacement is towards the AS border compared to LAS model prediction, suggesting that 
significant nonlinearities influence the pRF estimation when using the truncated stimulus. A 
further signature of these nonlinearities is an increase in pRF amplitude observed near the 
horizontal border of the AS (Fig. 4c left). PRF center shifts are not restricted to the hemisphere 
contralateral to the AS, but are also observed in the hemisphere ipsilateral to the AS. In this 
case, pRFs shift towards the quadrant contralateral to the AS (right superior quadrant), and the 
pRF amplitude increases particularly near the vertical meridian (vertical border of the AS). The 
more striking finding is a significant decrease in average pRF size observed in area hV5/MT+ 
area of both hemispheres. Notably pRF size under the AS condition is significantly smaller than 
the pRF size expected from the LAS model, further supporting the influence of nonlinear 
interactions in pRF estimation when using the truncated stimulus.  

Biases in pRF estimation depend on the stimulus condition used for modeling 

For all aforementioned results, our method uses the AS stimulus to estimate the pRF 
topography under the AS condition (Fig. 1C). As a result, pRF weights outside the stimulus 
space, i.e. inside the AS area, cannot be estimated. This is appropriate for studies of normal 
subjects with AS stimuli like here as well as in studies of patients with dense retinal lesions since 
the input never reaches the brain. However, a question in studies of patients with visual cortical 



 

lesions is whether activity arises from the interior of the visual field scotoma. Typically, 
retinotopic mapping in patients is performed using a full stimulus (bar, wedge or ring), which 
overlaps the area of the scotoma (Dilks et al., 2007, Baseler et al., 2011, Papanikolaou et al., 
2014). In this case, modeling both sets of responses using the full stimulus condition might be 
more appropriate for comparing patients and AS subjects. Thus we also examined whether pRF 
biases occur in subjects stimulated with the AS stimulus when their pRF topographies are 
modeled using the full stimulus (Fig. 1D). 

As expected, we found no pRF centers within the AS area when we used the full stimulus to 
estimate the pRFs from the data generated by the LAS model (Fig. 7a, left). However, the visual 
field coverage maps of the right hV5/MT+ under the AS condition cover most of the area of the 
AS itself (Fig. 7a, right). PRFs lie well within the area of the AS, well beyond the eye movements’ 
range (Fig. 5). In patients, such pRFs could be erroneously interpreted as arising from stimuli 
presented in the interior of the scotoma. However, in the case of normal subjects stimulated 
with the AS stimulus there is in fact no stimulus presented inside the AS, and thus the observed 
pRF topographies are the result of an artifact, in the sense that they do not represent the 
weights by which the voxel would integrate a stimulus that falls in the AS. Our method fits well 
the fMRI BOLD signal (Fig. 7b) suggesting they do not simply represent a mistake in fitting. To 
understand how this signal arises, we computed the average neural responses (estimated by 
the deconvolved BOLD signal change) of all significantly activated voxels in hV5/MT+ separately 
for different bar directions of motion (see Fig. 7c, methods). The BOLD signal response of each 
voxel was calculated as a difference from the baseline, defined as the signal elicited when the 
vertical bar is in the furthest part of the visual field contralateral to the scotoma (ipsilateral to 
the hV5/MT+ considered). This location is expected to produce little if any activity to area 
hV5/MT+ contralateral to the scotoma. This procedure sets the baseline of each voxel to zero.   

When a horizontal bar is moving from the top (AS location) to the bottom (stimulated) visual 
field quadrant, the average BOLD signal in the right hemisphere is initially at baseline (zero) as 
there is no stimulus presented within the AS (blue bars, Fig. 7c). Activity greater than baseline 
starts to be elicited when the bar is near 2° from the horizontal meridian (AS border), 
commensurate with the size of the subject’s fixation eye movements. In contrast, when the 
horizontal bar is moving in the opposite direction, from the bottom (stimulated) to the top (AS) 
visual field quadrant, the BOLD signal spreads further into the superior quadrant (positive 
elevations) where no stimulus was presented (white bars, Fig. 7c). The BOLD signal seen within 
the AS in this case is likely to be the result of increased hemodynamic spread resulting from the 
fact that the bar comes from the inferior (seeing) to the superior (blind) quadrant. This 
activates hV5/MT+ likely eliciting a hemodynamic wave that persists beyond the entry of the 
bar to the region of the scotoma. Similar spread occurs for other bar directions as long as the 
part of the stimulus moves from lower (seeing) to higher (non-seeing) visual field locations. It is 
also possible that this effect may be in part due to neural activity related to stimulus 
anticipation. However, what argues against this is that there is minimal to no shift in the BOLD 
signal profile elicited in the right hV5/MT+ when the bar moves from left to right versus right to 
left (Fig. S5a).  In this case the bar is moving from the contralateral (left) to the ipsilateral (right) 
visual field or vice versa, crossing different hemispheres and vascular territories, so vascular 
spread should not occur. In accordance to this the BOLD signal shift should essentially 
disappear for the left to right bar transitions, as is shown to happen in Fig. S5a. It is difficult to 



 

imagine why this would happen if the dominant underlying mechanism for the shift were to be 
neural anticipation. The discrepancy in the BOLD time series within the AS area for the different 
bar directions is in part the cause of the pRF coverage observed within the AS when fitting the 
data using the full stimulus model. Note that although BOLD differences between bar directions 
occur also in early visual areas with small receptive fields (such as area V1, Fig. S5b), the effect 
is smaller (~2°) and affect visual field coverage estimates less (Fig. S5b). 

Therefore, a different approach is needed for comparing responses between patients and AS 
subjects when using the drifting bar stimulus. One solution would be if one fits the BOLD time 
series of each voxel separately for each bar direction and model the boundaries of the pRF by 
marking the visual field locations where the BOLD signal rises above baseline for each direction. 
This would allow us to observe directly the spread of BOLD activity in each direction, taking into 
account asymmetries that may arise. 

 

 

Fig. 7: PRF biases under the AS condition. (a) Visual field coverage of the right hV5/MT+ in one 
subject under the LAS model (left) and under the AS condition (right) assuming the full bar 
stimulus for modeling the pRFs (Fig. 1D). The map covers significantly the area of the AS at the 
upper left quadrant of the visual field under the AS condition in contrast to the LAS model. (b) 
The BOLD time series of a voxel with pRF center located well within the area of the AS 
(elevation = 4.27°, azimuth = -1.35°). The model predicts 36% of the variance in the data 
suggesting that the pRF prediction is not a fitting artifact. (c) The average BOLD signal change 
from all voxels in the right hV5/MT+ as a horizontal bar is moving from the top (elevation > 0; 
AS) to the bottom of the visual field (elevation < 0; seeing quadrant; blue bars) and vice versa 
(white bars). On top, a snapshot of the orientation of the bar, the direction of motion (white 
arrow) and the AS location (marked with red dashed lines, for illustration purposes). Before 
averaging, the BOLD time series of each voxel is deconvolved to adjust for the hemodynamic 
response function and the baseline is subtracted. The baseline is defined as the signal value 



 

when the vertical bar is located in the far ipsilesional part of the visual field, which should 
produce little or no visual modulation in the region examined (see methods).  This procedure 
sets the baseline of each voxel to zero. When the bar is moving from the top to the bottom of 
the visual field (blue bars), the average BOLD signal change when the bar is in the superior 
quadrant (location of the AS; elevation > 0) drops to baseline values compared with the average 
signal under the full field stimulus condition. Activity starts when the bar is near 2° from the 
horizontal meridian (AS border), commensurate with the subject’s fixation eye movements. On 
the other hand, when the bar moves from the bottom to the top of the visual field (white bars), 
activity spreads beyond the horizontal border of the AS (elevation = 0) well within the superior 
quadrant corresponding to the AS. The error bars indicate the standard error of the mean 
across subjects (N = 5). 

Comparison to direct-fit methods  

We compared results obtained with our method with a method that fits directly a 2-
dimensional Gaussian pRF model to predict the fMRI time-series (Dumoulin and Wandell, 
2008). This method has been previously applied to characterize pRF changes in the early visual 
cortex of healthy participants with artificial scotomas (Baseler et al., 2011, Haak et al., 2012a, 
Binda et al., 2013). The direct-fit model can extrapolate estimates of the pRF that fall outside 
the stimulus space (i.e. inside the AS) by applying a Gaussian fit to the tail of the pRF that lies 
inside the stimulus space (Binda et al., 2013). As a result, when the direct-fit method is used to 
estimate the pRFs, the visual field coverage maps of the right hV5/MT+ cover the area of the AS 
both under the LAS model and under the AS condition (Fig. 8a). The visual field coverage maps 
cover the area of the AS whether we incorporate the AS stimulus in the model or we use the 
full field stimulus (Fig. S6A). Whether this extrapolation is justified is an open question. 
Nevertheless, even with this method we did observe differences between the AS condition and 
the LAS model. In particular, pRF centers originally located in the inferior quadrant (under the 
full field stimulus condition) shift within the AS (superior quadrant, elevation>0) under the AS 
condition compared to pRFs estimated using the LAS model which retain their location within 
the inferior quadrant as expected (Fig. 8b, left). The distributions are significantly different (p = 
10-215 < 10-19). PRFs originally located in the superior quadrant retain their location within the 
AS (elevation>0) for both the LAS model and the AS condition (Fig. 8b, right). In this case, the 
pRF elevation distribution under the AS condition appears to be significantly shifted, with more 
voxels lying within the AS compared to the LAS model (p = 10-51 < 10-30). In addition, the pRF 
centers found within the AS have increased amplitude compared to both the LAS model and the 
full field stimulus condition (Fig. 8c). These findings are comparable with those observed using 
our method confirming that the pRFs are nonlinearly affected by the truncated stimulus. 
Contrary to our method though, we did not observe a clear pattern for the pRF size when using 
the direct-fit method. Most pRFs under the LAS model had no change in the pRF size compared 
with the full field stimulus condition, while some pRFs had increased size (Fig. 8d). PRFs under 
the AS condition on the other hand shows large variability, many voxels showing markedly 
decreased or increased pRF size (Fig. 8d), sometimes almost triple the size of the original pRF 
under the full field stimulus condition (pRF change of 180%). We have previously shown that 
direct-fit methods are subject to potentially large errors in extrapolating the pRF structure and 
center when it lies outside the stimulus presentation space (Lee et al., 2013). For example, for a 
pRF located near the edge of the AS, the direct-fit method could potentially fail to capture the 



 

actual pRF center and size (Fig. 8e). This is because direct-fit methods use the visible (residual) 
portion of the pRF that falls outside of the AS to extrapolate how the pRF should look like inside 
the AS. This might result in a correct prediction where the pRFs under the AS condition match 
with those under the full field stimulus condition, as in (Binda et al., 2013). However, in other 
cases the extrapolated pRFs within the AS may differ from the pRFs under the full field stimulus 
condition as a result of a fitting error (Fig. 8e), nonlinearity or both (Fig. S6B). Our method only 
captures the portion of the pRF topography that lies within the stimulus presentation space and 
thus results in more veridical estimates in this case.  

 

 



 

Fig. 8: PRF changes in contralateral hV5/MT+ under the AS condition using a direct-fit 
method. (a) Visual field coverage maps of area hV5/MT+ contralateral to the AS (right 
hemisphere) for a subject under the full field (FF) stimulus condition (2nd column), under the 
LAS model (3rd column) and under the AS condition (4th column). On the left, a sketch of the 
visual field indicates the location of the AS (shaded gray area). The visual field coverage maps 
extend significantly within the area of the AS at the upper left quadrant of the visual field both 
under the LAS model and under the AS condition. (b) Average pRF center elevation distribution 
from voxels in right hV5/MT+ of 5 subjects under the AS condition (gray bars) and under the 
LAS model (white bars). As in Fig. 4a, the voxels are divided into two groups according to their 
pRF center location as estimated from the full field stimulus condition, one for pRFs in the 
inferior quadrant (left panel) and the other for pRFs at the superior quadrant (right panel). The 
mean and standard error of the mean of each distribution is indicated on top of the graphs with 
gray color for the AS stimulus and black color for the LAS model. The pRF center elevation 
distributions are significantly shifted within the AS under the AS condition for both voxels in the 
inferior (left) and superior quadrants (right) compared with the distributions of the LAS model. 
(c) Average pRF amplitude of the pRFs in right hV5/MT+ of 5 subjects under the full stimulus 
condition (black), under the LAS model (blue) and under the AS condition (red) as a function of 
pRF elevation. The pRF amplitude is larger under the AS condition for pRFs located in the 
superior quadrant (elevation > 0). (d) Average percent change of the pRF size (as described in 
Fig. 4b) for 5 subjects under the LAS model (white bars) and the AS stimulus condition (gray 
bars) plotted for all voxels in right hV5/MT+. For all graphs, the error bars indicate the standard 
error of the mean across subjects (N = 5). (e) Schematic illustration of a pRF located at the edge 
of the AS. The light gray represents the area of the AS. The red circle represents the true pRF. 
The black and the blue dashed lines represent different model fits. The black and blue dots 
denote the corresponding pRF centers. The direct-fit model extrapolates estimates of the pRF 
that fall outside the stimulus space (inside the AS) by applying a Gaussian fit to the tail of the 
pRF that lies inside the stimulus space. This approach however may potentially result in 
erroneous model fits. For example, see the black versus the blue curves in the right panel, 
which both fit the part of the stimulus space outside the AS very well, but result in markedly 
different pRFs. These methods are therefore prone to errors in capturing the actual pRF shape 
near stimulus presentation borders (such as the border of the AS) (Lee et al., 2013), potentially 
resulting, for example, in an enlarged and mislocalized pRF (blue dashed line). 

 

Discussion 

Nonlinear pRF changes in hV5/MT+ under an “Artificial Scotoma” condition 

Population receptive field (pRF) measurements provide a way to gauge the degree of 
reorganization after injury in human visual areas (Baseler et al., 2011, Papanikolaou et al., 
2014). Because fMRI voxels contain more than 106 neurons (Leuba and Garey, 1989), pRF 
estimates depend both on the size of individual neuron receptive fields and on their scatter 
within each voxel. When different subsets of neurons within a voxel get activated, pRF 
estimates may change. For example, if only a subset of the neuronal population is activated in 
the case of the artificial scotoma, the pRF estimate will change (Baseler et al., 2011, Haak et al., 
2012a, Haak et al., 2012b, Binda et al., 2013) without reflecting cortical reorganization. In 



 

addition, presenting a truncated visual stimulus can have nonlinear effects that can modify 
receptive field location and size estimates in individual neurons. It is important to understand 
how such changes manifest in pRF estimation to be able to separate them from true 
reorganization. Here, we measured pRF changes that occur in area hV5/MT+ of five normal 
subjects after masking the stimulus in the upper left quadrant of the visual field (“artificial 
scotoma” or AS), thereby simulating a quadrantanopic scotoma. 

The results show that most of the pRFs in the superior quadrant (AS) remain responsive and 
shift their location outside the boundaries of the AS (inferior quadrant). One possible reason for 
this might be that we can only map the part of the pRF that extends outside of the AS area, 
where stimulus is presented (Wandell and Smirnakis, 2009). However, this does not appear to 
be the whole story. Interestingly, pRF centers cluster at the AS border under the AS condition 
whereas they are expected to lie further within the inferior quadrant based on the prediction of 
the linear AS model (Fig. 4a). In addition, pRFs located in the inferior quadrant (outside the AS), 
which are expected to have minimal change, also shift towards the AS border (Fig. 4a). This is 
accompanied by a significant reduction in the pRF size of hV5/MT+ voxels (Fig. 4b) as well as an 
increase in the amplitude of pRFs that occurs within 1° of the horizontal AS border (Fig. 4c). 
Notably, similar pRF changes were observed in the hV5/MT+ complex of the hemisphere 
ipsilateral to the AS (Fig. 6), except in this case pRF centers also shift towards the vertical border 
of the AS. These changes suggest that nonlinear processes contribute to the BOLD response 
elicited by the truncated stimulus presented in the case of the artificial scotoma (AS). They may 
for example be the result of decreased inhibition close to the AS border resulting in 
disproportional increase of the pRF amplitude compared to the amplitude expected when using 
the full bar stimulus. Importantly, these deviations from linearity occurring in hV5/MT+ pRF 
estimation under the AS condition do not reflect true reorganization, but rather properties of 
normal visual processing under different test-stimulus conditions. 

Comparison with Prior Studies   

Previous studies have found ectopic pRFs in locations of the early visual cortex (areas V1-V3) 
that correspond to the AS (Baseler et al., 2011, Haak et al., 2012a, Haak et al., 2012b). In 
particular, Haak et al. found that, in the presence of a foveal artificial scotoma, pRFs at the 
center of the visual field shifted to more peripheral locations and increased in size (Haak et al., 
2012a). Here we show that a shift of pRFs originally located inside the AS to locations outside of 
the AS, but not an increase in pRF size, can be partially explained by the LAS model, which 
models what is expected when stimulating only the part of the pRFFF that does not fall inside 
the artificial scotoma. However, we also show that pRF shifts under the AS condition differ from 
shifts predicted by the LAS model suggesting that nonlinear processes contribute to the BOLD 
response elicited by the AS stimulus. In particular, pRFs cluster more at the border of the AS 
and the pRF size is decreased compared to the LAS model. In addition, we show a shift of the 
pRF centers originally located outside of the AS towards the AS border and an increase in the 
pRF amplitude near the AS border, which have not been previously reported. 

Although these findings differ from those of Haak et al. (Haak et al., 2012a), we note that the 
pRF shifts reported by Haak et al. are found in the early visual cortex (area V1), while our results 
reflect pRF changes in hV5/MT+. However, we have not observed pRF shifts in area V1 under 
the AS condition in the magnitude reported by Haak et al. (Haak et al., 2012a). It is important to 



 

note that Haak et al. used a direct-fit method for pRF estimation, and this may be the source of 
a bias near a stimulus presentation border, such as the border of AS (Lee et al., 2013). This bias 
can potentially lead to significant mislocalization of the pRF center as well as erroneous 
estimation of the pRF size (see Fig. 8 for an illustration). It is therefore possible that the pRF 
changes observed in (Haak et al., 2012a) may reflect a bias as a result the pRF method used. 
The method we used here (Lee et al., 2013) is considerably more robust to such a bias. Another 
possibility is that the differences between the study of Haak et al. and ours originate from the 
fact that a different AS stimulus is used. Haak et al. used a large foveal scotoma while we used a 
scotoma covering one quadrant. It is possible that stimulating only the periphery may affect 
pRF responses in the central visual field, an effect that might be hidden in our case since we 
stimulate both peripheral and central locations in the seeing quadrant. .  

Another study (Binda et al., 2013) adopted an approach more similar to ours, and compared 
responses obtained under the AS condition with simulated responses computed using pRFs 
estimated from the full-field stimulus condition (similar to the LAS model). They found that 
when a multifocal stimulus presentation is used, pRF shifts in the AS condition can be largely 
predicted by the simulations. This agrees with our estimations in early visual cortex (area V1; 
Fig. 3B) but not in area hV5/MT+, where we show that pRFs under the AS condition differ from 
pRFs obtained using the LAS model. Binda et al. did not study responses in higher visual cortex 
where receptive fields cover a large portion of the visual field and thus they are likely to be 
more susceptible to the presence of a truncated stimulus.  

Interestingly, when using a moving bar stimulus presentation, Binda et al. found pRF shifts 
under the AS condition that are different than those obtained from the model predictions (i.e. 
LAS model) suggesting that the pattern of visual stimulation (multifocal versus moving bar 
stimulation) may play a critical role in the conclusions that can be drawn. However, we do not 
believe that the effects we observed here represent simply an artifact of the stimulus 
presentation paradigm. First, we did not observe this effect in early visual areas. Specifically, we 
saw no significant difference between pRF estimates obtained by LAS versus the true AS 
condition in area V1 under our moving bar stimulation paradigm (Fig. S3a). Second, the main 
question is whether some of the nonlinearities we observe may be the result of differences in 
hemodynamic effects induced by the moving bar stimulus presentation in the AS versus the LAS 
stimulus condition (Fig. 7). Although there is a differential spread of the BOLD signal depending 
on bar stimulus direction (see next section), this does not fully explain the findings presented 
here. For example, it cannot explain the shift of the pRFs that are located outside of the AS 
towards the scotoma border, nor the increase in the pRF amplitude near the AS border. Note 
also that artifacts related to potential hemodynamic spread inside the area of the AS are 
minimized by our use of the AS-stimulus model for pRF estimation, which effectively restricts 
pRF weight estimation outside the AS, in the part of the visual field that was actually visually 
stimulated. 

PRF estimates in hV5/MT+ depend strongly on whether the full bar or the truncated (AS) bar 
stimulus model is used for estimation 

PRF estimation in the presence of an artificial scotoma represents an important control in most 
studies of patients suffering from visual field defects (Dilks et al., 2007, Baseler et al., 2011, 
Papanikolaou et al., 2014). However, it is an open question whether the appropriate stimulus 



 

model to use for pRF estimation is a truncated bar versus a full bar stimulus. We found 
significant differences in hV5/MT+ pRFs estimated when using the truncated bar (AS stimulus) 
versus the full bar stimulus model. Note that in both cases the actual stimulus presentation is 
done with the AS stimulus. Specifically, visual field coverage maps of the contralateral area 
hV5/MT+ covered most of the AS area when pRFs were estimated using the full bar model 
compared to the truncated bar model, which showed minimal coverage (Fig. 7a versus Fig. 3B). 
This has important implications regarding the interpretation of pRF topographies. In general, 
nonzero pRF weights that correspond to the region of the AS should not be straightforwardly 
interpreted as direct pRF measurements, since no visual stimulus was actually presented there. 
Rather they represent a form of extrapolation from responses arising outside the AS, which are 
subject to the assumptions underlying the pRF model. To avoid the interpretation difficulties 
this entails, our analysis primarily focused on comparing pRF weights estimated outside the AS 
region, derived under the truncated bar stimulus model (Figs. Fig. 3-Fig. 6). This ensures that 
conclusions drawn are not subject to potential extrapolation errors.   

We derived pRF estimates under the full bar stimulus model to make a link with existing 
literature (Fig. 7). Differences in the pRF estimation when applying two different stimulus 
models (full bar versus truncated bar) to the same actual stimulation condition (AS) have been 
reported before in the early visual cortex of subjects with artificial scotomas (Binda et al., 
2013). However, the reported effect was largely opposite to what we observe here. Binda et al. 
report that when the full bar stimulus model is used to estimate pRF location, pRFs originally 
inside the artificial scotoma (AS) region shift outside the AS boundaries. On the other hand, 
when the AS stimulus model is used, pRFs are found within the AS area. The difference 
between Binda et al. and our study can be partially explained by the different approach we 
used to estimate pRFs. Our method, uses a linear topography estimation approach to estimate 
the pRF structure (Lee et al., 2013) and, when the AS-model is applied, it appropriately cannot 
cover areas outside the stimulus presentation space. Binda et al. use a direct-fit method, which 
can extrapolate pRF weights that fall outside the stimulus space, i.e. inside the AS, by fitting the 
tail of the pRF that lies inside the stimulus space (Fig. 8). This extrapolation is easier to perform 
when the AS-model (truncated bar) is applied, resulting in significant pRF coverage inside the 
scotoma in this case. Our method instead yields significant pRF coverage inside the scotoma, 
when we apply the full bar stimulus condition (Fig. 7). The lesson here is that the particular type 
of extrapolation accomplished depends strongly on the pRF model used, and resulting pRF 
estimates should be considered with caution, pending empirical validation.  

Comparison with the direct method of pRF estimation  

To ensure that the effects we report are not the result of the method of pRF estimation we 
used, we repeated our analysis using the direct method of pRF estimation (Dumoulin and 
Wandell, 2008) to estimate responses in hV5/MT+. We found that our main conclusions remain 
valid (Fig. 8) confirming that the pRFs are nonlinearly affected by the truncated stimulus.  

We note that direct estimation methods can lead to biased estimates for pRFs that lie close to a 
stimulus presentation boundary (Lee et al., 2013) (Fig. 8e) and should be used with caution in 
subjects with sharp visual field scotoma boundaries. For example, when we used the direct-fit 
method to estimate pRFs in area hV5/MT+ we found that visual field coverage maps covered 
the area of the AS, whether we use the truncated bar (AS-model) or the full bar stimulus model 



 

(Fig. 8a, Fig. S6A). One interpretation of these extrapolated pRF topographies that extend inside 
the AS is that they represent the actual pRF profiles that would have been obtained had the 
artificial scotoma not been there (Binda et al., 2013). However, this does not occur in our case 
as both the pRF center elevation and size distributions obtained under the AS condition differ 
from those obtained under the full field stimulus condition (Fig. S6B). Since errors in parameter 
estimation can arise easily by extrapolating partial data fitting of this nature (see fig. 8e), careful 
validation of results obtained is required. Here we concentrated on modeling the part of the 
receptive field that lies outside the artificial scotoma, in order to minimize potential for error.    

Directional asymmetry of the BOLD response elicited by the bar stimulus at the border of AS 

In our case, activity observed within the AS area appears to be in part the result of asymmetric 
BOLD responses occurring when the bar stimulus moves from seeing to non-seeing locations of 
the visual field (Fig. 7c). One possibility is that BOLD signal responses differ within the AS 
because the brain generates an expectation of the upcoming stimulus (Kastner et al., 1999, 
Ghose and Bearl, 2010) or because of filling-in phenomena (Meng et al., 2005). Anticipation of 
the upcoming stimulus may in part explain the BOLD spread within the AS area, however, it is 
unlikely to be the whole explanation here. Effects of stimulus expectation should be apparent 
also when the bar is moving from the contralateral to the ipsilateral visual hemifield. Although 
there is a small BOLD spread when the vertical bar moves from the contralateral to the 
ipsilateral visual hemifield that could be the result of anticipation (Fig. S5a), the effect does not 
occur in the same magnitude as when the horizontal bar enters the scotoma (Fig. 7c), 
suggesting that the BOLD spread within the AS area is likely the result of persistent 
hemodynamic activity which cannot occur across hemispheres. Moreover, the type of stimulus 
we use (moving bar truncated in the area of the AS) is not conducive to filling-in phenomena 
(De Weerd et al., 1998) effectively ruling out this possibility. 

Such asymmetric differences in the BOLD signal may potentially be avoided by changing 
stimulus design, for example by having the bar stimulus positions interleaved randomly rather 
than presented sequentially, as Binda et al. suggest (Binda et al., 2013). However, the ability of 
such stimuli to activate hV5/MT+ and yield reliable pRF estimates in higher areas warrants 
further investigation (Binda et al., 2013). An alternative approach is to calculate directly the 
boundaries of the pRF from the BOLD time series of each voxel separately for each direction of 
motion of the visual stimulus (bar). For example, one could identify the visual field location 
where the BOLD activity starts to rise above baseline separately for each bar direction. In this 
way, hysteresis phenomena also become apparent and can be taken into account or 
investigated as needed. This approach has some similarity to classical receptive field mapping 
methods (Hubel and Wiesel, 1962) ), although the time scales involved are of course much 
different. 

Conclusions 

We have shown that pRF estimates in area hV5/MT+ are nonlinearly affected by a truncated 
stimulus presented (AS) in order to simulate a quadrantanopic visual field scotoma. This was 
signified by a shift of the pRF centers towards the border of the AS, a decrease in pRF size and 
an increase in pRF amplitude near the AS border. In addition, we found erroneous pRF 
estimates inside the area corresponding to the AS, when we used the full bar stimulus model 



 

for predicting the pRF topography when the actual stimulus presented included the AS. These 
biases are not the result of a trivial methodological artifact but appear to originate from 
asymmetric BOLD responses occurring when the stimulus moves from seeing to non-seeing 
locations of the visual field. We argue that these responses are not simply neural anticipatory 
responses but likely contain a significant hemodynamic component. Distinguishing pRF changes 
that occur as the result of true reorganization versus different test-stimulus presentation 
conditions is an important task that needs to be undertaken when studying the organization of 
visual cortex in patients with visual field deficits. The purpose of this work was to point out 
some of the issues involved. 
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Fig. S1: (A) Left, pRF topography of one voxel in hV5/MT+ under the full field stimulus condition (pRFFF). 

The pRF covers locations both in the left upper and lower quadrants. Middle, pRF topography of the 

same voxel under the Linear-AS model (pRFLAS, see methods). In brief, from the topography of the full 

field stimulus pRFFF, the part of the pRF falling within the AS area is omitted by convolving the pRFFF with 



the AS stimulus. The result of the convolution is then used to re-estimate the topography, deriving the 

pRFLAS. In this case only of the part of the pRF which falls outside of the AS area is mapped. This gives us 

an estimate of the expected pRF topography under the AS condition, assuming linearity. Right, pRF 

topography of the same voxel under the AS condition (pRFAS). The pRFAS looks different than it would be 

expected based on the LAS model (pRFLAS). The pRFAS topography seems to have shifted towards the AS-

border. (B) The pRF topographies of the same voxel presented in (A) under the different stimulation 

conditions after thresholding at 0.4 of the maximum value. By thresholding we derive only the central 

area of the pRF, useful for estimating the pRF center location and pRF size (see methods). (C-D) The 

visual field coverage maps of hV5/MT+ from one control subject under the full field stimulus condition 

(left), under the LAS model (middle) and under the AS condition (right) when the threshold used to 

estimate the central pRF is 0.3 of the maximum (C) and 0.5 of the maximum (D). The main observations 

presented in the Fig. 2, hold across different thresholds.  

 



 

Fig. S2: Visual field coverage maps of subjects S2, S3, S4, S5. The visual field coverage maps of right 

hV5/MT+ from the remaining four subjects under the full field stimulus condition (left), under the LAS 

model (middle) and under the AS condition (right). 



 

 

Fig. S3: (a) Average distributions of the pRF center elevation from voxels in area V1 under the AS 

stimulus condition (gray bars) and under the LAS model (white bars) for all subjects. The mean and 

standard error of the mean of each distribution is indicated on top of the graphs with gray color for the 

AS stimulus and black color for the LAS model. There are no significant differences between the two 

distributions (p = 10-17 > 10-57). (b) Average distributions of the pRF center elevation from voxels in 

hV5/MT+ corresponding to the inferior quadrant under the full field stimulus condition (white bars) and 

under the LAS model (gray bars) for all subjects. There are no significant differences between the two 

distributions (p = 10-19 > 10-32) suggesting that the LAS model is a good estimator of the residual pRFs 

expected under the AS condition. (c) Average distributions of the pRF size (surface area size of the pRF 

topography that showed activity above threshold) from voxels in hV5/MT+ corresponding to the inferior 

(left) and superior (right) quadrants under the LAS model (white bars) and under the AS condition (gray 

bars) for all subjects. For all graphs, the error bars indicate the standard error of the mean across 

subjects (N=5). 

 



 

Fig. S4: Eye movements for all subjects under the full field stimulus presentation (A) and under the AS 

stimulus presentation (B). Eye positions plotted at 60Hz for one whole session (6.4 min). The number of 

eye deviations, defined as excursions > 1.5° from the fixation point is indicated next to the graphs with 

the number sign (#). 

 



 

Fig. S5: Average BOLD signal change under the AS condition. (a) The average BOLD signal change from 

all voxels in the right V5/MT+ as a vertical bar is moving from the left (azimuth < 0; contralateral 

hemifield/AS) to the right of the visual field (azimuth > 0; ipsilateral hemifield) (white bars) compared to 

the average signal change as the vertical bar is moving from the left (ipsilateral) to the right 

(contralateral) of the visual field (blue bars). The error bars indicate the standard error of the mean 

across control subjects (N=5). On top, a snapshot of the orientation of the bar and direction of motion 

(white arrow). (b) Left, the average BOLD signal change from all voxels in the right V1 as a horizontal bar 

is moving from the top (elevation > 0; AS) to the bottom of the visual field (elevation < 0; seeing 

quadrant) (blue bars) compared to the average signal change as the horizontal bar is moving from the 

bottom to the top of the visual field (white bars). Right, visual field coverage of the right area V1 in one 

subject under the AS condition assuming the full bar stimulus for modeling the pRFs.  

 



 

Fig. S6: (A) Visual field coverage maps of area hV5/MT+ contralateral to the AS (right hemisphere) for a 

subject under AS condition using a direct-fit method (Dumoulin and Wandell, 2008). On the left, the AS 

stimulus is used in the pRF estimation while on the right, the full field stimulus is used. In both cases the 

actual stimulus presentation is done with the AS stimulus. The visual field coverage maps extend 

significantly within the area of the AS at the upper left quadrant of the visual field whether we use the 

truncated bar (AS-model) or the full bar stimulus model. (B) Average distributions of the pRF center 

elevation (left) and pRF size (right) for voxels in right hV5/MT+ of 5 subjects under the AS condition (gray 

bars) and under full field stimulation (white bars). PRF estimates are obtained using a direct-fit method 

(Dumoulin and Wandell, 2008). PRF distributions obtained under the AS condition differ significantly 

from those obtained under the full field stimulus condition for both the pRF center elevation (p = 10-214 < 

10-157, Kolmogorov-Smirnov test) and pRF size (p = 10-214 < 10-157). 

 



Table S1: Kolmogorov-Smirnov significance tests between the pRF center distributions of each control 
subject (S1-S5) under the AS condition and under the LAS model prediction for each visual field 
quadrant. Right= right hemisphere, Left= left hemisphere, IQ= inferior quadrant, SQ= superior quadrant. 
Significance is reported as p= a < b, where b is the value selected to reject the NULL hypothesis. b is 
estimated by comparing the distribution of each subject with all the other subjects for the same 
condition (AS or LAS). The minimum p-value of these comparisons was then used to test for significance 
between the distribution of the AS condition and the LAS model for each subject. 

 S1 S2 S3 S4 S5 

Elevation 

Right IQ 10-201 < 10-10 0 < 10-13 10-64 < 0.05 10-56 < 10-43 10-22 < 10-3 

Right SQ 10-29 < 10-4 10-3 < 0.3 10-30 < 10-14 10-39 < 10-2 10-27 < 10-20 

Left IQ 10-122 < 10-20 10-318 < 10-38 10-92 < 10-6 10-101 < 10-22 10-118 < 10-11 

Left SQ 10-10 < 10-6 10-7 > 10-9 10-2 > 10-3 10-9 > 10-21 10-3 > 10-4 

Azimuth 

Left IQ 10-45 < 10-15 10-195 < 10-37 10-86 < 10-64 10-12 > 10-35 10-53 > 10-56 

Left SQ 10-156 < 10-14 10-5 < 10-3 10-45 < 10-32 10-12 > 10-32 10-32 < 10-7 
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Abstract 

Damage to the primary visual cortex (V1) leads to a scotoma in the retinotopically corresponding part of the 
visual field. Nonetheless, a small amount of residual visual sensitivity persists within the blind field. This 
residual capacity has been linked to activity observed in the middle temporal area complex (V5/MT+). 
However, it remains unknown whether the organization of area hV5/MT+ changes following V1 lesions. We 
measured population receptive fields in area hV5/MT+ of five patients with homonymous quadrantanopia as a 
result of V1+ lesions. Interestingly, we found responses in hV5/MT+ arising inside the scotoma for all patients 
and identified two possible sources of activation. 1) Responses might originate from a spared part of area V1 
corresponding to the scotoma, but surprisingly they do not guarantee visual perception. 2) Responses 
independent of area V1 input suggesting the existence of functional V1-bypassing pathways. 

 

Introduction 

Partial lesions of the primary visual cortex (area V1) or its inputs lead to a scotoma in the contralateral visual 
hemifield, the extent of which corresponds retinotopically to the region affected. However, some patients 
retain a small amount of residual visual sensitivity within their blind field (Poppel et al., 1973, Weiskrantz et 
al., 1974). This residual performance, originally termed “blindsight”, suggests that there are alternate 
pathways to transmit information from the retina to cortex, which effectively bypass area V1.  

Blindsight has been associated with activity observed in the middle temporal area (V5/MT) following V1 
lesions. Experiments in macaque and New World marmoset monkeys showed that a significant proportion of 
V5/MT cells remain visually responsive in the absence of area V1 input (Bruce et al., 1986, Rodman et al., 
1989, Maunsell et al., 1990, Rodman et al., 1990, Girard et al., 1992, Rosa et al., 2000, Schmid et al., 2010). In 
addition, Rosa et al. (Rosa et al., 2000) showed that many area MT neurons have ectopic receptive fields 
responding to the visual field surrounding the scotoma, suggesting reorganization. In contrast, experiments on 
New World owl monkeys showed that V5/MT depends entirely on V1 for visual activation (Kaas and Krubitzer, 
1992, Krubitzer and Kaas, 1992, Collins et al., 2003, Collins et al., 2005). The basis of this discrepancy is not yet 
understood.  

Visually driven activity was observed in human complex hV5/MT+ when moving stimuli were presented inside 
the blind visual field of a well-studied patient (G.Y.) with extensive area V1 injury (Barbur et al., 1993, ffytche 
et al., 1996, Morland et al., 2004). Visual-motion related activity in hV5/MT+ was also observed in a patient 
with homonymous hemianopia and Riddoch syndrome (Schoenfeld et al., 2002) and a patient with bilateral 
damage to the gray matter of V1 (Bridge et al., 2010). However, it is not known how the organization of area 
hV5/MT+ changes following chronic deprivation of V1 input. 

Here we studied the organization of hV5/MT+ area in 5 patients with partial or complete quadrantanopia due 
to partial lesions of area V1 or the optic radiation. To do so, we developed a new method, which models the 
boundaries of population receptive fields (pRF) directly from the BOLD signal of each voxel in the visual cortex. 
This method was developed after we found significant errors in the pRF estimation in area hV5/MT+ of healthy 
subjects with simulated visual field scotomas (Papanikolaou et al., 2015) using existing pRF mapping methods 
(Dumoulin and Wandell, 2008, Lee et al., 2013). 

Using this approach, we found that hV5/MT+ of the ipsilesional hemisphere does respond to stimuli presented 
within the scotoma. In 4/5 patients, it is possible that these responses originate from a spared, activated, part 
of area V1 that corresponds to the dense region of the scotoma, but they apparently do not contribute to 
visual awareness as judged by standard methods of visual field perimetry (methods). In 2/5 patients (one 



patient showed both patterns) hV5/MT+ responses arise despite lack of significant corresponding V1 
activation suggesting the existence of functional V1-bypassing pathways.  

 

Results 

Mapping the pRF boundaries separately for each direction of motion of the visual stimulus 

Differences in the retinotopic maps of normal subjects have been observed when the visual stimulus is 
masked to simulate retinal or cortical scotomas compared to when the full visual field is stimulated (Haak et 
al., 2012a, Haak et al., 2012b, Binda et al., 2013). These biases are important to know in order to ensure that 
changes in retinotopic organization seen in patients are not simply an artifact of model estimation caused by 
incomplete stimulus presentation due to the presence of the visual field scotoma. We have recently shown 
that responses in area hV5/MT+ are nonlinearly affected after masking the upper left quadrant of the visual 
field in healthy subjects simulating an upper left quadrantanopia (artificial scotoma or AS) (Papanikolaou et al., 
2015). In addition, we found erroneous pRF estimates inside the area corresponding to the AS, when we used 
the full bar stimulus model for estimating the pRFs when the actual stimulus presented included the AS. These 
biases occurred for both direct-fit methods (Dumoulin and Wandell, 2008) and topography based methods 
(Lee et al., 2013) and were not the result of a trivial methodological artifact but originated from asymmetric 
BOLD responses occurring when the bar stimulus moved from seeing to non-seeing locations of the visual field 
(Fig. 8 in Papanikolaou et al, 2015).  

In patients retinotopic mapping is performed using a full stimulus (in this case a drifting checkerboard bar), 
which overlaps the area of the scotoma. Thus a different approach is needed for comparing responses 
between patients and AS subjects when using the drifting bar stimulus. We developed a method, which 
calculates directly the boundaries of the pRF from the BOLD time series of each voxel separately for each 
direction of motion of the visual stimulus. This was done by identifying the visual field locations where the 
BOLD activity starts to rise above baseline separately for each bar direction, in the spirit of classical methods 
of receptive field mapping (see methods). In this way, hysteresis phenomena in the BOLD signal can be directly 
observed and taken into account, and biases in pRF estimation can be eliminated. A schematic representation 
of method is shown in Fig. 1. 

We used this method for estimating pRF responses in spared area hV5/MT+ of patients with V1+ or optic 
radiation lesions that resulted in dense contralateral scotomas, as described below.  

Patients: Anatomical lesion and visual field defects 

We examined 5 patients, P1-5, with complete or partial dense quadrantanopic defects. Each patient’s lesion 
and consequent visual field defect is presented in detail in Table 1. The anatomical location of the lesion and 
patient retinotopic maps are presented in Fig. 2. 

In brief, patients P1, P3, P4 have lesions which extend from the part of V1 inferior to the calcarine sulcus to 
extrastriate ventral visual areas, resulting in superior quadrantanopic defects (Fig. 3A.b,d,e). P2 has a superior 
quadrantanopia (Fig. 3A.c) following a temporal optic radiation lesion. P5 has a relatively smaller lesion, which 
involves part of the foveal ventral V1 and ventral extrastriate areas V2 and V3 resulting in a partial but dense 
quadrantanopic defect (Fig. 3A.f). Patients’ P1, P2, P3 and P4 V1 organization has been described in more 
detail before (Papanikolaou et al., 2014).  

Table 1: Patient data. Patient identification (ID), side of brain lesion (Hemisphere), visual areas affected by the 
lesion (Areas), type of homonymous visual field defect (LUQ: Left Upper Quadrantanopia, RUQ: Right Upper 
Quadrantanopia) and time span between brain lesion and examination (∆t). P1 has a left superior 



quadrantanopic defect following a lesion of the right inferior calcarine cortex. The lesion extends from the part 
of V1 inferior to the calcarine sulcus to extrastriate cortex corresponding to the ventral visual areas V2 and V3. 
P2 has a superior quadrantic defect of the right visual field following a temporal optic radiation infarct of the 
left hemisphere. This deafferents a significant portion of V1 by cutting its input, while the gray matter of it 
remains intact. Patient P3 has a homonymous superior quadrantic defect of the right visual field following a 
lesion of the left V1 inferior to the calcarine sulcus and extrastriate cortex corresponding to ventral visual 
areas V2, V3 and V4. P4 has a lesion of the left inferior calcarine cortex, which involves ventral striate area V1, 
ventral extrastriate areas V2, V3 and V4, and extends to the dorsal area V1 where it spares a small part of the 
dorsal periphery. This has created a homonymous superior quadrantic defect of the right visual field. P5 has a 
lesion in the right hemisphere, which involves part of the foveal ventral V1 and ventral extrastriate areas V2 
and V3, resulting in a partial quadrantanopic defect of the left visual field. 

Patient ID Hemisphere Visual Areas Visual Field Defect ∆t (years) 

P1 Right V1v, V2v, V3v LUQ 7 

P2 Left Temporal optic 
radiation 

RUQ 10 

P3 Left V1v, V2v, V3v, V4 RUQ 0,5 

P4 Left V1d (partially), 
V1v, V2v, V3v, V4, 

RUQ 7 

P5 Right V1v (foveal), V2v, 
V3v 

Partial LUQ 7 

 

 

 

Fig. 1: Schematic illustration of the pRF mapping method. We estimated the boundaries of the pRF directly 
from the BOLD time series of each voxel in the visual cortex by marking the location in the visual field when 
BOLD activity starts to rise above a baseline threshold separately for each bar direction. For each voxel, a 
Fourier deconvolution method (fft deconvolution) is applied to the BOLD time series in order to estimate the 
actual response of the voxel as the stimulus is presented at each visual field location (see methods). Then a 



baseline threshold (top right, red line) is calculated from the deconvolved signal as the 1/3 distance between 
the average of the local minima (red circles) and the local maxima (blue circles) of the BOLD signal. The BOLD 
signal is then separated for each bar direction and a two-term Gaussian model is fit to the data. An example of 
four out of the eight directions are shown (BOLD signal change as a function of the visual field location of the 
bar; bottom left). The blue line represents the fitted model and the red dotted line the baseline threshold. The 
pRF is estimated by marking the location in the visual space at the time when the fitted signal rises above 
baseline for each bar direction (black line). This forms an octagon (since there are 8 different bar directions) in 
visual space which represents the pRF (bottom right). 

 

Fig. 2: Anatomical location of 
the lesion and retinotopic 
mapping for each patient. (A) 
Anatomical location of the 
lesion. A sagittal (top) and an 
axial (bottom) slice illustrates 
each patient's anatomical 
lesion (a red arrow points to 
the lesion). (B-D) Retinotopic 
mapping of each patient. The 
polar angle, eccentricity and 
variance explained maps are 
overlaid on the flattened 
occipital lobe of the lesioned 
hemisphere. The lesioned area 
is colored black. White contour 
lines indicate borders between 
visual areas. Patients P1, P2, P3 
and P4 have been presented 
before in (Papanikolaou et al., 
2014). The figure has been 
modified with permission to 
include the retinotopy maps of 
the new patient P5. 

 

 

 

 

 

 

 

 

 



hV5/MT+ responses following partial V1+ lesions 

Visual field coverage density maps 

We compared hV5/MT+ coverage density maps with the same maps obtained from the spared portion of area 
V1 and with visual perimetry maps defining the perceptual scotoma. The maps represent the number of pRFs 
that cover each visual field location (methods). All patients showed activity in hV5/MT+ that extended well 
beyond the border of the scotoma into the superior (anopic) visual field quadrant (Fig. 3B.b-f). Raw BOLD 
responses from voxels in hV5/MT+ confirm that activity arises from stimulus presented within the visual field 
scotoma (Fig. 4). We identified two possible source mechanisms for this activation (see below). 

Visual field regions overlapping with the patients’ scotoma covered by both hV5/MT+ and V1: 

For patients P1, P2, P3 and P5, visual field locations overlapping with the patients’ perceptual scotoma in 
hV5/MT+ are also covered by V1 (Fig. 3B-C.b,c,d,f; red arrows) suggesting that hV5/MT+ responses arise from 
the spared part of area V1. Surprisingly however, these patients still have a dense visual field defect 
corresponding to these locations (Fig. 3A.b,c,d,f).  

In principle, the lack of a percept may happen because: i) retinotopically corresponding extrastriate areas are 
injured, or ii) the activity generated may be too weak, too asynchronous, or too disorganized to elicit a 
percept. For patients P1, P3 and P5 the lesion includes extrastriate visual areas V2v and V3v (Fig. 2). Therefore 
the visual field deficit of these patients may be due to damage in these extrastriate areas. Nevertheless, visual 
information reaches area hV5/MT+ suggesting that the V1 to hV5/MT+ projection is largely spared.  

Patient P2, however, has an optic radiation lesion and thus the pathways from V1 to higher visual areas are 
intact (Fig. 2). Therefore the visual field deficit of these patients cannot be due to damage in these extrastriate 
areas. Ventral areas V2 and V3 also showed responses that overlap with this patient’s scotoma ( 

Fig. 5), further supporting the viewpoint that extrastriate cortex remains functional in this case. In this case, 
option (ii) may dominate. We previously found (Papanikolaou et al., 2014), that the mean amplitude of area 
V1 pRF centers that fall inside the scotoma is significantly lower (0.77±0.09) than the mean amplitude of pRF 
centers that fall in the inferior (seeing) quadrant for this patient (1.06±0.05 stdev). The same holds in 
hV5/MT+ (mean pRF amplitude within the scotoma is 0.83±0.02 compared with 0.92±0.05 in the 
inferior/seeing quadrant). Note however, that the observed decrease is modest in both area V1 and hV5/MT+. 
This suggests that although it is possible that the decrease in the level of visually driven activity may 
contribute to the loss of visual perception, it is unlikely by itself to be the sole story (see next section). 

Visual field areas overlapping with the patients’ scotoma that are covered by hV5/MT+ but not V1: 

The visual field coverage density maps of hV5/MT+ in patients P4, P1, cover parts of the visual field scotoma 
that are not covered by the spared part of area V1 (Fig. 3B-C.e,b; green arrows). In fact, the corresponding 
part of area V1 is anatomically lesioned (Fig. 2) suggesting that hV5/MT+ activity arises via pathways that 
bypass area V1, i.e. through the SC and pulvinar (Rodman et al., 1990) or through the LGN (Maunsell et al., 
1990, Schmid et al., 2009, Schmid et al., 2010). However, input from these pathways is apparently not 
sufficiently strong or sufficiently organized to mediate conscious vision. Indeed, the mean amplitude of 
hV5/MT+ pRFs with center within the scotoma of patient P4 is smaller than the mean hV5/MT+ pRF amplitude 
in the healthy hemisphere (ratio: 0.67±0.1). However, weak modulation may contribute to the loss of vision, 
but cannot explain it: the inferior (seeing) quadrant outside the visual field scotoma has pRFs with similar 
mean amplitude (ratio: 0.68±0.1), without obvious visual field deficit. It is also evident that in normal subjects 
a modest decrease in the contrast of the stimulus may induce similar levels of activity in area hV5/MT+ or 
other extrastriate areas without compromising visual perception. A reasonable hypothesis is then that either i) 
activity in other extrastriate areas important for visual perception is sufficiently compromised to abolish the 



visual percept, or ii) the activity seen in V1 and hV5/MT+ is abnormal at a finer scale not reflected in the BOLD 
signal, even though it impedes the formation of a visual percept.  

 

Fig. 3: Visual field coverage density maps of area hV5/MT+ and V1 of the lesioned hemisphere. (A) Pattern 
deviation probability plots 
of the 10-degree 
Humphrey type (10-2) 
visual field test for all 
patients. The small black 
dots show the locations in 
the visual field that are 
normal, while the black 
squares indicate a visual 
field defect on a p < 0.5% 
level according to the 
pattern probability plot 
(this means that less than 
0.5% of normal subjects 
would be expected to have 
such a low sensitivity at this 
visual field location). 
Pattern deviation numeric 
plots for all patients had 
visual sensitivity < -20dB 
(absolute visual field 
scotoma) at all visual field 
locations within the 
affected quadrants. The 
perceptual scotoma was 
verified as well by a kinetic 
perimetry test (Octopus 
101; methods). For 
simplicity only the 
Humphrey perimetries are 
presented here, since the 
kinetic perimetries agreed 
with the defect seen by 
Humphrey perimetry in the 
central visual field. (B) 
Visual field coverage 
density maps of area 
hV5/MT+ and (C) the 
spared part of area V1 of 
the lesioned hemisphere 
for each patient. The color 
map indicates the number 
(#) of pRFs that cover each 
visual field location. The 
pRF centers from all voxels 



within each area are plotted as grey dots. Two main patterns of activity have been observed between patients. 
Patients P1, P2, P3, and P5 have visual field regions overlapping with the patients’ scotoma that are covered 
by both hV5/MT+ and V1 (red arrows). Apparently this activity is not always sufficient to mediate conscious 
vision suggesting it is either too disorganized to elicit a percept or that damage to other areas is responsible 
for the visual deficit. On the other hand, patients P1, and P4 have visual field areas overlapping with the 
patients’ scotoma that are covered by V5/MT+ but not V1 (green arrows) suggesting the existence of 
functional V1-bypassing pathways. Activity in hV5/MT+ alone is also not sufficient to elicit a percept.  

 

 

Fig. 4: Average BOLD signal change in hV5/MT+. The average BOLD signal change from all voxels in the right 
hV5/MT+ in controls and the hV5/MT+ of the lesioned hemisphere in patients (right hemisphere for P1 and 
P5, left hemisphere for P2, P3 and P4) as a horizontal bar is moving from the top (elevation>0; AS/scotoma) to 
the bottom of the visual field (elevation<0; seeing quadrant). Before averaging, the BOLD time series of each 
voxel is deconvolved to remove the hemodynamic response function (see methods) and the baseline is 
removed. The baseline here is defined as the signal value when the vertical bar is located in the far ipsilesional 
part of the visual field, which should produce little or no visual modulation in the region examined. This is 
calculated as the average BOLD signal change over 5 steps of the bar when the horizontal bar was located 
between 7-10° in the hemifield ipsilateral to our ROI. This procedure sets the baseline of each voxel to zero. 
(a) The average signal of the AS controls (blue bars) is compared with the full field stimulus condition (white 
bars). When the AS is applied, the average BOLD signal change when the bar is in the superior quadrant 
(location of the AS; elevation>0) drops to baseline values compared with the average signal under the full field 
stimulus condition. Activity starts when the bar is near 2° from the horizontal meridian (AS border), 
commensurate with the subject’s fixation eye movements. (b-f) The average signal of the patients (gray bars) 
compared with the AS controls (white bars). For all patients, activity starts when the stimulus is located well 
within the perceptual scotoma (elevation>3°) in contrast to the AS controls. This suggests that, for the 
patients, hV5/MT+ activity in the lesioned hemisphere can either originate from stimulus positions located 
within the scotoma, or from the contralateral hemisphere via callosal connections. The error bars indicate the 
standard error of the mean across control subjects (N=5). The left column shows a snapshot of the orientation 
of the bar (orange color) and direction of motion (white arrow). On top, we plot instances of the visual field 
perimetry and visual field coverage density maps as presented in Fig. 3.  

 

 

Fig. 5: Visual field coverage density maps of ventral 
areas V2 and V3 of patient P2. The visual field 
coverage density maps of areas V2v (left) and V3v 
(right) from the left hemisphere of patient P2. The 
color map indicates the number of pRF that cover 



each visual field location. The pRF centers across all voxels within each area are plotted with grey dots. 

 

It is important to note that the overlap between visual field coverage maps and the scotoma seen on 
perimetry cannot be explained by eye movements. Subjects were able to maintain fixation within 1.5° radius 
from the center of fixation except for very occasional excursions beyond this range (Fig. 6). The results remain 
unchanged after removing from the analysis the epochs where the subjects had eye deviations (>1.5°) from 
the fixation point. Patient’s P3 eye movements were not recorded, but he performed a challenging detection 
task at fixation and his performance was maintained >80% correct. 

 

 

Fig. 6: Eye movements for 
patients P1, P2, P4 and P5. 
Eye positions are plotted at 
60Hz for each subject for one 
whole session (6.4 min). The 
number of eye deviations, 
defined as excursions > 1.50 
from the fixation point is 
indicated next to the graphs 
with the number sign (#). 

 

 

 

 

 

 

In summary, we have identified responses in hV5/MT+ that cover the patients’ scotoma. For some patients 
such hV5/MT+ responses appear to be mediated by spared V1 to hV5/MT+ projections while, for others, by 
V1-bypassing pathways. Unfortunately, visually driven BOLD activity observed in hV5/MT+ is not sufficient to 
mediate conscious vision. Perhaps more surprisingly, visually driven activity in corresponding regions of V1 
and early extrastriate areas including hV5/MT+ does not guarantee visual perception in some subjects. This 
suggests that the fine coordination of visual activity patterns across visual areas may be an important 
determinant of whether visual perception persists following lesions of the visual system.  

 

Discussion 

We measured area hV5/MT+ responses in five patients (P1-5) with chronic post-chiasmatic lesions resulting in 
dense homonymous visual field quadrantanopia. We studied how area hV5/MT+ covers the visual field 
following V1+ lesions and how this corresponds to the perimetric scotoma.  



One important question is whether there are responses in hV5/MT+ to stimuli presented within the scotoma 
and what pathways these responses arise from. For all patients, visual field coverage density maps of 
hV5/MT+ overlap with areas of the perimetric scotoma (Fig. 3). This is consistent with reports of V5/MT 
activity after V1 lesions in monkeys (Bruce et al., 1986, Rodman et al., 1989, Girard et al., 1992, Rosa et al., 
2000, Schmid et al., 2010) and humans (Barbur et al., 1993, ffytche et al., 1996, Schoenfeld et al., 2002, 
Morland et al., 2004, Bridge et al., 2010). We identified two possible mechanisms for this activity. 

Responses arising from the spared part of area V1. For 4/5 patients (P1-3, P5) there were visual field regions 
overlapping with the patients’ perceptual scotoma that were covered by both area hV5/MT+ and area V1. 
Area hV5/MT+ activity corresponding to such regions likely arises from the spared part of area V1 (Fig. 3). We 
showed previously that pRF maps in spared V1 may overlap significantly with dense regions of the perimetric 
scotoma without contributing to visual awareness (Papanikolaou et al., 2014), and postulated that lesions 
downstream of V1 input may be responsible. Here we show that even though pRF maps of both area V1 and 
hV5/MT+ cover the same region of the scotoma, this does not guarantee that visual awareness will be present 
there (Fig. 3). Patients P1, P3 and P5 have a cortical lesion that involves ventral areas V2 and V3 suggesting 
that the visual field deficit in the superior quadrant of these patients may be due to loss of activity in these 
areas. This however cannot explain the visual field deficit of patient P2, who has an optic radiation lesion that 
spares projection pathways of area V1 as well as extrastriate areas. Therefore the coverage maps of P2’s 
extrastriate areas are largely intact ( 

Fig. 5). Nevertheless, this subject has a dense quadrantanopia (Fig. 3A.c). One possible explanation may be 
that the level of activity elicited by visual stimulation in this patient is not sufficient to support useful vision. 
However, the mean amplitude of pRFs covering the scotoma in subject P2 is decreased by only ~27% 
compared to “seeing” locations, both in area V1 and hV5/MT+. It is unlikely that this could be the sole cause 
for the perceptual defect, since: 1) such decreases are routine when presenting stimuli of low contrast without 
affecting visual perception, 2) similarly low pRF amplitudes sometimes occur in seeing locations (area 
hV5/MT+ of patient P4). These observations suggest that the BOLD signal amplitude of the pRF maps, a 
surrogate measure of visual modulation strength, is not necessarily a good indicator of residual visual 
perceptual capacity. Instead, disrupted or poorly synchronized organization of visual processing as a result of 
the optic radiation lesion is likely to play a significant role.  

Responses arising from V1-bypassing pathways. For 2/5 patients (P1 and P4) there are visual field regions 
covered by area hV5/MT+ that are not covered by V1. In fact, the part of V1 corresponding to these areas of 
the visual field is anatomically lesioned Fig. 2. Since activity in these locations arises from stimulus presented 
within the scotoma (Fig. 4), this strongly suggests that there are V1-bypassing pathways capable of activating 
area hV5/MT+ in these patients. Activity in these pathways is also not sufficient to reduce the size of the 
scotoma in visual field perimetry however. 

In contrast to prior reports (Barbur et al., 1993, Zeki and Bartels, 1999) our results suggest that activation of 
hV5/MT+ alone is not sufficient for visual awareness. Other studies have pointed out the importance of 
feedback projections from V5/MT to V1 (Cowey and Walsh, 2000, Pascual-Leone and Walsh, 2001, Silvanto et 
al., 2005) supporting the idea that V1 is critical for conscious perception. Here we showed that V1 and 
hV5/MT+ can be simultaneously active, presumably because feedforward projections from V1 to hV5/MT+ 
remain intact, but this is not necessarily a sufficient condition for conscious perception. It is unlikely that the 
lesion has selectively damaged the feedback connections from hV5/MT+ to V1 while sparing feedforward 
connections. Our results suggest two possibilities that can contribute to the loss of visual perception: 1) 
extrastriate visual areas V2/V3 play an important role in visual awareness (Horton and Hoyt, 1991, Merigan et 
al., 1993, Slotnick and Moo, 2003, Salminen-Vaparanta et al., 2012) and their injury contributes significantly to 
the loss of visual perception. 2) Activity across visual areas becomes too asynchronous or disorganized for 
awareness to arise (Pollen, 1999). 



Conclusions 

We found that pRF maps of ipsi-lesional area hV5/MT+ overlap significantly with regions of the dense 
perimetric scotoma. In some cases these regions are covered by both V1 and hV5/MT+ while in others they 
are covered only by hV5/MT+ suggesting the existence of functional V1 bypassing pathways. Apparently, 
hV5/MT+ activation, even if accompanied by activity in corresponding parts of V1 cannot guarantee visual 
perception. It would be interesting to characterize whether different regions of the scotoma have different 
capacity for recovery based on their profile of coverage by spared visual areas. If this turns out to be the case, 
characterizing the changes occurring in extrastriate visual areas following V1 lesions could help us develop 
better strategies for visual rehabilitation.    

 

Materials and Methods 

Subjects: Patients. Five adult subjects (27-64 years old, 3 females) with visual cortical lesions participated in 
our study. Four of the patients were recruited at the Center for Ophthalmology of the University Clinic in 
Tuebingen and one at the Center for Advanced MR Imaging (CAMRI) of the Baylor College of Medicine (BCM). 
Four of the participants suffered from homonymous visual field deficits as a result of ischemic or hemorrhagic 
stroke 7-10 years before they enrolled in our study. One patient however, sustained an ischemic stroke 0.5 
years prior to study recruitment (Table 1). The extent and location of the injury was confirmed by MRI 
anatomical acquisition (see below).  

Controls. Five healthy subjects (22-65 years old, 4 females) were recruited as controls. All subjects, patients 
and controls, had normal or corrected-to-normal visual acuity. The experiments were approved by the Ethical 
Committee of the Medical Faculty of the University of Tuebingen, and the IRB committee of the Baylor College 
of Medicine. 

Perimetric visual field tests: All patients underwent a Humphrey type (10-2) visual field test (Beck et al., 1985, 
Trope and Britton, 1987), with a background luminance level of 10 cd/m². We present the Humphrey pattern 
deviation plots for all patients in Fig. 3. The small black dots show the locations in the visual field that are 
normal, while the black squares indicate defective locations (P < 0.5% indicates that the pattern deviation 
value for that test location will be found in less than 0.5% of normal subjects). Pattern deviation numeric plots 
for all patients had visual sensitivity <-20dB (absolute visual field scotoma) at all visual field locations within 
the affected quadrants. Black square locations outside the affected quadrants showed visual sensitivity <-10dB 
(mostly still <-20dB). Patients P1, P2, P4 and P5 underwent additionally a binocular semi-automated 90° 
kinetic perimetry obtained with the OCTOPUS 101-perimeter (HAAG-STREIT, Koeniz, Switzerland) (Hardiess et 
al., 2010) which verified scotoma. 

Data acquisition and preprocessing: Functional and structural MRI experiments were performed at the Max 
Planck Institute for Biological Cybernetics, Tuebingen, Germany and at the CAMRI of BCM, using a 3.0 Tesla 
high-speed echo-planar imaging device (Trio, Siemens Ltd., Erlargen, Germany) with a quadrature head coil. At 
least two T1-weighted anatomical volumes were acquired for each subject with a three-dimensional 
magnetization prepared rapid acquisition gradient echo (T1 MPRAGE scan) and averaged following alignment 
to increase signal to noise ratio (matrix size= 256×256, voxel size= 1×1×1 mm3, 176 partitions, flip angle= 9°, 
TR= 1900 ms, TE= 2.26 ms, TI= 900 ms). At Tuebingen, blood oxygen level dependent (BOLD) image volumes 
were acquired using gradient echo sequences of 28 contiguous 3 mm-thick slices covering the entire brain 
(repetition time [TR] = 2,000 ms, echo time [TE] = 40 ms, matrix size=64×64, voxel size=3×3×3 mm3, flip 
angle=90°). Functional image (echo planar) acquisition at BCM consisted of 29, 3.6mm-thick slices covering the 
entire brain (TR = 2,000 ms, TE = 30 ms, matrix size=64×64, voxel size = 3.46×3.46×3.6 mm 3, flip angle=90°; 
200 volumes).  



At least 5 functional scans were acquired for each subject, consisting of 195 image volumes, the first 3 of 
which were discarded. The functional images were corrected for motion in between and within scans 
(Nestares and Heeger, 2000). Subsequently, fMRI data were averaged across scans. The functional images 
were aligned to the high-resolution anatomical volume using a mutual information method (Maes et al., 1997) 
where the resampled time series values in the volume are spatially interpolated relative to the nearest 
functional voxels. Preprocessing steps were performed in MATLAB using the mrVista toolbox 
(http://white.stanford.edu/software/). 

Stimuli: Subjects were presented with moving square-checkerboard bars (100% contrast) through MRI 
compatible digital goggles (VisuaStim, Resonance Technology Company, Inc, Northridge, CA, USA; 30° 
horizontal and 22.5° vertical field of view, 800x600 resolution, min luminance = 0.3cd/m2 and max luminance 
= 12.2cd/m2). The stimulus was presented within a circular aperture with a radius of 11.25° around the 
fixation point. The bar width was 1.875° and travelled sequentially in 8 different directions, moving by a step 
half of its size (0.9375°) every image volume acquisition (TR=2 seconds). Stimuli were generated using 
Psychtoolbox (Brainard, 1997) and an open toolbox (VISTADISP) in MATLAB (The Mathworks, Inc.). The 
subjects’ task was to fixated a small dot in the center of the screen (radius: 0.0375°; 2 pixels) and respond to 
the color change by pressing a button. The color was changing randomly with a frequency of one every 6.25 
seconds. An infrared eye tracker was used to record eye movements (iView XTM, SensoMotoric Instruments 
GmbH). The eye movement traces of patients P1, P2, P4 and P5 are shown in Fig. S3. One patient (P3) was not 
eyetracked. However, his accuracy at the fixation task was always more than 80% suggesting that the subject 
could maintain fixation. 

Control subjects were asked to participate for a second session during which an isoluminant mask was placed 
in the left superior quadrant of the visual field, simulating a left upper quadrantanopia (“artificial scotoma” of 
AS). All other stimulus' parameters stayed the same. 

Population receptive field mapping: We estimated the boundaries of the pRF directly from the BOLD time 
series of each voxel in the visual cortex. The pRF boundaries were identified by marking the location in the 
visual field where the BOLD activity starts to rise above baseline separately for each bar direction. The 
following steps were taken in order to estimate this: 1) A deconvolution method was applied to the BOLD time 
series of each voxel in order to estimate the actual response of the voxel as the stimulus is presented at each 
visual field location. To do so, the BOLD time series of each voxel were averaged across scans to reduce the 
signal to noise ratio. The averaged signal was further smoothed using locally weighted linear regression 
(lowess method in MATLAB) in order to avoid outliers that can be amplified after deconvolution. Then a 
Fourier deconvolution is applied to remove the hemodynamic response function from the data. 2) A baseline 
was calculated from the deconvolved signal of each voxel. The local maximum and minimum peaks of the 
deconvolved BOLD time series were calculated using function findpeaks (MATLAB). A minimum peak distance 
was set according to the stimulus duration for each bar direction. This way, only the local peaks that 
correspond to each bar direction are identified. The baseline is then estimated as the 1/3 distance between 
the average of the minimum and maximum peaks. This threshold was set after calculating the noise in non-
visually responsive locations. 3) The BOLD signal of each voxel was then separated for each bar direction and a 
two-term Gaussian model was fit to the data. The pRF boundaries were estimated by marking the location in 
the visual space at the time the fitted signal rises above baseline for each bar direction. This forms an octagon 
(since there are 8 different bar directions) in visual space, which represents the pRF (see Fig. 1). 

The pRF center is estimated as the center of the octagon. The pRF amplitude of each voxel is estimated as the 
mean peak amplitude of the fitted Gaussian for each bar direction. The average pRF amplitude of an area in 
the lesioned hemisphere is normalized by the average pRF amplitude from the same area on the contra-
lesional hemisphere. 



Visual field coverage density maps: The visual field coverage density maps define the locations within the 
visual field that that are covered by the pRFs of voxels within a region of interest (ROI) in the cortex. To 
estimate this we plot at each visual field location the number of the pRFs that cover this location (color map). 
The pRF centers (estimated as described above) across all voxels within the ROI are overlaid as grey dots.  
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1. Introduction: Is visual rehabilitation inside a cortical scotoma possible,
in principle?

Visual information transmission flows from the retinal ganglion cells to the lateral geniculate
nucleus and then to the primary visual cortex (V1), the chief cortical relay of visual information
and in turn, to “higher” extrastriate areas. Beyond area V1, visual processing is distributed
across multiple interconnected brain areas, the precise role of which and their interactions are
not yet, completely understood. To add to the dynamic complexity of the system, feedback
from higher areas and modulation by top-down processes, such as attention are often critical
in the formation of visual percepts (Deco and Lee; 2004; Olhausen, 2003; Kastner and Unger‐
leider, 2000; Mumford, 1994; Hubel and Weisel, 1977).

Impairment of visual function can occur at any point along the visual pathway from the eye
to the cortex. We focus our discussion here on V1 lesions, which result in dense contralateral
visual field defects known as “scotomas”. Scotomas as a consequence of area V1 lesions often
involve the contralateral half of the visual field resulting in hemianopia, or a contralateral
visual field quadrant the consequence of which is quadrantanopia. V1 lesions are the most
prevalent injury of the visual cortex, often occurring as a result of posterior cerebral artery
(PCA) stroke, hemorrhage, or traumatic brain injury (TBI) (Pambakian and Kennard, 1997;
Zhang et al., 2006; Ajina and Kennard, 2012). Twenty to thirty percent of stroke survivors
experience visual disability (Taylor, 1997; Gilhotra et al., 2002; Giorgi et al., 2009), while the
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incidence of significant visual perceptual impairment in TBI victims exceeds 50% in some
studies (McKenna et al., 2006; Lew et al., 2007; Elisevich et al., 1984). The loss of visual
perception inside a large scotoma can significantly affect the patient’s ability to perform daily
tasks, navigate in unknown environments, and function independently (Ajina and Kennard,
2012; Rizzo and Robin, 1996; Riggs, et al., 2007). Visual rehabilitation is clearly necessary for
the daily living function of these patients. The literature describing visual rehabilitation efforts
is extensive and doing justice to it all is beyond the scope of this chapter. We should mention
at the outset that we will not discuss, the large literature on practicing eye movement strategies
or, using prisms to remap the unseen onto the seen part of the visual field. Instead, we focus
on novel approaches that aim to enhance perception inside the visual field scotoma.

To date, no established method exists to rehabilitate visual perception in adult patients with
lesions of the primary visual cortex. The lack of effective methods for rehabilitation has led to
the general perception that the adult visual cortex has decreased capacity to compensate after
injury. This engenders diminished hope that successful strategies can be established to
promote the recovery of visual perception after cortical injury. This is partly justified, as several
attempts claiming to have achieved significant results have failed. The most notable recent
example is an effort by Nova Vision claiming that a rehabilitative paradigm based on a
“saccade-to-target” task could significantly shrink dense visual field scotomas (Kasten et al.;
1998, 1999; 2000, 2001, 2006; Poggel et al., 2001, 2004, 2006; Sabel et al., 2000, 2004; Werth and
Moehrenschlager, 1999; Zihl and VonCramon, 1979; Zihl and Von Carmon, 1985; Jobke et al.,
2009). Albeit early psychophysical training methods and Nova Vision studies were seen as
promising (Kerkhoff et al., 1992; Kerkhoff et al., 1994; Julkunen, 2003; Kasten et al., 1995; 1998a,
b, 1999; 2000, 2001; Poggel et al., 2001, 2004, 2006; Sabel et al., 2000, 2004; Werth and Moeh‐
renschlager, 1999; Zihl and VonCramon, 1979; Zihl, 1990), later studies implementing rigorous
eye movement controls failed to find a reduction in the visual field scotoma in patients with
V1 lesions (Reinhard et al., 2005; Horton, 2005a; Horton, 2005b; Pleger et al., 2003).

Although these efforts are disappointing, the rehabilitation of scotomas resulting from V1
injuries is not altogether a cause without hope (Kasten et al., 1998; Huxlin et al., 2009; Schmid
et al., 2010; Poggel et al., 2010; Sahraie et al., 2010; Schmid et al., 2009; Alexander and Cowey,
2009). On one hand, patchy injuries to area V1 or its inputs in the optic radiation seem to be
amenable to rehabilitation, as training can help recruit and strengthen surviving connections.
In support of this, Sabel and colleagues (Kasten et al., 1999) showed that ~74% of patients with
partial optic nerve involvement showed significant recovery with training, compared to 29%
of patients with post-chiasmatic lesions. This is likely the result of increased recruitment of
partially-lesioned fiber pathways or islands of residual vision (Fendrich et al., 1992). On the
other hand, recent evidence suggests that even when lesions to area V1 or, its proximal inputs
are dense, it may be possible to some extent to functionally bypass the area of the injury:

First, there exist anatomical pathways that bypass the area of V1 injury (fig. 1). One such
pathway projects from the retina to the koniocellular (intercalated) layers of the lateral
geniculate nucleus directly, or to the superior colliculus and from there to extrastriate cortex.
This pathway originates in the retinal Pγ class of ganglion cells, which comprises ~10% of the
total ganglion cell number is particularly dense near the fovea (Henry and Reid, 2000), and is
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known to survive retrograde degeneration following V1 lesions (Cowey and Stoerig, 1989).
Another V1-bypassing pathway projects from the retina to the pulvinar directly or via the
superior colliculus and from there to the extrastriate visual areas. Notably, although parvo‐
cellular and magnocellular projections to the lateral geniculate nucleus and beyond markedly
atrophy following striate cortical lesions (Vanburen, 1963; Mihailovic et alo., 1971), superior
collicular (Dineen et al., 1982) and pulvinar (Cowey, 1974) projections remain unchanged.

Figure 1. Overview of relevant anatomical visual pathways (Modified with permission from Stoerig and Cowey, 1997):
Possible extra-geniculostriate pathways contributing to blindsight behavior, and residual extrastriate cortex activity,
adapted from Stoerig and Cowey (Stoerig and Cowey, 1997). This diagram shows known retinofugal inputs, and some
of the subsequent projections. On the right, the pathways are shown with intact V1. On the left V1 has been lesioned.
Two pathways stand out as potentially mediating the residual activity observed in extrastriate cortex (Rodman et al.,
1989; Schmid et al., 2009; Schmid et al., 2010), as well as related aspects of blindsight behavior: 1) The koniocellular
pathway (dotted lines) from the K (intercalated) layers of the thalamus directly to areas V2, V3, V4, V5/MT. This path‐
way originates in the retinal Pγ class of ganglion cells, comprising ~10% of total ganglion cells, survives retrograde
degeneration following V1 lesions, and is particularly dense near the fovea (Cowey and Stoerig, 1989; Henry and Reid,
2000). This pathway receives both direct retinal and superior collicular input. 2) The projection from the inferior pulvi‐
nar to V2, V3, V4, V5/MT, which also receives direct input from the retina, as well as input from the retinotectal (supe‐
rior colliculus) pathway. PGN: pre-geniculate nucleus, ON: olivary nucleus, NOT: nucleus of optic tract, MTN, LTN, DTN:
medial, lateral, dorsal terminal accessory optic nuclei, SCN: suprachiasmatic nucleus, SC: superior colliculus, PI: inferior
pulvinar.

A Systematic Approach to Visual System Neurorehabilitation — Population Receptive Field Analysis and Real-time...
http://dx.doi.org/10.5772/57000

373



Second, these pathways have been shown to be functional under certain conditions. Lesions
of area V1 or its post-chiasmatic afferents deprive the extrastriate visual cortex of its main
input and result in a dense contralateral visual field scotoma, in which conscious visual
perception is thought to be irreversibly lost (Cowey and Stoerig, 1991; Stoerig and Barth,
2001). Remarkably, despite the absence of a conscious visual percept, a capacity to process
certain attributes of the visual stimulus persists inside the scotoma, the phenomenon known
as "blindsight" (Kluver, 1936; Poppel et al., 1973; Weiskrantz, 1974). The blindsight phenom‐
enon implies that at least some extra-geniculo-striate retinofugal pathways (Cowey, 2010;
Schmid et al., 2010; Weiskrantz, 2004; Schoenfeld et al, 2002; Moore et al., 2001; Goebel et
al., 2001; Stoerig and Cowey, 1997; Moore et al., 1995; Cowey and Stoerig, 1991; Girard et
al., 1991; Pasik and Pasik, 1971) can functionally bypass area V1. This is corroborated by
experiments in humans and primates, which have directly demonstrated that extrastriate
areas can be modulated by the visual stimulus in the absence of V1 input (Rodman et al.,
1989; Baseler et al., 1999; Goebel et al., 2001; Schmid et al., 2009; Schmid et al., 2010). For
example,  Rodman  and  Gross  demonstrated  that  area  V5/MT  can  be  directly  activated
through the pathway bypassing area V1 via the superior colliculus (Rodman et al.,  1989;
Rodman et al., 1990), while Schmid et al. (Schmid et al., 2009; Schmid et al., 2010) showed
that early extrastriate areas V2, V3 can be visually modulated by the LGN in the absence
of V1 input. Schmid et al. further elucidated that transiently inactivating LGN in V1 lesioned
animals not only abolishes visual modulation in areas V2, V3 but also, returns the monkey’s
blindsight performance to chance.  Unfortunately,  the V1-bypassing pathways that  medi‐
ate the blindsight phenomenon are weak and of limited practical value. The potential of
these  pathways  to  induce  recovery  remains  unrealized.  This  underscores  the  need  to
examine the mechanisms underlying the recovery reported in recent studies (Huxlin et al.,
2008; Huxlin et al., 2009; Sahraie et al., 2006) in order to understand how to develop effective
rehabilitative  paradigms.  It  remains  to  be  examined  whether  novel  neuro-rehabilitative
training algorithms can strengthen V1-bypassing pathways to derive practical benefit.

Third, training can improve performance inside the scotoma of subjects with area V1 lesions.
Behavioral  training  in  healthy  subjects  can  improve  visual  performance  by  inducing
plasticity and reorganization in the physiology of visual networks (Karni and Sagi, 1991;
Liu et al., 2000; Yang and Maunsell, 2004; Ahissar and Hochstein, 1997). Perceptual learning
is  retinotopically  specific,  suggesting  it  involves  a  use-dependent  synaptic  enhancement
induced by pre-and postsynaptic activity (Brown et al., 1988). Studies in humans (Pleger et
al., 2003; Taub et al., 2002; Weiller, C. 1998; Lindberg et al., 2003, Takeuchi et al., 2005) and
animals  (Rudolph et  al.,  1994;  Rudolph and Pasternak,  1999;  Rudolph and Delay,  1993,
Fabre-Thorpe et al., 1994; Friel et al., 2000; Huxlin and Pasternak, 2004) with V1 lesions, as
well as behavioral studies of “blindsight” (Chokron et al., 2008; Stoerig and Cowey, 1997;
Sahraie et al., 2006; Overgaard, 2011) suggest that visual performance in the scotoma can
also improve with training (Raninen et al.,  2007; Henriksson et al.,  2007).  More recently,
Huxlin et al. (2006)-following their work on cats-trained V1+lesioned patients to perform a
two-alternative  forced  choice  random  dot  kinematogram  (RDK)  direction  of  motion
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discrimination task  in  their  blind hemifield  (Huxlin  et  al.,  2009).  Remarkably,  direction  of
motion discrimination thresholds recovered from chance to normal at trained locations (Huxlin et
al., 2009). Eye movements were strictly controlled, and there were no obvious artifacts that
could confound the findings. Recovery was retinotopically specific,  but could be extend‐
ed  by  training  consecutively  adjacent  locations  that  lay  progressively  deeper  inside  the
scotoma, inducing recovery up to ~20° from the scotoma border in one subject.  Further‐
more, recovery in this task appeared to carry some practical significance, as the subjects’
ability to dodge basketballs “thrown” at them from the blind hemifield in a virtual reality
environment, improved (Iorizzo et al.,  2011). These findings sparked renewed interest in
studying visual rehabilitation strategies. This is encouraging, but it is necessary to note that
visual  rehabilitation  results  appear  more  variable  across  the  literature  (see  table  1,  in  a
recent review by Sabel et al. (Sabel et al., 2011), and (Horton, 2005a; Horton, 2005b) for a
critical review of the field).  Three important questions remain to be answered regarding
scotomas  resulting  from  V1  lesions:  i)  can  visual  rehabilitative  training  result  in  im‐
proved  visual  performance  of  practical  significance?  ii)  what  is  the  underlying  mecha‐
nism of recovery? and 3) what is the optimal method for visual rehabilitative training?

In  summary,  even  though  visual  rehabilitation  following  area  V1+lesions  is  a  difficult
problem, it  is  not  a  hopeless  endeavor.  Anatomical  pathways bypassing the area of  the
lesion  exist,  and  they  have  been  demonstrated  to  be  functional  in  certain  situations.
Although early trials have been inconclusive, a recent report by Huxlin et al. (Huxlin et al.,
2009),  suggests  that  some recovery  is  possible,  at  least  in  the  domain  of  visual  motion
perception. Further studies are needed: (i) to independently corroborate the results of Huxlin
et al. (Huxlin et al., 2009); (ii) to understand what visual attributes and types of lesions are
amenable to recovery; and (iii) to study the mechanism of recovery. It is important to note
that we do not expect even successful rehabilitation methods to restore vision to pre-lesion levels.
For one, the quality of the restored visual percept will most likely differ from normal. The
reason is that, following V1 lesions, the magnocellular and parvocellular pathways largely
degenerate (fig. 1), shifting the balance towards the koniocellular pathway, which is spared.
Nevertheless, successful visual rehabilitation can train patients to use the qualitatively and
quantitatively different form of visual perception mediated by appropriately strengthened
V1-bypassing  pathways.  The  design  of  such a  neuro-rehabilitative  approach will  confer
considerable practical significance.

2. Using fMRI to functionally characterize and classify cortical lesions and
corresponding scotomas

To design effective visual rehabilitation strategies for cortical scotomas, we have to grapple
with the issue of lesion variability. Cortical lesions differ from individual to individual, and
this impacts whether or not the resulting scotoma is amenable to rehabilitation. Consequent‐
ly, some patients show good recovery following visual rehabilitative training (Kasten et al.,

A Systematic Approach to Visual System Neurorehabilitation — Population Receptive Field Analysis and Real-time...
http://dx.doi.org/10.5772/57000

375



1998; Huxlin, 2009) and others no recovery at all (Reinhard et al., 2005; Horton et al., 2005a;
Horton et al.,  2005b; and our personal observation). It  remains unclear what criteria one
may use to select patients more likely to recover. Scotomas are mapped using visual field
perimetry to determine the part of the visual field where visual perception is impaired. A
problem faced in studies of visual rehabilitation is that patients often have heterogeneous
lesions,  even  though  the  extent  and  density  of  their  perceptual  visual  scotomas,  meas‐
ured by perimetry, match. Conversely, the anatomical characterization of the lesion is not
always  a  reliable  indication  of  the  properties  or,  the  extent  of  the  resulting  scotoma.
Consequently, neither visual field perimetry maps nor, purely anatomical information are
sufficient indicators of the capacity for rehabilitation.

A measure of the ability of visual stimuli presented inside the scotoma to elicit perceptual‐
ly sub-threshold activity in spared visual cortex would add valuable information. Function‐
al magnetic resonance imaging (fMRI) can be used to identify which sectors of the visual
field scotoma remain able to transmit visual information to spared regions of the visual
cortex (fig. 3), downstream from the lesion. This can help to classify functionally different
types of  lesions that  yield similar  scotomas,  and to identify regions of  the scotoma that
elicit different patterns of functional activation and may therefore, have different capacity
for rehabilitation. The underlying hypothesis is that parts of the scotoma that can still convey
visual information to higher areas, bypassing the cortical lesion, will be more amenable to
rehabilitation. Moreover, the extrastriate areas that become activated may reveal clues about
the attributes of the visual stimulus that will be more amenable to rehabilitation.

We propose to apply state-of-the-art fMRI methods to characterize voxel by voxel, how
population receptive fields (pRF; Wandell et al., 2007; Dumoulin and Wandell, 2008; Amano
et al., 2009; Lee et al., 2013) in spared visual areas are organized to cover the visual field
following cortical visual pathway injuries (see figs. 2, and 3) (Baseler et al., 2011). The pRF of
a voxel refers to the region of visual space that elicits a visually-induced modulation of the
BOLD (Blood-Oxygen-Level-Dependent) signal in that voxel. Various pRF models have been
proposed in the literature (Dumoulin and Wandell, 2008; Zuiderbaan et al., 2012; Lee et al.,
2013). The simplest and most commonly used is a circularly symmetric, 2D Gaussian model
with center (x,y) and radius (σ) (Dumoulin and Wandell, 2008). The BOLD time series
predicted by this model is derived by convolving the pRF model with the stimulus sequence
and the BOLD hemodynamic response function (HRF; Boynton et al., 1996; Worsley et al.,
2002). The pRF’s parameters are then estimated by fitting the BOLD signal predicted by the
model to the actual BOLD signal measurement obtained from each voxel.

Early methods of retinotopic mapping, such as ring and wedge stimuli (DeYoe et al., 1996;
Dougherty et al., 2003; Engel et al., 1994; Sereno et al., 1995), as well as moving bar stimuli
(Wandell et al., 2007), which traverse the visual field in different directions can usually provide
robust pRF estimates (see fig. 2) rendering them useful for studying cortical reorganization.
One limitation of direct-fit pRF estimation methods is that these can result in estimation biases
at the scotoma border (Lee et al., 2013). Recently, a 2-step pRF estimation method based on
first estimating the pRF topography, thresholding it, and then fitting an appropriate pRF model
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has been introduced to largely circumvent this problem (Lee et al., 2013). This is the preferred
method to use near the scotoma border.

2.1. Visual field coverage maps can potentially help to guide neurorehabilitation strategies

Population receptive field analysis can measure the residual capacity of areas controlling
vision to process visual information following V1+injuries. Plotting the pRFs from all voxels
of a given area together as a color map reveals the “visual field coverage map” of that area.
This represents the part of the visual field that can visually modulate the area. Note that visual
field coverage maps of extrastriate areas often overlap with the area of the dense perceptual
scotoma, measured by visual field perimetry. This is illustrated in the second panel of figure
3 for the human middle temporal cortex (hV5/MT+), an area important for visual motion
perception (Zeki et al., 2004; ffytche et al., 2000; Zeki and ffytche et al., 1998). Note that the pRF
maps of many hV5/MT+voxels lie inside the perceptual scotoma (left upper quadrant in fig.
3). In fact, in this specific case (fig. 3), they cover the whole extent of the scotoma. This implies
that hV5/MT+is activated by visual stimuli presented in the left upper quadrant even though
the subject does not perceive these stimuli. This suggests that there is a functional V1-bypassing
pathway to area hV5/MT+that may promote recovery, if appropriately rehabilitated. There‐

(a)

(b)

Figure 2. The population receptive field (pRF) model. This model estimates the region of the visual field that elicits a
response in a small region (voxel) of the visual cortex. One implementation of the pRF model is a circularly symmetric
Gaussian receptive field in visual space whose center and radius are estimated by fitting the BOLD signal responses to
the estimated responses elicited by convolving the model with the moving bar stimulus and the hemodynamic re‐
sponse. (a) shows the estimated position and size of the pRF in the visual field of a voxel located in V1. (b) shows the
BOLD time-series (dashed line) and the model prediction (solid line) from the same voxel. The model explains a large
amount of variance in the time course data. Below, we illustrate the position and direction of motion of the stimulus
bar that elicited the peaks in the BOLD signal.
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fore, a promising rehabilitation strategy is to strengthen this pathway. It is likely, that it will
be easier to rehabilitate visual motion perception inside parts of the scotoma that are covered
by the pRF maps of area hV5/MT+. It is also, likely that rehabilitation will be even easier in
parts of the scotoma that are also covered by the pRF maps of spared, earlier, visual areas. The
third panel of fig. 3 illustrates the visual field coverage map of the spared portion of area V1.
Note, that this extends above the horizontal meridian to partly overlap with the area of the
scotoma. This defines two regions where visual rehabilitation may be different, according to
the above hypothesis. The region of the scotoma indicated by the green arrow is represented
in the coverage maps of both area hV5/MT+and the spared area V1, and is expected to have
higher potential for rehabilitation. The region of the scotoma indicated by the blue arrow is
represented only in the coverage map of area hV5/MT+and is expected to present a more
difficult challenge for rehabilitation. Visual field coverage maps (Amano et al., 2009) obtained
by fMRI are an important adjunct to perimetric maps as they often provide complementary
information (personal observation) and will likely be useful in tailoring therapy to appropriate
visual field locations.

Figure 3. Visual Field Coverage Maps of spared visual areas with significant overlap with the region of the scotoma,
define visual field locations that may be more amenable to rehabilitation. Humphreys VF Map panel: Humphreys 10-2
visual field map, illustrating that the subject had a dense left upper quadrantanopia. Area hV5/MT± panel: The visual
field coverage map (Amano et al., 2009) of the right hV5/MT+shows visual field locations that evoke significant activi‐
ty from hV5/MT+of the lesioned hemisphere. At each visual field location, the highest pRF value of all pRFs that cover
this location is plotted. PRF normalization limits the range of values between 0-1. Large values indicate significant visu‐
al modulation. Note, that although the subject is blind in the left upper quadrant, the subject's hV5/MT+responds to
stimuli presented in the left upper quadrant. A potential advantage of using visual field coverage maps is that therapy
can be individualized to each patient's appropriate visual field locations, which are not necessarily predictable from
perimetric maps. Area V1 Panel: Visual field coverage map of the spared right area V1 extends above the left horizon‐
tal meridian into the dense area of the scotoma seen in the Humphreys map. This activity may be induced in orthotop‐
ic voxels that survive and are partially active following the V1 lesion (Kasten et al., 1998), or in anatomically ectopic V1
voxels that belong to the upper occipital lobe, which would ordinarily have had receptive fields in the left lower visual
field quadrant. Note, that this area does not cover the entire quadrant, as is the case of the coverage map in area
hV5/MT+. This mismatch will likely have implications for rehabilitation. For example, it may be easier to rehabilitate
regions of the scotoma where the visual field coverage maps of spared V1 and hV5/MT± are congruent (green arrow),
as opposed to incongruent (blue arrow). Control with AS (artificial scotoma) Panel: Visual field coverage map from the
entire area V1 of a normal subject with an “artificial scotoma” simulating left upper quadrantanopia. By artificial sco‐
toma we mean an area of the stimulus being excluded, in order to simulate the patient’s scotoma. Note, that the visu‐
al field coverage map in this control case is as expected, i.e. it does not encroach into the left upper quadrant.

Advanced Brain Neuroimaging Topics in Health and Disease - Methods and Applications378



2.2. Quantitative pRF measurements provide a useful biomarker for gauging the effect of
neurorehabilitation strategies

Fig. 4 illustrates that pRF measurements in area hV5/MT+ipsilateral to a chronic V1+lesion
differ from those in the normal hemisphere. Specifically, pRFs in hV5/MT+voxels of the
lesioned hemisphere are smaller on average, and pRF-centers cluster near the vertical meridian
(x=0; fig. 4C). Training may further change the pRF topography. Changes in the pRF topog‐
raphy before and after training can be a potentially useful biomarker for evaluating different
rehabilitation paradigms before perceptual recovery becomes evident. Applying this approach
systematically can help to formulate new hypotheses guiding future neuro-rehabilitation
attempts. One hypothesis is that following visual motion rehabilitation training the sensitivity
to motion stimuli of hV5/MT+ will increase, which will positively correlate with behavioral
recovery. Alternatively, attentional networks or, other “higher” areas that receive input from
hV5/MT+may reorganize to process visual motion information more effectively. Analyzing
pRF maps obtained from visually responsive areas before and after training, will allow us to
investigate the above hypotheses and to adopt appropriate rehabilitation strategies.

Figure 4. hV5/MT± pRF mapping in a hemianopic patient: (A) Inflated occipital lobe of the normal (left) and lesioned
(right) hemisphere with hV5/MT+outlined on the eccentricity map. Mid-inset is a 30-2 Humphrey perimeter showing
dense left hemianopia. (B) Illustrates the method used to calculate pRF parameters (same as in fig. 2). The pRF model
parameters are optimized to fit the BOLD signal, voxel by voxel. Note the close fit between the BOLD time-series
(dashed line) and the pRF model prediction (solid line). The position and direction of motion of the stimulus bar that
elicited each response is illustrated (bottom). (C) The X coordinate of the pRF centers in hV5/MT+of the normal (left)
hemisphere is evenly distributed while in the lesioned (right) hemisphere it clusters near the vertical meridian (x=0).
Note however, that the pRF centers still lie within the scotoma (negative X values). (D): Distribution of pRF radii of
hV5/MT+voxels in the intact (left) and in the lesioned (right) hemisphere. The distribution of pRF radii shifts to smaller
values in area hV5/MT+of the lesioned hemisphere. This may be because ipsilesional hV5/MT+voxels are driven by a
V1-bypassing pathway that drives visual periphery less effectively.
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In summary, pRF measurements:

1. Classify subregions of the perimetric scotoma depending on how they are covered by
spared visual areas; different regions will likely have different potential for rehabilitation.

2. Allow us to study the mechanism by which rehabilitation strategies improve visual
performance.

3. Serve as quantitative biomarkers to evaluate the effects of training before perceptual
recovery becomes evident, accelerating the pursuit of a rational strategy for visual
rehabilitation.

Other methods of analysis can be applied here, but we do not have the space to do them justice.
We mention briefly the promise of recent developments in effective connectivity analysis (Fuji
et al., 2009; Stilla et al., 2008; Hinrichs et al., 2006) and diffusion tensor imaging (Wedeen et al.,
2012; Yeatman et al., 2012; Van den Stock et al., 2011; Sherbondy et al., 2008; Fields, 2008; Okada
et al., 2007; Schoth et al., 2006; Kikuta et al., 2006; Dougherty et al., 2005; Taoka et al., 2005; de
Gelder et al., 2005; Reinges et al., 2004; Morris et al., 2001) for studying inter-area pathways
that survive post-lesion, and whether they can become stronger by training. Population
receptive field and effective connectivity analysis can be used to explore visual system
reorganization and recovery following injury, and to generate concrete hypotheses on how to
enhance and accelerate recovery of visual function by the application of cutting-edge rehabil‐
itative strategies.

3. How to approach visual neurorehabilitation?

To date, we have little understanding of how the visual cortex reorganizes after injury, and no
proven effective treatment strategies to rehabilitate the recovery of visual perception in the
affected portion of the visual field in V1-lesioned patients. Understanding how to manipulate
the brain’s capacity for plasticity is an important step in the long-term effort to design
treatments aiming to enhance the ability of the nervous system to recover after injury. To make
progress along this front, we need to: i) study the mechanisms by which the adult brain adapts
and reorganizes after injury; and ii) devise approaches that will allow us to manipulate the
process of reorganization to induce visual recovery.

The network of visual areas can be viewed as a heavily interconnected circuit subject to a series
of hierarchy rules. Early areas usually process sensory information initially, by passing it on
to higher areas, and in turn, extract “higher” order features and control the flow of information
through feedback loops. Increased performance following training can therefore be the result
of changes that occur in early areas (Schoups et al., 2001; Yotsumoto et al., 2008; Censor and
Sagi, 2009; Karni and Sagi, 2008), or the result of changes that occur in “higher” visual areas
and attentional networks (Law and Gold, 2008; Yang and Maunsell, 2004; Lewis et al., 2009).
Area V1 injuries, interrupt the cardinal feed-forward pathway but, as discussed above, visually
driven information can still activate surviving extrastriate areas through bypassing routes
(Cowey, 1974; Dineen et al., 1982; Rodman et al., 1989; Cowey and Stoerig, 1997; Baseler et al.,
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1999; Goebel et al., 2001; Schmid et al., 2009; Schmid et al., 2010). The pattern of activity elicited
in surviving visual areas interacts with higher “centers” in frontal, parietal and temporal areas
but, in the absence of V1 input, fails to generate a strong visual percept. We suggest here two
general, non-mutually exclusive approaches to visual rehabilitation:

“Bottom-up” approach: Visual rehabilitation strengthens V1-bypassing pathways to increase the
response elicited in surviving extrastriate areas.

“Top-down” approach: Visual rehabilitation reorganizes higher “centers” to learn to process the
modulated patterns of activity elicited in extrastriate areas by V1-bypassing inputs.

Non-invasive approaches to visual rehabilitation aim to enhance these pathways by recruiting
the mechanisms of plasticity the brain uses for learning. Various behavioral approaches have
been used. They usually involve performing a visual task that directs attention to a sub-
threshold stimulus, requires a choice, and then provides feedback about correct and incorrect
choices (see fig. 5). Although such methods are effective for perceptual learning in general
(Yotsumoto et al., 2008; Law and Gold, 2008; Yang and Maunsell, 2004), in the domain of
rehabilitation of a dense perceptual scotoma results have been at best variable (Huxlin et al.,
2009; Raninen et al., 2007 Sahraie, et al., 2006; Reinhard et al., 2005; Horton et al., 2005a; Horton
et al., 2005b; Pleger et al., 2003). The most notable exception has been a recent well-controlled
report by Huxlin and co-workers (Huxlin et al., 2009), which demonstrated strong recovery of
direction of visual motion perception inside the scotoma of 5 hemianopic subjects (Huxlin et
al., 2009; Huxlin, 2006). Two other groups independently, Sahraie et al. and Raninen et al.,
report that visual sensitivity can improve with training in humans with homonymous
scotomas (Sahraie, 2006; Henriksson et al., 2007; Raninen et al., 2007). Encouraging results were
also obtained by Pleger and co-workers, who showed that visual cortex reorganization was
possible via daily visual stimulation training over a period of 6 months in 3 subjects with partial
cortical blindness (Pleger et al., 2003). Although these are encouraging reports, the issue
remains far from settled (Horton et al., 2005a; Horton et al., 2005b). Additional studies
corroborating recent results and probing the mechanism of recovery are clearly needed to
guide the implementation of new, more effective rehabilitation strategies. In what follows, we
discuss the promise and challenges of a new visual rehabilitation approach, which aims to use
“real time” fMRI neurofeedback to train subjects to promote plasticity in V1-bypassing
pathways relevant to recovery.

4. Introduction to real-time functional Magnetic Resonance Imaging
neurofeedback approaches

Less than two decades ago, the real-time functional magnetic resonance (rt-fMRI) method has
been introduced (Cox, 1995) in the field of neuro-rehabilitation, which extracts the BOLD
(Blood-Oxygen-Level-Dependent) signal from the subject's brain in real-time and uses it to
provide feedback to the subject. Since the BOLD signal reflects neural activity this approach
is called real-time fMRI neurofeedback (rt-fMRI nFb). Multiple studies have shown that rt-
fMRI nFb, can train subjects to modulate the magnitude and spatial extent of the activity
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elicited in various cortical and subcortical areas (Berman et al., 2011; Bray et al., 2007; Caria et
al., 2007; Caria et al., 2010; Chiew et al., 2012; deCharms et al., 2004; deCharms et al., 2005;
Frank et al., 2012; Haller et al., 2010; Hamilton et al., 2011; Hinds et al., 2011; Johnson et al.,
2012; Johnson et al., 2011; Johnson et al; 2010; Lee et al., 2012; Li et al., 2012; McCaig et al.,
2011; Papageorgiou et al., 2009a; Papageorgiou et al., 2009b; Papageorgiou et al., 2013; Posse
et al., 2003; Rota et al., 2009; Ruiz et al., 2013; Scharnowski et al., 2012; Shibata et al., 2011;
Subramanian et al., 2011; Sulzer et al., 2013; Veit et al., 2012; Weiskopf et al., 2007; Weiskopf et
al., 2004; Weiskopf et al., 2003; Yoo and Jolesz, 2002; Yoo et al., 2008; Zotev et al., 2011). The
goal of this approach is to train subjects to control the pattern of their brain activity in a way
that promotes a desired behavior. It can also be used to boost the neural capacity for learning
and plasticity (Shibata et al., 2012; Scharnowski et al., 2012; Shibata et al., 2011; Weiskopf et al.,
2004; deCharms et al., 2004; deCharms et al., 2005). If this is applied effectively, it could serve
as a useful tool to promote neuro-rehabilitation.

The ability of rt-fMRI nFb to induce a behavioral change was first shown by Weiskopf et al.
(Weiskopf et al., 2003) and deCharms et al. (deCharms et al., 2005). In the deCharms et al.
study, chronic-pain patients were coached to decrease their pain by learning to control the
BOLD signal intensity of the rostral anterior cingulate cortex (rACC), a region known to be
involved in pain perception (Apkarian et al., 2005; Peyron et al., 2000). After training, subjects
were able to voluntarily increase or decrease the rACC BOLD signal intensity, which was
correlated with an increased or decreased level of pain, respectively; i.e., a 50% decrease in the
rACC activity of chronic pain subjects corresponded approximately to a 64% decrease in their
pain. This effect was specific to rtfMRI nFb training applied to rACC; i.e., no effect was seen
after similar training conducted without rtfMRI NFb or, after sham rtfMRI nFb training derived
from the activity of another subject's rACC.

Similar results have been obtained in other cortical and subcortical domains (Posse et al.,
2003; Lee et al., 2011; Hamilton et al., 2011; Ruiz et al., 2013). A recent study showed that healthy
volunteers were able to volitionally regulate the activity of their insula when given rt-fMRI
nFb (Lee et al., 2011). Posse and his team (Posse et al., 2003) trained subjects to upregulate their
amygdala, an area whose level of activity is associated with sad affect and depression (Wang
et al., 2012; Anand et al., 2007; Liu et al., 2011). Amygdala upregulation induced by rt-fMRI
feedback was positively correlated with self-ratings of sadness across repeated fMRI sessions
(Posse et al., 2003). Conversely, Hamilton et al. used rt-fMRI nFb to train subjects to downre‐
gulate subgenual ACC and posterior cingulate cortex, resulting in positive mood induction
(Hamilton et al., 2011). Sham rt-fMRI nFb showed no effect. Ruiz et al. showed that schizo‐
phrenic patients can be trained by rt-fMRI nFb to voluntarily control their anterior insula
bilaterally (Ruiz et al., 2013). The effect of bilateral anterior insula activation is reflected on
their ability to recognize face emotion, a known deficit in schizophrenia. These findings
collectively, suggest that: 1) rt-fMRI nFb can be used to train subjects to voluntarily control specific
areas; 2) changes in the activity of certain areas can be associated with significant behavioral changes;
3) rt-fMRI nFb training can achieve stronger behavioral results than similar training without nFb; and
4) rt-fMRI training can induce reorganization that can outlast the period of the training inside the
magnet and even induce visual perceptual learning (Shibata et al. 2011).
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Shibata et al. in a seminal study used rt-fMRI nFb to induce perceptual learning (Shibata et al.,
2011). Rt-fMRI nFb methods were used to enable subjects to induce activity patterns in their
early visual cortex corresponding to one particular orientation. Initially, the subjects per‐
formed an orientation discrimination task and a decoder of area V1/V2 activity was constructed
to classify a pattern of the measured fMRI signals into one of three orientations. Once the
decoder was constructed, each subject participated in a 5 to 10-day rt-fMRI nFb stage, during
which they learned to induce patterns of activity in areas V1/V2 corresponding to the target
orientation. During this stage, subjects were instructed to maximize the signal delivered to
them via feedback, but were not told how to induce the desired patterns of activity that would
result in increased activity. Subjects did not know what was to be learned. Using this strategy
they were able to induce visual perceptual learning specific to the target orientation in areas
V1/V2. Learning occurred as a function of the subject’s ability to elicit the particular pattern of
activation corresponding to the target orientation in early visual areas. Remarkably, subjects
were able to generate this pattern simply by being given the instruction to maximize feedback,
without being aware that the pattern to be elicited was related to orientation. This demon‐
strated that the rt-fMRI nFb method can be used to induce highly specific activity patterns
within a brain region and that repeatedly eliciting the desired pattern of activity is sufficient
to induce plasticity in early visual areas. These findings suggest that rt-fMRI nFb training can be
used to induce targeted and individualized plasticity in the visual system.

The studies described above (Ruiz et al., 2013; Linden et al., 2012; Subramanian et al., 2011;
Shibata et al., 2011; Lee et al., 2011; Hamilton et al., 2011; deCharms et al., 2004; Posse et al.,
2003) show that manipulating the activity in select brain areas can induce plasticity. Modified
paradigms can also be designed to increase plasticity along specific pathways, by co-activating
input and recipient neuronal populations. For example, a projection from area A to recipient
area B in the brain can increase or, decrease in strength, depending on the relative activity
between input projections from A and recipient neurons in B. Rt-fMRI nFb does not have the
temporal resolution necessary to precisely implement Hebbian mechanisms of plasticity.
Nevertheless it can be used to train the subject to voluntarily manipulate the activity level of
select neuronal populations in area B while their input from A is presented. The hypothesis is
that “top-down” activation of area B enhanced by nFb judiciously paired with “bottom-up”
presentation of inputs that activate A, can increase the strength of the projection A->B either
by their interaction or additive effect. Below, we discuss an example outlining how this
proposal might work for the rehabilitation of visual motion perception following area V1
lesions (see also fig. 5).

Area hV5/MT+is associated with global coherent visual motion perception. The goal is to use
rt-fMRI nFb methods to strengthen the neural pathways bypassing the V1 lesion and project
to area hV5/MT+in order to improve visual motion perception of random dot kinematogram
(RDK) stimuli (see fig. 5). The first step is to train the subject to voluntarily upregulate their
hV5/MT+activity. To do this, we ask the subject to practice mental imagery of fully coherent
visual motion stimuli in their blind hemifield, moving in the direction of the anticipated
stimulus. During mental imagery, the subject receives rt-fMRI nFb proportional to the activity
in their hV5/MT+via a visual interface at fixation (red arrow in fig. 5). Subjects are trained to
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maximize ipsi-lesional hV5/MT+activity using the imagery task. This nFb mediated, “top-
down” increase in hV5/MT+activity will then be paired with the presentation of visual motion
stimuli that are invisible (sub-threshold) to subjects with V1+lesions. We hypothesize that, by
repeatedly presenting sub-threshold visual motion stimuli while hV5/MT+is activated in a
“top-down” fashion by nFb, we will engage Hebbian-like association learning mechanisms
(Hebb, 1946; Rebesco and Miller, 2011; Gallistel and Matzel, 2013). These mechanisms will
promote plasticity in the surviving, V1-bypassing pathways that become activated by the
stimulus presentation and project to area hV5/MT+. In other words, we hypothesize that after
nFb training, regions of area hV5/MT+deprived of V1 input will respond more strongly to

Figure 5. Rt-fMRI nFb paradigm for neurorehabiliation of visual motion perception: The subject lies supine inside the
scanner, while s/he is presented with a 0% coherent RDK stimulus. Brain volumes are acquired every 2sec (TR).
hV5/MT+(circled) is selected as our ROI. Turbo Brain Voyager software (Brain Innovation) is used to deliver nFb. The
BOLD signal in hV5/MT+is estimated in real time (every TR), normalized, and “fed” back, via the length of a horizontal
arrow at fixation, to train the subject to upregulate area hV5/MT+. Subjects are instructed to attend to the RDK they
are cued towards, either right (R) or left (L) and imagine that it is coherent (when in fact it is not). This increases the
level of activity in the contralateral hV5/MT+: (i) superimposing coherent motion via imagery on the right RDK increas‐
es left hV5/MT+activity, which is color-coded in red; (ii) superimposing coherent motion via imagery on the left RDK
increases right hV5/MT+activity, which is color-coded in blue. The subject uses the length of the arrow to determine
the degree of effort and success of his/her strategy. When the rt-fMRI nFb driven, “top-down,” hV5/MT+activation
crosses a threshold, sub-threshold RDK stimuli are presented. The association between “top-down” and “bottom-up” ac‐
tivation will engage Hebbian-like learning mechanisms aiming to strengthen the response of hV5/MT+to sub-threshold
stimuli. The hypothesis is that once these pathways are strengthened, the presentation of sub-threshold stimuli will
elicit enough activity in area hV5/MT+to improve performance in the direction of motion discrimination task. We note
that hV5/MT+can be upregulated via rt-fMRI nFb enhanced imagery even when it has lost its V1 input. Once the subject
learns how to upregulate hV5/MT+inside the magnet over the period of training, we hypothesize that s/he will also
be able to transfer this learned voluntary ability during training outside the MRI environment.
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visual stimuli presented inside the scotoma, improving performance. If successful, this
strategy will induce a “neural bypass” of V1 function with respect to visual motion perception.

Figure 6. The support vector machine (SVM) algorithm defines area hV5/MT+when it is trained on coherent motion
RDKs. Subjects fixated while two RDKs were presented simultaneously on symmetric locations in the right (red color-
coded activation) and left (blue color-coded activation) visual hemifields. The RDK presented in the left visual field was
always kept at 0% coherence (no global motion direction), while the RDK in the right visual field alternated between
0% coherence and 100% coherence. A support vector machine algorithm was trained on the whole brain to classify
when the coherent RDK (right visual field/red-color coded activation) was presented. The color map indicates the re‐
gion that was important in classifying the presentation of a 100% coherent versus a 0% coherent RDK in the right
visual field. As expected, the area underlined by the green crosshairs corresponds to area hV5/MT+. Five subjects test‐
ed gave consistent results (3dANOVA2 performed in AFNI, p=0.05).

One advantage that rt-fMRI nFb methods have over behavioral feedback approaches is that
specific brain pathways or areas can be selectively trained. It is then, feasible to train targeted
components of the neural circuit that are likely to contribute to recovery. One example, is
strengthening neural pathways that bypass the region of injury to promote recovery. Thus far,
we have been discussing a univariate rt-fMRI nFb approach, where the nFb provided is
proportional to the activity of a specific region of interest (in the above example, area hV5/MT
+) or, pattern of activity (Shibata et al., 2011). An alternative to the univariate nFb method is
the multivariate classification approach (Papageorgiou et al., 2013; Papageorgiou et al., 2009;
LaConte et al., 2007; Mourao-Miranda et al., 2005). In this approach, a classification algorithm,
usually, the support vector machine (Vapnik, 1995) is trained on a set of relevant data in order
to identify the brain networks that are involved in a specific computation (task). This is akin
to the localizer that is used to identify the region of interest in the univariate approach. In fact,
in the case of presentation of RDK stimuli, the multivariate SVM approach picks out chiefly
area hV5/MT+, as expected (see fig. 6 below). However, in other cases, this approach may reveal
different patterns of activity than expected, helping to formulate new hypotheses about the
networks that might contribute to rehabilitation. Once the parameters of the classification
algorithm are trained, the algorithm can be used to provide neuro-feedback to the subject in
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separate sessions. This approach may be effective in cases where the pathways that need to be
modulated to induce recovery are not known a-priori.

Figure 7. Rt-fMRI nFb can be used to selectively upregulate hV5/MT+in a top-down manner during a mental imagery
task. In the absence of a coherent moving stimulus, subjects (n=5) were able to use imagery of coherent motion to
selectively upregulate hV5/MT+via rt-fMRI nFb training. (A) Non-coherent RDKs were presented symmetrically in the
Left (L) and the (R) hemifield and subjects were cued to imagine that the Lor the R RDK contained coherent motion.
The level of contralateral hV5/MT+activity was delivered via the length of an arrow at the fixation point. (A1) Red/
blue regions correspond to voxels upregulated when the subject is instructed to imagine coherent motion in the
right/left visual field, respectively. Similar results are obtained when using a standard GLM (left panel), versus plotting
the weight vector of the support vector machine (SVM) algorithm that classifies whether subjects imagined coherent
motion to the left versus the right hemifield (right panel). The regions identified correspond to area hV5/MT+in both
hemispheres (color red, blue). Therefore, subjects can be trained via rt-fMRI nFb to modulate their hV5/MT+activity
even in the absence of a coherently moving stimulus; (A2) Output (red curve) of a support vector machine classifier
indicating the side of the visual field where the subject imagined coherent motion. The correct choice indicated by the
black curve; the prediction of the classifier by the red curve. Positive values indicate the subject was instructed to
imagine coherent motion on the right, negative on the left. Note that area hV5/MT+activity can predict the subject’s
perceptual state. (B1) Eccentricity maps of a subject with left hemianopia illustrating that area hV5/MT+(outlined) of
the lesioned (right) hemisphrere can be visually driven. Only the posterior lateral aspect of the two inflated hemi‐
spheres is presented. (B2) Illustrates that hV5/MT+can also be upregulated via rt-fMRI nFb training in a V1+lesioned
patient. Left Panel: Right (R) PCA lesion, resulting in left (L) hemianopia (inset). Right Panel: Red color-coded areas
represent the activity elicited by the subject’s coherent motion imagery in the left (hemianopic) visual field, while blue
color-coded area represents non-coherent motion presentation, as generated by GLM. Left hemianopic visual field im‐
agery of coherent motion activated hV5/MT+bilaterally. Preliminary data for implementing the proposal we outlined
above are encouraging as they suggest that ipsilesional hV5/MT+activity: (1) conveys information about the stimulus
(B1), and (2) can be upregulated using rt-fmri nFb imagery in V1+lesioned patients (B2).

In summary, emerging strategies based on rt-fMRI nFb hold considerable promise, as they can
be: 1) used to enhance plasticity in a number of systems (Berman et al., 2011; Bray et al., 2007;
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Caria et al., 2010; deCharms et al., 2004; Haller et al., 2010; Johnson et al., 2012; Johnston et al.,
2010; Lee et al., 2012; Li et al., 2012; McCaig et al., 2011; Papageorgiou et al., 2013; Posse et al.,
2003; Ruiz et al., 2013; Subramanian et al., 2011; Sulzer et al., 2013; Veit al., 2012; Yoo and Jolesz,
2002; Yoo et al., 2008; Zotev et al., 2011) including in the visual system of healthy participants
(Scharnowski et al., 2012; Shibata et al., 2011); 2) superior to normal behavioral methods
(deCharms et al., 2005); 3) tailored to induce perceptual learning (plasticity) in a highly specific
fashion (Shibata et al., 2011); 4) used to identify pathways relevant to recovery via multivariate
computational methods; and 5) used to induce long-lasting learning effects reported to persist
outside the magnet, after the end of training (Ruiz et al., 2013; Sulzer et al., 2013). In the long-
term, rtfMRI nFb methods promise to induce cortical plasticity that is efficient, robust and
targeted for each patient. Lessons learned are likely to apply beyond the visual system to
disorders of motor function, cognition, speech, language and emotion.

5. Challenges and future considerations using rt-fMRI nFb for visual
neurorehabilitation

Many challenges need to be overcome in order to study the efficacy of rt-fMRI nFb methods
in visual rehabilitation. Primarily, we need to develop effective rt-fMRI nFb paradigms in
subjects with V1 lesions. The challenge is to implement rt-fMRI nFb training protocols to
strengthen specific pathways that are hypothesized to play a role in visual performance. It is
important to understand which visual pathways are more amenable to rehabilitation and what
is the best rt-fMRI nFb paradigm to use. This requires elucidating which factors are "necessary
and sufficient variables for learning" (Weiskopf, 2012). The answers to these questions will in
general depend on the specifics of the visual function that requires rehabilitation, as well as
on other factors such as the subject’s motivation.

Quantifying the degree of induced reorganization using population receptive field (pRF)
methods is complementary to behavioral performance measures and represents a valuable
neuroimaging biomarker for studying the mechanism of recovery induced by nFb rehabilita‐
tion methods. Information obtained will then, allow us to refine future rehabilitative ap‐
proaches. Several different pathways may be able to contribute to recovery. For example, in
the case of the visual motion rehabilitation example, the focus was on strengthening “bottom-
up” pathways to enhance the response of the ipsilesional area hV5/MT+to the visual motion
stimulus. One can hypothesize other strategies that focus instead on reorganizing higher areas,
such as frontal eye fields (FEF), supplementary eye fields (SEF) areas involved in the generation
of visual motion percepts downstream of hV5/MT+by “reading out” the weak activity that
persists in extrastriate cortex following V1+lesions. Or, one can focus on strategies that
reorganize attentional networks, such as middle frontal gyrus (mFG), intraparietal sulcus (IPS),
superior parietal lobule (SPL), and anterior cingulate cortex (ACC) that enhance the weakened
responses elicited in surviving areas following V1+lesions.

There are important technical challenges. One criticism is that rt-fMRI nFb approaches are
impractical because they require large amounts of magnet time. Although this may have some
truth in it, preliminary studies reveal that time spent inside the magnet is much less than what
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pure behavioral methods, require. Deciding how many rt-fMRI nFb sessions are needed to
induce plasticity is a question that still needs to be answered. Preliminary evidence suggests
that as few as 5-10 sessions can be sufficient to induce a strong perceptual learning effect in
normal subjects (Shibata et al., 2011, and unpublished data of ours), but this will need to be
validated specifically in patients with V1 lesions. Healthy participants and patients undergo‐
ing rt-fMRI nFb training sessions inside the magnet can learn to voluntarily elicit the desired
pattern of activity. Subjects can then, gradually learn to implement this process outside the
magnet, transferring their experience from rt-fMRI nFb sessions to ordinary behavioral
sessions. We do not have adequate evidence yet, to determine under what conditions training
accomplished inside the rt-fMRI environment can be transferred outside the magnet, but there
is reason to be hopeful (Ruiz et al., 2013; Sulzer et al., 2013). The clinical applicability of rt-fMRI
nFb training will become significantly broader if it becomes feasible to decouple the patient’s
training sessions from the rt-fMRI nFb environment. Another important question is how long
the effects of rt-fMRI nFb training are expected to last and whether this depends on the number
of rt-fMRI nFb sessions used for training. Here too, there is reason for optimism given the
results of Shibata et al. who managed to induce perceptual learning within 5 sessions of rtfMRI
nFb (Shibata et al., 2011).

Many important challenges remain. However, it is now possible to lay the foundation of a
systematic approach to visual rehabilitation using novel rt-fMRI nFb methods guided by pRF
analysis of spared visual areas. This approach promises to teach us a lot about the visual
system's capacity for plasticity after injury, and offers hope that effective, and robust visual
rehabilitation methods, such as the novel rt-fMRI nFb approach will be used in the field of
visual neuro-rehabilitation.

6. Conclusion

Neurorehabiliation of visual loss that occurs as a result of primary visual cortex injury is a
difficult problem. To date, we have little understanding of the plasticity and reorganization
mechanisms operating in the adult visual system following V1 injury. Consequently, no
reliable method exists to effectively rehabilitate V1-lesioned patients who experience loss of
visual perception in the contralateral hemifield (Horton, 2005a; Horton, 2005b; Pambakian and
Kennard, 1997). Interestingly, recent results have shown that visually driven activity persists
in extrastriate cortex following chronic area V1+lesions (Schmid, 2010; Schmid, 2009; Rodman,
1989; Rodman, 1990; Baseler, 1999), and that it is possible in some cases to rehabilitate visual
motion perception (Das, 2010; Huxlin, 2009; Raninen et al., 2007; Henriksson et al., 2007; Sahraie
et al., 2010). This confirms the existence of functional pathways that bypass the V1+lesion,
providing direct input to spared extrastriate cortex. Such pathways are generally too weak to
result in practical benefit. However, appropriate training strategies may be able to strengthen
them sufficiently to induce recovery.

Real-time fMRI neuro-feedback strategies allow subjects to voluntarily modulate activity in
certain brain areas or, neural pathways. These methods can be used to promote plasticity
(Shibata et al., 2011). For example, we hypothesize that rt-fMRI nFb may be used to strengthen
pathways that bypass the region of V1 injury to transmit visual motion information to area
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hV5/MT+. One paradigm that could, in theory, be used to accomplish this is the following:
Subjects are trained by rt-fMRI nFb to voluntarily upregulate their hV5/MT+activity. When‐
ever hV5/MT+activity crosses a pre-set threshold, sub-threshold visual stimuli are presented.
Repeated pairing of the “top-down” nFb-driven activation with the “bottom-up” stimulus-
driven activation will engage Hebbian-like, association learning mechanisms, strengthening
the response of hV5/MT+to visual motion stimuli. Visual motion stimuli that were previously
sub-threshold may then, rise above threshold following training, improving performance.

Rehabilitating dense visual field scotomas requires adopting a systematic approach. Plasticity
changes induced by new rehabilitation strategies should be mapped and their mechanism
studied. We have presented evidence that pRF analysis is an excellent tool for this purpose,
quantifying changes and providing rich data for formulating hypotheses about what regions
of the visual field may be more amenable to rehabilitation and what pathways contribute to
recovery.

We conclude that, even though rt-fMRI nFb methods are currently in their infancy, they hold
considerable promise for inducing plasticity in targeted pathways promoting successful
rehabilitation. Although here, we have focused on the visual system, principles discussed
apply to the neuro-rehabilitation of several other domains of brain function, such as motor
control, language, speech (Papageorgiou et al., 2009a; Papageorgiou et al., 2009b; Papageor‐
giou et al., 2013), emotion and cognition.
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