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1 ABSTRACT

The brain is dynamic. Spontaneous neuronal activity can be observed in cortical
and subcortical regions even in the absence of external inputs. At a large scale, long-range
coherent spontaneous fluctuations are thought to produce spatially-structured temporal
correlations in hemodynamic activity. The set of functional networks observed in the
brain during periods of rest, the resting-state networks, constitute what is believed to
reflect brain’s intrinsic functional architecture. On the other hand, the brain is constantly
stimulated by extraneous information. As a consequence, stimulus-driven neuronal
activity contributes to shape an extended functional framework, with extrinsic functional
topology on top of the intrinsic. How intrinsic and extrinsic network topologies
dynamically operate is still unknown. In this thesis, we shed light in this issue after
investigating different operational aspects of resting-state and stimulus-driven networks
in the macaque brain. We took advantage of the broad coverage at high spatial resolution
provided by modern functional neuroimaging to have a global view of brain’s functional
organization, be it during rest or during sensory stimulation. We started by assessing the
topographic relationship of intrinsic and extrinsic functional topologies under different
conditions of visual stimulation. Our findings suggest that extrinsic architectures contain
an intrinsic component, topographically equivalent to the resting-state architecture, in
addition to a stimulus-driven counterpart. Next, we continued our investigation by
focusing on the interactions of functional networks evoked by multiple sensory
modalities. Specifically, we were interested in the modulatory influences of vision and
audition, primate’s dominant senses, at early stages of cortical processing. Since no
general framework existed concerning auditory influences in early visual cortices, we
filled this gap by proposing a novel model for auditory interactions in primary visual
cortex, based on recent evidences. Finally, we went beyond early cortical processing and
provided evidence supporting the hypothesis of “what” and “where” streams in the
auditory cortex specialized in object recognition and spatial representations, respectively.
However, we also showed that the analogy between visual and auditory dual streams isn’t

complete.






2 INTRODUCTION

The primate brain is a complex dynamical system displaying different patterns
of oscillatory activity (Penttonen 2003; Buzsaki & Draguhn 2004). These oscillatory
patterns have been associated with several neural processes, for example, input selection,
plasticity, binding, consolidation; and with various cognitive functions, for instance,
salience detection, emotional regulation, attention and memory (Buzsdki & Draguhn
2004; Knyazev 2007; Zuo et al. 2010). Interestingly, even in the absence of external
stimulation, intrinsic large-scale temporal correlations in hemodynamic activity can be
observed (Biswal et al. 2010). However, intrinsic functional architecture isn’t always
static. Several studies have shown that extrinsic stimulation and cognitive states are able
to modulate intrinsic functional networks (Spadone et al. 2015; Mennes et al. 2013; Astle
et al. 2015). How intrinsic and extrinsic functional frameworks dynamically operate is
still an open question (Ponce-Alvarez et al. 2015). In this thesis, we investigated different
operational aspects of intrinsic (stimulus- and task- free) and extrinsic (stimulus- or task-
evoked) functional architectures. We started by assessing the topographical relationship
of intrinsic and extrinsic functional configurations (chapter 3). Next, we reconciled recent
evidence for extrinsic multisensory modulations at early cortical stages by proposing a
novel model for audiovisual interactions (chapter 4). Finally, we explored the concept of
a “what” and “where” dual stream, putatively specialized in processing object and spatial
representations respectively, within the auditory system (chapters 5 and 6). In our
projects, we took advantage of modern functional neuroimaging (fMRI), a technique that
provides high spatial coverage at a millimetre scale (Logothetis 2008), to study the brain

of anesthetized and awake macaque monkeys at a global scale.

BOLD-fMRI studies performed in macaques are fundamental to bridge the
multimodal experimental gap existing between human and non-human primate studies
(Logothetis et al. 1999; Logothetis et al. 2001; Hutchison & Everling 2012; Logothetis et
al. 2012). Since human experimentation is limited by ethical or practical restrictions that
prevent invasive experimentation and manipulation necessary to understand at a neuronal

level how the brain processes information, invasive studies are typically performed in



animal models. Consequently, numerous studies using direct interventions, e.g.
electrophysiological recordings, microstimulation, ECoG, optical imaging, optogenetics,
lesions, etc. have been performed in non-human primates (Kriiger & Bach 1981; Vnek et
al. 1999; Passingham 2009; Han 2012; Womelsdorf et al. 2014; Logothetis et al. 2010).
The macaque brain is a suitable surrogate to the human brain due to their similarities in
cellular composition (Azevedo et al. 2009), cytoarchitecture (Petrides & Pandya 1999;
Petrides & Pandya 2002; Ongiir et al. 2003), structural connectivity (Croxson et al. 2005;
Kelly et al. 2010) and functional organization (Rees et al. 2000; Koyama et al. 2004;
Petrides et al. 2005; Nakahara et al. 2007). However, in order to confidently derive
scientific conclusions, which go beyond the species, data derived from methodologically

similar experiments is essential.

2.1 On the equivalence of intrinsic and extrinsic functional architectures

Since its inception, BOLD-fMRI research has been extensively utilized for
measuring evoked hemodynamic responses induced by some behavioural manipulation.
Traditionally, all signal fluctuations unrelated to the stimulus paradigm were considered
noise and thus discarded (Power et al. 2014). However, in 1995, this perspective has
changed. In a seminal study, Biswal et al. showed that human subjects who weren’t
cognitively engaged to any task demonstrated increased temporal correlations among
time courses of voxels belonging to particular brain regions. Specifically, they
demonstrated that temporal correlations were significantly high among voxels lying in
the left and right sensorimotor cortices, the same brain regions active during a finger
tapping task (Biswal et al. 1995). Several other studies later confirmed the existence of
structured large-scale spontaneous activity in the brain (Lowe et al. 1998; Xiong et al.
1999; Cordes et al. 2000; Raichle et al. 2001; Hampson et al. 2002; Greicius et al. 2003;
Hampson et al. 2004). Importantly, temporal coherence of voxel time courses didn’t seem
to be related to motion, cardiac, respiratory or any other kind of artefact (Power et al.
2014). The term adopted for such functional networks observed in the absence of stimulus

or task, i.e. during rest, was resting-state networks.

By definition, resting state networks (RSNs) are spontaneous large-amplitude
low frequency fluctuations (<0.1 Hz) of brain activity that happens across functionally

related areas in the absence of external stimulation (Biswal et al. 2010). Often measured



with BOLD-fMRI, they are also observed with other techniques, e.g. FDG-PET (Riedl et
al. 2014), MEG (van Diessen et al. 2015), fNIRS (Lu et al. 2010), EEG (Deligianni et al.
2014), electrophysiology (Mantini et al. 2007), to cite some. The study of RSNs is
interesting for several reasons. They provide important information about anatomical and
functional organization of the brain (Power et al. 2014; Sporns 2014) and they are
promising non-invasive prognostic/diagnostic tools (Fox 2010). For instance, it has been
demonstrated that RSNs span specific functional brain areas, e.g. sensory and motor
cortices, language, memory and cognitive systems (Biswal et al. 1995; Lowe et al. 1998;
Cordes et al. 2000; Smith et al. 2009; Niazy et al. 2015). In addition, changes in intrinsic
network connectivity have been associated with Alzheimer’s disease (Li et al. 2002;
Greicius et al. 2004; K. Wang et al. 2006; L. Wang et al. 2006; Wang et al. 2007; Allen
et al. 2007; Supekar et al. 2008), Parkinson (Lebedev et al. 2014; Baggio et al. 2015),
Multiple sclerosis (Lowe et al. 2002; De Luca et al. 2005), ALS (Mohammadi et al. 2009),
schizophrenia (Liang et al. 2006; Liu et al. 2006; Liu et al. 2008; Jafti et al. 2008;
Whitfield-Gabrieli et al. 2009), autism (Cherkassky et al. 2006; Kennedy & Courchesne
2008; Weng et al. 2010), epilepsy (Waites et al. 2006; Zhang et al. 2009), and numerous

others mental disorders.

Resting-state networks aren’t an exclusive property of the human brain. Despite
their high metabolic cost (60-80% of brain’s energy, Raichle and Mintun, 2006), cortical
and subcortical RSNs have been observed across many mammalian species. They have
been characterized among chimpanzees (Rilling et al. 2007), macaque monkeys (Vincent
et al. 2007; Moeller et al. 2009; Margulies et al. 2009; Hutchison et al. 2011; Barttfeld et
al. 2015), common marmosets (Belcher et al. 2013), rats (Lu et al. 2007; Pawela et al.
2008; Majeed et al. 2009; Zhang et al. 2010; Liang et al. 2011), mouse (Jonckers et al.
2011; Shah et al. 2015), et cetera. We chose the macaque brain (Macaca mulatta) as
experimental model due to its high correspondence to the human brain concerning RSN

topology (Hutchison & Everling 2012).

The relationship between intrinsic and extrinsic functional architectures in the
brain is still unclear. Resting-state functional connectivity and stimulus-evoked functional
connectivity are processes typically studied separately (Cole et al. 2014). Nevertheless,
controversies about their equivalence have already risen. While some groups claim high
correspondence of brain’s functional architecture during activation and rest, sharing a

common repertoire of networks in both states (Smith et al. 2009), others claim that tight



functional coupling can occur for default and task-positive regions, but it doesn’t
necessarily occur in the whole brain, e.g. in primary sensory and motor cortices (Mennes
et al. 2013; Buckner et al. 2013). We aimed at addressing this issue by investigating the
topographical correspondence between intrinsic and extrinsic functional architectures in

the macaque brain exposed to different conditions of visual stimulation.

In order to study the topography of functional architectures, we made use of a
mathematical analysis technique that is usually being applied in rsfMRI, namely spatial
Independent Component Analysis (SICA). sICA is a blind-source separation technique
used to decompose multivariate signal, ideally linearly mixed, into maximally statistical-
independent spatial components (or networks). Briefly, the idea behind ICA is to
individually rotate each axis of the data, until minimal Gaussianity (alternatively, mutual
information) of data projection on the axes is achieved. Feasibility of this approach is
based on the central limit theorem, which states that independent random variables are
individually less Gaussian than any linear combinations of them. Typically, before ICA
is performed, centering (subtraction of the mean to create zero-mean data), whitening
(linear change of data coordinates to remove data correlations) and dimensionality
reduction (reduction of the number of random variables keeping most of variance) are
applied to the data. Note, that contrary to Principal Component Analysis (PCA), ICA
doesn’t impose orthogonality of dimensions. Importantly, if the sources aren’t
independent, ICA will find the space of maximal statistical independence (Herault & Ans
1984; Comon 1994; Hyvirinen et al. 2001). Applied to fMRI, sICA basically relates the
time courses of each voxel with the time courses of each maximally independent
component, resulting in spatial maps of similarity coefficients. As we mentioned above,
overlapping of spatial maps is possible as orthogonality is not required. Advantages of
sICA in comparison with alternative methodologies, i.e. seed-based analysis, are: a) non-
necessity of prior spatial assumptions; b) less influence of structured confounds; c)
simultaneous comparison of every voxel; and d) the fact that sSICA components tend to
be less noisy than estimates obtained using alternative techniques (Birn et al. 2008;
Murphy et al. 2009). Disadvantages include the necessity to arbitrarily choose the
dimensionality reduction parameters and model order selection, and the inherent
variability associated with its stochastic nature, which can cause variability even after
running it in the same dataset multiple times. We used post-hoc analysis (ICASSO) to

confirm stability of our sSICA decomposition.



Using sICA, we were able to consistently identify a set of intrinsic functional
networks and their putative correspondents, contained within our stimulus-driven
datasets. After decoupling low-frequency oscillations from stimulus-evoked components,
we observed high topographical correspondence among all low-frequency networks
across subjects and conditions. Our data suggests that extrinsic functional architecture is
constituted of an intrinsic component and a stimulus-evoked counterpart. More details

about this project are depicted in chapter 3.

2.2 Low-level audiovisual integrative processes

In our second project, we decided to focus on extrinsic functional interactions
between visual and auditory systems. Specifically, we were interested in knowing how
early visual and auditory cortices would be able to integrate multimodal information. For
decades, it has been considered that multisensory interactions would be an exclusive
property of higher-level cortical regions, e.g. frontal, prefrontal, intraparietal and superior
temporal cortices (Andersen et al. 1997; Fuster et al. 2000; Beauchamp 2005). However,
recently, evidence has been observed in favour of the hypothesis, that cross-modal
interactions could also occur within low-level cortical areas (Ghazanfar & Schroeder
2006). Interestingly, while there is considerable evidence demonstrating visual
modulations of early auditory processes (for a review, see Schroeder and Foxe, 2005),
very few studies have reported auditory modulations in the primary visual cortex at a
neurophysiological level. In one of those, Wang et al., utilized extracellular recordings
among behaving monkeys in order to demonstrate that a simultaneous presentation of a
sound during a visually guided saccade task significantly reduced neuronal onset latency
of single neurons in V1 and, in parallel, increased behavioural performance (Wang et al.
2008). A year later, Lakatos et al showed that auditory stimuli were able to reset ongoing
neuronal network oscillations in V1 (Lakatos et al. 2009). Additionally, behavioural
studies reported auditory modulation of early visual cortices at feedforward processing
time, shorter than top-down latencies (Bolognini et al. 2010; Shams et al. 2000; Watkins
et al. 2006; Watkins et al. 2007). Based on this evidence, we reasoned that direct cortico-
cortical projections between primary auditory and visual cortices were possibly playing
a role in mediating such early integrative processes. At a cellular level, multisensory

integration is defined as the process by which at least two heteromodal sensory inputs are



combined to form a distinct output (Stein et al. 2009). Anatomically, a pre-requisite for
integration is that neural connections from different sensory receptors reach directly or
indirectly a common individual neuron. The axonal confluence allows cross-modal
postsynaptic currents to collide on the same excitable neuronal membrane, which creates
potential for unimodal responses to modify processing of cross-modal information
(Meredith 2002; Clemo et al. 2012). Therefore, if primary auditory (Al) and primary
visual (V1) cortices were integrating information at feedforward latencies, direct A1-V1
projections were probably involved. Indeed, monosynaptic connections between Al and
V1 in the macaque brain have been reported before (Falchier et al. 2002; Rockland &
Ojima 2003; Clavagnier et al. 2004). Surprisingly, more than 10 years have passed and

the exact function of those projections are still undetermined.

To reconcile the aforementioned evidence with current models of multisensory
integration, we proposed a new model for audiovisual interactions. Briefly, we suggest
that an unexpected sound stimulus is able to trigger overt orient responses towards its
source and, at the same time, increase V1 sensitivity at the cortical representations where
the object is expected to appear in the field of view. In other words, auditory cues
regarding spatial and object identity would enhance visual sensitivity and detectability of
a possibly relevant event. This is suggested to be performed by three distinct functional
pathways working in parallel. A pathway encompassing the superior colliculus would
coordinate overt orienting behaviour, a monosynaptic A1-V1 pathway would enhance
spatiotemporal sensitivity and a third pathway traversing higher order cognitive areas
would facilitate object detectability. Particular to our model, we consider the possibility
of cross-modal interactions occurring in non-overlapping regions of field of hearing and

field of view. Our proposal is detailed in chapter 4.

2.3 Dual stream concept in visual and auditory systems

In our last two projects, described in chapters 5 and 6 respectively, we explored
sensory processing occurring beyond early cortical stages. Specifically, we compared the
hypotheses of specialized dual streams, mediating specific features of the sensory input,
progressing hierarchically across visual and auditory systems, namely the “what” and

“where” pathways.

10



In 1972, M. Mishkin proposed that two distinct anatomical pathways would be
involved in the processing of two different types of visual information (Mishkin 1972).
In his own words, “One, the superior longitudinal fasciculus, follows a dorsal path,
traversing the posterior parietal region in its course to the frontal lobe; the other, the
inferior longitudinal fasciculus, follows a ventral route into the temporal lobe. (...) the
ventral or occipitotemporal pathway is specialized for object perception (identifying what
an object is) whereas the dorsal or occipitoparietal pathway is specialized for spatial
perception (locating where an object it)” (Ungerleider & Mishkin 1982). His proposal
was based on the anatomical identification of two major neuronal fiber bundles diverging
from occipital cortex and projecting rostrally in the brain (Flechsig 1896; Flechsig 1920),
along with evidence available through lesion, behavioural and electrophysiological
studies carried out in humans and monkeys (Mishkin 1972). Since then, the “what-and-
where” proposal has been corroborated with a plethora of modern evidence, serving as a
solid foundation for new hypotheses about visual processing (Goodale & Milner 1992;

Milner & Goodale 2008).

Interestingly, Mishkin’s idea traversed the field of visual research and inspired
analogous hypotheses comprising different sensory modalities. In the late 90’s, a similar
dichotomic model concerning the primate auditory system was proposed. In this model,
an analogous “where” stream, specialized in representing spatial positions, would
originate in the caudal part of the superior temporal gyrus and reach the parietal cortex;
whereas a specialized “what” stream, specialized in representing object and individuals,
would encompass more anterior portions of the lateral belt (Rauschecker et al. 1997;
Rauschecker 1998; Romanski et al. 1999). Subsequent neurophysiological studies in
macaque monkeys confirmed that while the caudal lateral belt (area CL) is more selective
to sound location, the anterior lateral belt (area AL) of auditory cortex responds
preferentially to identity of sounds, including monkey vocalizations (Kusmierek &
Rauschecker 2014; Tian et al. 2001). The concept of specialized dual-stream processing
in the auditory cortices of primates was further supported by human neuroimaging studies
showing that object localization of auditory objects are processed within a parietal-to-
lateral-prefrontal pathway while object identification happens via an anterior-temporal-
to-inferior-frontal (Maeder et al. 2001; Arnott et al. 2004; Ahveninen et al. 20006).
Nonetheless, several studies have contested this concept, especially in what concerns the

“where” pathway (Cohen & Wessinger 1999; Zatorre et al. 2002; Middlebrooks 2002;
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Sumner & Krumbholz 2012; Bizley & Cohen 2013). To investigate the auditory dual-
stream concept we used whole-brain fMRI in macaque monkeys to study each stream

separately.

Concerning the “what” pathway, considered to be specialized for processing the
identity of objects and individuals, we scanned awake animals while they were being
acoustically stimulated by conspecific vocalizations (monkey calls) and environmental
sounds. Monkey calls are a special category of sound stimuli because they not only
convey information about representation of objects and events but also about affective
states, possibly similar to human communication (Cheney & Seyfarth 1990; Ghazanfar
& Hauser 1999; Yovel & Belin 2013). This characteristic is particularly interesting in the
context of evolution of speech and language (Rauschecker 2012; Bornkessel-
Schlesewsky et al. 2015). In our results, we observed preferential activity due to monkey
vocalizations in the anterior STG and in other regions along the auditory ventral stream
as well as in specific areas of the parabelt and antero-lateral belt. Our findings support the
role of a ventral “what” stream, and also provide evidence of multimodal interactions
happening in higher order multisensory areas, including regions related to visual

processing. This project is detailed in chapter 5.

Next, we focused on the functional mechanisms underlying the “where”
pathway. The existence of a dorsal auditory pathway specialized in processing spatial
information including areas CL/CM of posterior superior temporal region (Rauschecker
& Tian 2000; Tian et al. 2001) is supported by electrophysiological recordings and
anatomically tract tracing in macaque monkeys (Romanski et al. 1999). Area CL contains
neurons sharply tuned to sounds presented at different azimuth positions (Tian et al.
2001), which are significantly more selective than neurons in any other region of the
auditory cortex (Woods et al. 2006; Miller & Recanzone 2009; Kusmierek &
Rauschecker 2014). However, other neurophysiological studies show that spatial position
of sounds is coded by neurons spread throughout the superior temporal cortex, being
broadly tuned to the contralateral hemifield (Werner-Reiss & Groh 2008; Salminen et al.
2009; Magezi & Krumbholz 2010). They are in agreement with the hypothesis that
acoustic space is coded by opponent neural populations selectively representing the left
or right side (Stecker & Middlebrooks 2003; Stecker et al. 2005). To investigate at a voxel
level if azimuth space is portrayed in the auditory cortex with local or distributed

functional representations, we scanned awake and anesthetized monkeys stimulated with
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a special set of spatial sounds. Our auditory stimuli were custom designed to induce
differential BOLD-activity according to distinct azimuth spatial sectors. Among our
findings, we report the existence of opponent patterns of positive and negative BOLD
responses, which favours the distributed-coding hypothesis (Stecker & Middlebrooks
2003). We also found that hemifield tuning is dependent on interaural time differences
and that right posterior superior temporal region represents space with a hemifield-code
more robustly than any other auditory field. Overall, our results support the hypothesis of
a dorsal stream specialized in processing spatial information, but with some

particularities. For more details, see chapter 6.

2.4 Aim of projects

Overall, our aim was to study distinct operational principles of intrinsic
(stimulus- and task- free) and extrinsic (stimulus- or task- evoked) functional
architectures. The objective of our first project was to investigate topographical
equivalence of extrinsic and intrinsic low-frequency functional networks in the macaque
brain exposed to different conditions of visual processing (chapter 3). We further
exploited extrinsic brain functional architecture from a multisensory perspective, taking
into account both visual and auditory modalities. Since a considerable amount of evidence
pointed to audiovisual interactions at early stages of visual processing but a consistent
model was still missing, we tried to fill out this blank by suggesting a potential role for
auditory modulations in primary visual cortex (chapter 4). Finally, we investigated the
concept of a “what-and-where” dual-stream in the auditory cortex, which would be
analogous to the visual “what-and-where” pathways. Each stream was studied

individually (chapters 5 and 6, respectively).
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3 SIMULTANEOUS RESTING-
STATE AND VISUALLY-
DRIVEN FUNCTIONAL
NETWORKS IN THE
MACAQUE BRAIN

3.1 Motivation

Initially, studies of functional connectivity in the human brain focused mainly on
the extrinsic network architecture related to stimulus- or task-evoked hemodynamic
responses (Friston 1994). However, a paradigm shift started in 1995, when it was firstly
reported that even in the absence of external stimulation, temporal correlations in
hemodynamic activity between spatially remote brain areas can be observed (Biswal et
al. 1995). Those spatially constrained temporal correlations were termed resting-state
networks (RSNs). Currently, they are considered to form an intrinsic functional
architecture in the brain (Fox & Raichle 2007). More than a decade later, in 2007, the
existence of an analogous intrinsic architecture was confirmed to exist also in the brain
of anesthetized macaque monkeys (Vincent et al. 2007). Since then, numerous studies
investigating resting-state and stimulus/task-evoked functional connectivity have been
performed on both species and across a multitude of conditions (Hutchison & Everling

2012; Miranda-Dominguez et al. 2014). Still, how extrinsic and intrinsic functional

architectures relate to each other is yet to be determined. While some groups claim
that the functional networks observed in the active brain and in the resting brain are the
same (Smith et al. 2009), other studies showed that tight functional coupling might
happen for default and task-positive regions, but not necessarily for primary sensory and

motor cortices, limbic regions or subcortical structures (Mennes et al. 2013; Buckner et
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al. 2013). With this project, we sought to shed light in this controversy by assessing
topographical correspondence of intrinsic and extrinsic functional hemodynamic
networks in the anesthetized macaque brain exposed to different conditions of visual

stimulation.

3.2 Methods

We collected high-field (7T) whole-brain fMRI images from two anesthetized
macaque monkeys stimulated with three main paradigms: a) no visual stimulation, b)
visual stimulation using a one-minute block-design displaying natural movie clips
alternated with gray background, and c¢) continuous visual stimulation using uninterrupted
natural movies. As control, we additionally collected fMRI data during continuous
exposition to the same gray background used in the block design. Preprocessing was done
with AFNI (Cox 2012) and consisted of despiking, slice timing correction, motion
correction with 6-parameters affine transformation, spatial smoothing with 3 mm full
width at half maximum (FWHM) Gaussian kernel and bandpass filtering (0.01 to 0.1 Hz).
Concerning the datasets where the animals were visually stimulated, we separated the
estimated visual activity from the raw data before bandpass filtering by using general
linear modelling (GLM). After confirming significant visual activity in the visual cortices
caused by our visual paradigms (p<0.05, FDR corrected), we proceeded the analysis by
using only the residuals of the GLM, viz. the “error” or unexplained variance. The next
step consisted in estimating maximally independent spatial sources from BOLD signal
for every condition (McKeown et al. 1998). For that, we used spatial independent
component (SICA) as implemented in GIFT software (Calhoun et al. 2001). Data
processing steps we performed with GIFT can be generally summarized in three parts:
reduction of voxel time series dimensionality by means of principal component analysis
(PCA, Pearson, 1901); ICA decomposition of 20 a-priori-imposed spatial components
using the Infomax algorithm (Bell & Sejnowski 1995); and back-reconstruction of the
data. Reliability of decomposition was post-hoc checked with ICASSO algorithm (100x
ICA reiteration, Himberg et al., 2004). To exclude possible algorithmic biases, we
confirmed GIFT-ICA results using FSL-MELODIC (Smith et al. 2004). For intersubject
comparisons, fMRI datasets were spatially normalized to the F99 surface-based macaque

atlas (Van Essen 2002) and cortical areas were defined according to the LVEOO
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partitioning scheme (Lewis & Van Essen 2000b), available in Caret software (Van Essen
2002). Intersession networks were grouped based on pairwise spatial correlations using a
custom-written unsupervised network classifier (see appendix 10.5). Structural and
functional connectivity were compared by cosine similarity of intersecting matrices.
Finally, we used Eigenvector Centrality Mapping (ECM, Lohmann et al., 2010), a
hypothesis-free method that attributes network properties to voxels, to calculate the

functional “hubness” of distinct areas of the resting brain.

3.3 Results

ICA decomposition of resting-state data identified 8 consistent functional
networks identified in both subjects: the precentral-temporal network; the medial-
occipital network; the fronto-parietal network; the paracentral network; the default-mode
network; the lateral-occipital network; a subcortical network encompassing the putamen,
caudate and amygdala; and a cerebellar network. The first 6 aforementioned components
were mostly cortical and have been previously reported (Lowe et al. 2002; Mantini et al.
2011; Hutchison et al. 2011). Components of no-interest, i.e. white matter and CSF, were
also observed but excluded from further analysis. Following the identification of resting
state networks, we set out to search for their putative correlates in the residuals of
visually-driven datasets and in the long, continuous stimulation, movie datasets.
Strikingly, all consistent resting-state networks had a correlate showing high
topographical similarity in the stimulus-driven datasets, a resting-state-like network.
Interestingly, we identified a consistent pattern of thalamocortical connectivity in the
precentral-temporal network, which could be related to a thalamocortical pacemaker
(Hughes et al. 2004; Hughes & Crunelli 2005; Lorincz et al. 2008). Additionally, we
observed increased eigenvector centrality in fronto-parietal areas in our resting-state
datasets, suggesting that this region works as an intrinsic functional hub. Finally, in
agreement with the literature, we didn’t observe high correspondence between functional

and structural connectivity (Adachi et al. 2012; Shen et al. 2012; Buckner et al. 2013).
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3.4 Conclusions

In this work, we showed that a resting-state-like intrinsic architecture is
contained and can be recovered from fMRI datasets showing significant bottom-up visual
activity. Topographical correspondence with resting-state networks was strikingly large.
Our findings are in agreement with a previous human fMRI study suggesting that brain’s
extrinsic architecture could be composed of a primarily intrinsic component and a
secondarily paradigm-evoked counterpart (Cole et al. 2014). Remarkably, we didn’t
observe functional interference between intrinsic networks and strong bottom-up visual
activity, not even in the two visual components (the lateral-occipital and the medial-
occipital networks). A possible explanation is that lower frequency oscillations would be
happening in deeper layers while stimulus-induced oscillations would be simultaneously
occurring in superficial layers (Maier et al. 2010; Buffalo et al. 2011). Consequently, our
BOLD signal would have captured the combined hemodynamic activity related to both
laminar domains. In general, it’s possible that no modulation of whole-brain intrinsic
network architecture occurred because anaesthesia inhibited most of top-down influences
(Rainer et al. 2001); and top-down modulation is considered to be an essential factor in
shaping intrinsic functional networks (Engel et al. 2001; Capotosto et al. 2014). An
important source of top-down projections are the fronto-parietal regions (Engel et al.
2001). It has been suggested that these regions are composed of flexible hubs capable of
regulating task-evoked functional connectivity (Cole et al. 2013). Our resting-state
datasets support this hypothesis by showing increased eigenvector centrality in voxels
contained in fronto-parietal regions. An additional interesting finding was a consistent
pattern of thalamocortical functional connectivity in the precentral-temporal network,
which could be related to a specialized pacemaker mechanism. It has been previously
proposed that such a thalamocortical pacemaker could work as a modulator/generator of
spontaneous oscillations of neural activity, being directly related to brain’s intrinsic
functional architecture (Hughes et al. 2004; Hughes & Crunelli 2005; Lorincz et al. 2008).
Finally, from a practical perspective, since we showed that there’s important information
contained in the normally discarded stimuli-driven residuals, our study stimulates the
reinterpretation of a large existing neuroimaging database, potentially providing
substantial gain of knowledge with minimal additional effort. Nevertheless, to which
extent and under which alternative paradigms our results are generalizable are a subject

for future studies.

18



4 A POTENTIAL ROLE OF
AUDITORY INDUCED
MODULATIONS IN PRIMARY
VISUAL CORTEX

4.1 Motivation

In the absence of external stimulation, resting-state networks can be observed in
the brain (Biswal 2012). However, nature is seldom quiescent. Throughout the day,
animals are constantly confronted with isolated events which are often critical to their
survival. Normally, each of those events emanate different types of information. In order
to optimize detection of such event-related signals, specialized sensory channels were
selected through evolution. Photoreceptors were developed to detect photons;
mechanoreceptors to recognize mechanical pressure or distortion; chemoreceptors to
distinguish specific chemical substances; and thermoreceptors to code changes in
temperature. In this study, we focused on the interactions of auditory and visual

modalities that have a primary importance for primates (Kajikawa et al. 2012).

Audiovisual processing takes place at multiple stages. As soon as auditory and
visual stimuli are translated by their specialized receptors, a cascade of hierarchical
processing starts. Initially, basic sensory processing is high specialized and defined into
early cortical regions (Macaluso & Driver 2005; Kanwisher 2010). For instance, low-
order aspects of visual inputs are decomposed in primary visual cortices, while basic
sound features are computed in primary auditory cortices. Generally, resulting outputs
converge through a hierarchical albeit highly recurrent network onto higher-order
multisensory areas, being combined into a coherent percept (Felleman & Van Essen 1991;

Ghazanfar & Schroeder 2006; Wei et al. 2012).
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From the perspective of the brain as a “Bayesian™ estimator of the environment
(Ernst & Banks 2002; Knill & Pouget 2004; Fetsch et al. 2013), such a combination of
multiple, independent sensory measurements is highly efficient because it minimizes the
uncertainty of sensory estimation. In other words, by integrating information from all
available senses, the brain maximizes use of available data at any moment and enhances
physiological salience of potentially relevant events. As a consequence, adequate
reactions are facilitated and the chances of survival boosted (Stein et al. 2014). The ability
of the brain to use its auditory and visual senses synergistically, powerful enough to
compensate for a complementary sense when necessary, is referred to as audiovisual

integration.

For a long time, it was considered that audiovisual interactions would happen
exclusively in higher-order cortical regions, i.e. in the frontal, temporal and parietal
association areas. However, recent studies showed that cross-modal interactions can be
observed also at low-level stages of sensory processing (Ghazanfar & Schroeder 2006).
Reports about visual modulation of auditory processing in early cortical stages are
becoming increasingly common (Schroeder & Foxe 2005). Nevertheless, despite
behavioural evidence for auditory modulation of visual perception (Shams & Kim 2010)
and the existence of direct projections from the primary auditory cortex to the primary
visual cortex (Falchier et al. 2002; Rockland & Ojima 2003; Clavagnier et al. 2004), few
studies have reported neurophysiological evidence for auditory modulations in V1. Here
we try to reconcile multimodal evidence for auditory induced modulations in primate V1

by proposing a new model for such interactions.

4.2 Model

Most models of audiovisual integration take into account that both visual and
auditory information are available at their specific channels at approximately the same
time. In other words, it’s normally assumed that visual and auditory stimuli derived from
a particular event are simultaneously enclosed by the field of view and the field of
hearing. Our model overcomes such limitation by generalizing to situations where the
event happens in non-overlapping regions of audiovisual sensory fields. Specifically, we
suggest that the auditory component of an event happening outside the field of view

would be able to prepare the visual system to detect the expected event by modulating
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low-level visual areas using specialized parallel processing streams. Our model was
inspired by behavioural (Shams & Kim 2010), anatomical (Falchier et al. 2002; Rockland
& Ojima 2003; Clavagnier et al. 2004) and neurophysiological studies (Lakatos et al.
2008; Wang et al. 2008; Lakatos et al. 2009).

In our model, we propose that an auditory spatial cue conveying object identity
is able to modulate overt orienting responses, visual spatial sensitivity and visual object
selectivity at approximately the same time. For each function, there would be a
specialized processing stream operating through distinct neural pathways. According to
our hypothesis, after such an auditory cue stimulates the cochlea, auditory information is
projected to the cochlear nuclei and sent to the olivary nucleus (ON). In the ON, spatial
information such as azimuthal distance is calculated. From there, evoked outputs are
directed the inferior colliculus (IC), where the first bifurcation in signal flow happens.
While one stream is sent to the superior colliculus (SC), the other progresses through the
medial geniculate nucleus and reaches the auditory cortices. The SC stream would
coordinate overt orient responses towards the expected location of the cued event, for
instance, gaze direction (Sparks 1999). Since SC contains overlapping auditory, visual,
somatosensory and motor receptive fields, cross-modal interactions and adequate motor
responses are facilitated (Stein et al. 1975). In parallel, the stream sent to the auditory
cortices would bifurcate once again in the primary auditory cortex (Al). While one part
of it would be monosynaptically projected to the primary visual cortex (V1), the other
share would polysynaptically transverse higher level audiovisual areas, eventually
converging on V1. The function of the A1-V1 stream would be to enhance in visual
spatial sensitivity in a bottom-up fashion. Complementarily, the higher-level stream
would be responsible to recover previously stored audiovisual memories of similar
experiences, to create a visual expectation of the event to be detected and to modulate
visual receptive fields all the way down to V1, based on this expectation. By doing so,
visual identification of the related event would be promoted. Of most importance, our
model generates predictions that can be experimentally tested, i.e. specific increases in
neural activity in V1 due to errors in predictions between expected and incoming

audiovisual signals.
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S5 FUNCTIONAL MRI OF THE
VOCALIZATION-PROCESSING
NETWORK IN THE MACAQUE
BRAIN

5.1 Motivation

Among all categories of auditory stimuli, species-specific vocalizations are of a
special kind. It conveys semantic information not just about objects and events but also
about affective states, being crucial for social interactions, reproductive success and
survival (Cheney & Seyfarth 1990; Ghazanfar & Hauser 1999; Yovel & Belin 2013). Not
surprisingly, the identification of common neural networks for vocalization processing in
monkeys and speech processing in humans are of particular interest for understanding the
evolution of speech and language (Rauschecker 2012; Bornkessel-Schlesewsky et al.
2015). In this study, we sought to investigate how auditory-related areas represent
conspecific vocalizations in the awake behaving macaque brain. We made use of the high
spatial resolution of whole-brain fMRI to have a global overview of areas involved in the
processing of complex sounds, relating them to their putative anatomical counterparts.
Our purely auditory paradigm was also able to activate cortical areas known to be

involved in visual processing.

5.2 Methods

Two male rhesus monkeys (Macaca mulatta) were trained to lie motionless in
sphinx position inside a MRI-compatible primate chair while performing a behavioural
task. The task consisted of a go/no-go auditory discrimination paradigm adapted to

sparse-sampling fMRI acquisition. Sparse-sampling design allows the acquisition of
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auditory-evoked BOLD response without contamination of scanner noise, caused mainly
by the frequent gradient-switching noise typical of continuous GE-EPI sequences. During
the behavioural task, the animals had to fixate at a central red spot while hearing 6 s of
auditory stimulation (80 dB). After this period, a brain volume would be acquired for
approximately 2 s. A trial ended when a white-noise target sound, delivered at a random
delay (0.5 — 1.5 s), cued the macaques to perform a saccade to the left or to the right side
of the screen. Each trial was alternated with a similar but silent condition. Data for each
monkey was individually collected using a horizontal Siemens MAGNETOM Trio 3T
scanner and a custom-made saddle radiofrequency coil covering the whole brain.
Behavioural performance was assessed to ensure that the animals were attending to each
stimulus. Auditory stimuli were presented with Presentation software (Neurobehavioural
Systems) through modified electrostatic in-ear headphones. Three sound categories were
played: environmental sounds, monkey vocalizations (calls) and scrambled monkey calls.
Eye movements were recorded with an infrared eye-tracking system. Stimulus specific
predictors were created by convolving square wave stimulus functions with a one-
parameter gamma variate hemodynamic response function (HRF). Statistically
significant activation was determined with general linear modelling (GLM). A
bootstrapping procedure applied to the resulting statistical t-maps calculated a mean
weighted laterality index. Shortly, the algorithmic steps are: a) to choose 20 thresholds
ranging from O until the maximum t-value present in a symmetrically defined region of
interest for each contrast; b) To select 100 samples with 25% of the original size were in
a uniformly random manner for each threshold; ¢) To calculate 10.000 laterality indexes
(LI’s) corresponding to every left and right sample combinations; d) To find a trimmed
mean based on the middle 50% of LI’s; e) to calculate the mean weighted laterality index

(LIwm) using the formula:

n n
Llwm=ZWi *Xi/ZWi
i=1 i=1

where n is the number of thresholds, X is the trimmed mean and W is the threshold at

which X was calculated. A value of -1 represents complete right lateralization while a
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value of +1 represents complete left lateralization (Wilke & Schmithorst 2006; Wilke &
Lidzba 2007).

5.3 Results

Irrespective of stimulus category, our auditory paradigm elicited significant
BOLD responses in subcortical auditory pathways, auditory areas of the superior
temporal gyrus and also regions in inferior temporal, parietal and prefrontal cortices.
Specifically, we observed significant activation in the cochlear nuclei, inferior colliculi,
medial geniculate bodies, Al and STG. After contrasting monkey vocalizations with
environmental sounds, we found vocalization-sensitive regions in the anterolateral area
(AL), lateral rostrotemporal area (RTL), rostrotemporal pole (RTp), ventrolateral
prefrontal cortex (VIPFC) and inferior parietal areas (PF and PFG). Additionally, to verify
if the activations we observed were due to specific spectrotemporal differences of
vocalizations and environmental sounds, we contrasted monkey calls with their
scrambled versions. We found that RTL/RTp areas were significantly more activated by
the undistorted condition. Besides that, we observed significant activation in higher visual
areas, such as IT and MT. A right hemispheric bias was observed for every contrast in

every animal.

5.4 Conclusions

Here we studied fMRI responses evoked by complex sounds in awake behaving
animals without the need of any contrast agent, i.e. MION. We showed that our sparse-
sampling auditory paradigm is highly effective in mapping cortical and subcortical
auditory structures (Rauschecker et al. 1995; Poremba et al. 2003). Our results confirm
the existence of a bias in the right auditory cortex of macaque brains when processing
complex sounds (Petkov et al. 2008; Joly, Ramus, et al. 2012) with higher sensitivity to
monkeys calls in anterior superior temporal gyrus (Poremba et al. 2003; Petkov et al.
2008; Kikuchi et al. 2010; Joly, Ramus, et al. 2012; Joly, Pallier, et al. 2012; Fukushima
etal. 2014). Increased local selectivity for monkey vocalizations is in full agreement with
single-unit studies of the R/AL region in macaque cortex (Tian et al. 2001; Kusmierek et

al. 2012). Our findings support the hypothesis that vocalizations are cortically represented
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through an auditory ventral pathway, encompassing a network of interconnected areas in
anterior superior temporal gyrus and ventrolateral prefrontal cortex. A potential function
for the ventral auditory stream would be to extract abstract information necessary for
recognition and categorization of vocalizations (Ghazanfar & Logothetis 2003;
Rauschecker 2012). Interestingly, our auditory paradigm also activated higher level visual
areas, such as middle temporal (MT) and inferior temporal (IT), which are respectively
known for visual motion processing (Maunsell & Van Essen 1983) and for object

perception, including faces (Tsao et al. 2006; Ku et al. 2011).
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6 WIDESPREAD AND
OPPONENT FMRI SIGNALS
REPRESENT SOUND
LOCATION IN MACAQUE
AUDITORY CORTEX

6.1 Motivation

Knowing the meaning of an auditory stimulus and associating it with particular
emotional states or individuals are not the only critical factors for survival. It’s also
extremely important to know the spatial origin of the sound. As mentioned in chapter 4,
a natural event is normally accompanied by coincident sounds. As an evolutionary
consequence, sophisticated apparatus for sound-source localization were selected. In the
mammalian brain, positioning of an acoustic target is derived from a combination of
interaural time differences (ITD), interaural level differences (ILD) and spectral cues
(Blauert 1997; Cohen & Knudsen 1999; Grothe et al. 2010). Concerning primates, it’s
known that processing of spatial information happens not only along the ascending
auditory pathway (Thompson & Cortez 1983; Wise & Irvine 1985; Grothe et al. 2010)
but also at the superior temporal region. Nonetheless, the underlying mechanisms of

cortical sound-source localization are still unclear.

Two main hypothesis for cortical sound-source localization related to the
primate brain have been proposed. One conjectures that sound location is represented in
confined areas of the auditory cortex (Tian et al. 2001). Alternatively, the other suggests
that sound-source processing is distributed across the superior temporal cortex (Stecker
& Middlebrooks 2003). Neurophysiological evidence exists in support of both

propositions. While some studies using single-unit recordings report the existence of
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neurons sharply tuned to frontal azimuth position that are located mainly in the
caudolateral area (Tian et al. 2001); other studies demonstrate the existence of neurons
broadly tuned to the contralateral hemifield spread throughout the auditory cortices
(Werner-Reiss & Groh 2008; Salminen et al. 2009; Woods et al. 2006; Miller &
Recanzone 2009; Kusmierek & Rauschecker 2014). To understand whether acoustic
localization is processed locally or diffusely throughout the auditory system at the
population level, large scale measurements of neural activity are fundamental. Here we
took advantage of high resolution fMRI, able to sample indirect neuronal activity of
multiple cortical sites simultaneously with millimetre spatial precision, in order to

investigate acoustic space representation in macaque auditory cortex.

6.2 Methods

In the experiments pertinent to this study, 4 rhesus monkeys (Macaca mulatta)
were used. Two males were functionally imaged under anesthesia and two females were
scanned while being awake. Before experiments, the macaques were previously
implanted with an MRI compatible headpost. All experimental procedures were carefully
done to ensure the well-being of the animals, were previously approved by the local
authorities (Regierungspraesidium) and were in full compliance with the guidelines of
the European Community (EUVD 86/609/EEC) for the care and use of animals in
laboratories. The animals assigned to awake fMRI experiments were trained to sit still
during scanning in a custom-made MRI chair. Eye movements were recorded with an
infrared eye-tracking system. All acoustic stimuli were delivered through electrostatic in-
ear headphones. Sparse sampling GE-EPI fMRI sequences were used to avoid
contaminations of BOLD responses due to scanner noise, similar to described in chapter
5. Images were collected with a whole-head volume coil. Experiments involving
anesthesia were performed in a vertical 7T Bruker scanner while experiments with awake

monkeys were done in a vertical 4.7T Bruker magnet.

To evaluate the sensitivity of our methodology and to define functionally active
auditory areas in the superior temporal gyrus, we firstly mapped cortical tonotopy using
phase-encoding paradigms. Tonotopy, the spatial arrangement of areas processing tones
of consecutive frequencies in a topological neighbourhood, is a functional property

known to be present in macaque auditory cortices (Morel et al. 1993; Kosaki et al. 1997;
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Rauschecker et al. 1995; Recanzone et al. 2000). Our auditory stimuli consisted of 12
cycles of sound blocks, consisting of pure tones and bandpassed noise bursts, presented
progressively from low to high frequencies. Each consecutive block was an octave higher
than the previous one. Such a paradigm induced a traveling wave of BOLD-response
across the superior temporal gyrus. Responsive voxels were determined by using a

measure of coherence:

f0+A7f

CC) =AU/ Y. A2
r=fo-%f

where f0 is the frequency of the stimulus, A(f0) the signal amplitude at f0, A(f) the
harmonic term amplitude at voxel temporal frequency f and Af the bandwidth of
frequencies in cycles/scan around f0. For our analyses, every f0 corresponded to 12
cycles (0.01 Hz) and Af corresponded to the frequencies around the fundamental (except
the second and third harmonics). Coherence measures the association of time-series by
relating the amplitude at the fundamental frequency to signal variance. For our analysis,
voxels with a coherence value greater than 0.3 were selected. The preferred sound-
frequency of those voxels were assigned according to the maximal BOLD response for a
specific stimulus frequency. Areal boundaries were delineated using mirror-reversals in

the tonotopy maps as reference.

Coherence was additionally used to map spatial domains in the auditory cortices.
However, instead of 12 cycles of sound blocks with different frequencies as auditory
stimulus, we used 12 sets of spatially contained sounds covering every 300 sector of
azimuth space. Subsequently, we used general linear modelling to verify the significance
of BOLD responses for each spatial sector. Laterality of activity was calculated using
mean weighted laterality index, as described in chapter 5. Finally, we used multivariate
pattern dissimilarity analysis to verify which regions of the superior temporal cortex

showed response patterns that best fitted a hemifield code model.
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6.3 Results

Our tonotopic phase-mapping experiments showed narrow BOLD-responses to
specific frequency ranges across the auditory cortex, with a gradual shift from low-
frequency A1l to anterior and posterior regions of it. We could discern frequency-reversal
boundaries of four cortical fields, namely the anterior, rostral, primary and posterior
fields. In contrast, our spatiotopic phase-mapping analysis, derived from binaural
auditory stimulation spanning every 30° spatial sector of azimuth space, didn’t show any
topographic representation at a millimetre scale. Mean BOLD responses in each
hemisphere were broadly modulated and shifted between two opposite phases across the

hemispheres, being tuned to the contralateral hemifield.

General linear model analysis of spatially-evoked BOLD responses showed
distinct patterns of positive and negative BOLD responses within each hemisphere as a
function of azimuth space. In general, spatial tuning curves showed opposite polarity
between signals, with positive responses oriented approximately to +120° of polar space
and negative responses tuned to £60° of polar space between hemispheres. We observed
a contralateral bias among equidistant spatial sectors, especially in spatial sectors near the
lateral axis. Such a bias was presented not only in the auditory cortex but also in the
inferior colliculi, in agreement with neurophysiological evidence for subcortical

hemifield tuning (Groh et al. 2003).

We further observed that interaural time difference (ITD) plays an important role
in contralateral tuning. By stimulating our monkeys with a version of the original
recorded sounds, in which the ITD cues were absent but with intact interaural level
differences and spectral cues, we observed a loss of hemifield tuning affecting particularly
the right hemisphere. Finally, our representational similarity analysis comparing sector-
specific evoked BOLD responses in each cortical field showed that the right pST is the

cortical field that best represents acoustic azimuth space in a hemifield code fashion.

6.4 Conclusions

Here we showed that at fMRI scale, differently to what happens with topological

representation of tone frequencies, functional representation of acoustic azimuth space in
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macaque auditory cortex isn’t topographically organized. In contrast, our data suggest
that sectors of acoustic space are contralaterally represented with opponent patterns of
negative and positive BOLD responses. We found that the maximum amplitude and
spread of positive BOLD responses are evoked by contralateral sectors at approximately
+90°to 120° of polar space, which agrees with lesion (Heffner & Masterton 1975; Jenkins
& Masterton 1982; Nodal et al. 2012), single-unit (Deouell et al. 2007; Woods et al. 2006;
Magezi & Krumbholz 2010) and optical imaging studies (Nelken et al. 2008).
Additionally, we showed that interaural time differences are essential cues to suppress
functional activity in the opposite hemisphere at cortical level, which supports the
opponent-channel coding hypothesis (Stecker et al. 2005). Moreover, we verified that
ITD-related suppression was more evident in the right posterior region and that this region
better coded full azimuth acoustic space in a hemifield fashion than any other auditory
field. Supporting our findings, studies have shown that human right pST is notably
sensitive to spatial auditory motion (Baumgart et al. 1999; Krumbholz et al. 2007). Our
results were independent of the awareness state of the animals, being consistent among
anesthetized and awake subjects. Taken together, our study provides evidence for a mixed
representation of azimuth space in macaque auditory cortex, containing elements of both
local and distributed hypothesis. We suggest that while acoustic space is broadly-tuned
using a hemifield code (Salminen et al. 2009; Stecker et al. 2005), this form of coding
generates an increased sensitivity for sound-source localization in pST (Rauschecker &

Tian 2000; Tian et al. 2001; Warren et al. 2002; Griffiths et al. 1996).
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7 DISCUSSION

The objective of this thesis was to investigate operational principles of intrinsic
(stimulus- and task- free) and extrinsic (stimulus- or task- evoked) functional topologies
of the macaque brain using high-field BOLD-fMRI. In our first project (chapter 3), we
characterized intrinsic functional networks in anesthetized animals (resting-state) and,
subsequently, we assessed the topographical relationship between resting-state networks
(RSN5) and their putative correlates during periods of visual stimulation. We continued
our investigation on extrinsic functional frameworks by focusing on the two most
dominant sensory systems in the primate brain, the visual and auditory systems. While
reviewing the literature, we realized that there was a limited understanding on
mechanisms underlying interactions between the audio and visual modality at early
cortical stages. To shed light on this, based on recent findings, we elaborated an original
model for auditory induced modulations in primary visual cortices (chapter 4). Next,
interested in understanding how the brain represents sources of audiovisual stimuli, which
are often biologically relevant events critical to survival, we set out to investigate
functional representation of objects (including individuals) and space in primate brains
(chapters 5 and 6, respectively). We decided to concentrate in auditory representations of
objects and space in order to complement the vast amount of studies related to visual
representations. We present our last findings in the context of a dual stream concept
specialized in processing object identity and spatial locations in the auditory system,
analogous to the “what” and “where” streams of the visual system. Each project is

thoroughly discussed in the following sections.

7.1 Intrinsic and extrinsic functional architectures in the macaque brain

Although more than two decades have passed since functional resting-state
networks were firstly described (Biswal et al. 1995), there is still no consensus on the
equivalence of intrinsic and extrinsic functional architectures in the human brain. While
some groups claim that the “full repertoire of functional networks utilized by the brain in

action is continuously and dynamically ‘active’ even when at ‘rest’” (Smith et al. 2009),
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others affirm that “the extrinsic and intrinsic functional architectures of the human brain
are not equivalent” (Mennes et al. 2013). As is often the case when it comes to
controversial assertions in science, there is evidence supporting both viewpoints. For
instance, tight functional coupling of extrinsic and intrinsic functional architectures for
default and task-positive regions, but not for primary sensory and motor cortices, limbic
regions or subcortical structures have been reported (Mennes et al. 2013; Buckner et al.
2013). To address the core of the debate, we sought to investigate topographical
consistency of extrinsic and intrinsic low-frequency functional networks in the macaque
brain stimulated with different visual paradigms. Unique to our approach, we aimed at
disentangling intrinsic from stimulus-evoked networks embedded in exactly the same

datasets (chapter 3).

For this purpose, we used high field fMRI (7T) to scan the brain of two
anesthetized macaque monkeys exposed to three different stimulus conditions: visual
stimulation with a one-minute ON one-minute OFF block design (in which natural movie
clips were alternated with gray background); visual stimulation using uninterrupted long
versions of the same natural movies; and a condition without any kind of explicit
stimulation (pure resting-state condition). Convenient to our purposes, anaesthesia
avoided heterogeneity of brain states that could dynamically change functional network
architecture (Tagliazucchi & Laufs 2014) in a run by run basis. At the same time, it
allowed us to examine modulation of neural activity due to mainly bottom-up visual

processing, mostly without top-down cognitive modulations (Rainer et al. 2001).

Independent component analysis (ICA) with a-priori-imposed 20 components
(Hutchison et al. 2011) in our resting-state datasets resulted in 8 consistent resting-state
networks (RSNs) across subjects and sessions. Namely, we observed the precentral-
temporal network, the paracentral network, the fronto-parietal network (all three
previously described in Hutchison et al., 2011), the default-mode network (DMN,
Mantini et al., 2011), the lateral-occipital network, and the medial-occipital network (the
last two firstly reported in Vincent et al., 2007). Each one of the 6 aforementioned
networks encompassed mainly cortical areas. In addition to those, we also observed a
cerebellar network; and a network encompassing the caudate, putamen and amygdala
(CPA). Due to the brain areas involved, the CPA network might be related to multiple
memory systems (Packard & Teather 1998). Additional components of no-interest, i.e.

white matter and CSF, were observed but excluded from further analysis.
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Subsequently, we set out to find putative correlates of the previously observed
resting-state networks in the datasets showing significant visually-driven activity, i.e. in
the alternated block-design datasets and in the long-movie datasets. Our objective was to
investigate to which extent extrinsic bottom-up visual processing evoked by our
paradigms could modulate intrinsic functional network architecture. [CA decomposition
of data residuals derived from the block-design condition (obtained after GLM analysis
decoupled explained from unexplained variance) and of the long-movie datasets revealed
that for each consistent RSN component, there existed a remarkably topographically
similar component contained in every type of stimuli-driven dataset. Interestingly,
extrinsic bottom-up visual processing had very little influence, if any, on the underlying
intrinsic functional architecture. This remained true even for the two visual resting-state
networks, where intrinsic and extrinsic activity were occurring at the same time and at

the same place.

At this point, we can think of a couple of hypothesis to explain why our observed
hemodynamic resting-state-like networks were contained in datasets showing extrinsic
stimulus-driven activity. Specifically to the early visual cortices, where intrinsic and
stimulus-driven components were observed concomitantly, it is possible that low-
frequency oscillations were happening in deeper layers while high-frequency, stimulus-
induced activity were occurring in superficial layers (Maier et al. 2010; Buffalo et al.
2011). Since our voxels were relatively large (1.5 mm3) and thus encompassed multiple
cortical layers, it is possible that BOLD time-courses captured combined hemodynamic
activity derived from granular and non-granular layers. Concerning whole-brain activity,
it’s possible that no modulation of intrinsic architecture was verified because anaesthesia
might have played an influential role in the stability of hemodynamic temporal
correlations, making the brain less susceptible to extrinsic modulations. In order to
explore this hypothesis, datasets obtained from awake monkeys probed with very similar
paradigms have already been collected and are subject of future studies. Another
possibility is that top-down influences might be more influential in modulating low-
frequency oscillations than bottom-up, stimulus driven effects. In fact, it has been
suggested that the fronto-parietal control system, an important source of top-down
projections (Engel et al. 2001), is composed of flexible hubs of activity, potentially
capable of regulating evoked functional connectivity across tasks (Cole et al. 2013).

Modulation would be possibly exerted through short-term plasticity (Zucker & Regehr
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2002; Yao et al. 2007) or by regulating synchrony of oscillations in neuronal populations
(Buzsaki & Draguhn 2004; Fries 2005). To investigate which regions of the brain have
increased intrinsic “hubness”, we applied eigenvector centrality mapping (ECM,
Lohmann et al., 2010) to our resting-state datasets. We observed increased centrality in
fronto-parietal regions, which suggests a crucial role of this region in controlling network
architecture. Overall, our findings indicate that extrinsic functional architecture in
macaque monkeys is composed by two distinct components, an intrinsic component and
another stimulus-evoked (or task-evoked component), as previously suggested for
humans (Cole et al. 2014). It’s possible that bottom-up and top-down modulations would
be exerted through different frequency channels (Bastos et al. 2015; Michalareas et al.
2016).

To come up with a concrete hypothesis regarding the neural correlates of low-
frequency hemodynamic networks would be a speculation. This is because, neither the
neurophysiological basis, nor the function of resting-state networks are fully understood
(Raichle & Mintun 2006). For example, it has been shown that the best correlate of
BOLD-fMRI signal is the LFP (local-field potential, Logothetis et al., 2001); therefore, it
would be natural to think that functional networks would be closely related to coherent
oscillations in LFP activity. However, a well-designed study about the neural basis of
global resting-state fMRI activity found that LFP oscillations could explain, at best, 10%
of fMRI variance in their datasets (maximum mean cross-correlation between LFP and
fMRI signal of 0.3, Schélvinck et al., 2010). Notwithstanding, theoretical models trying
to explain such complex relationship have been put forward. One particularly interesting
proposal associates resting-state networks with an oscillatory model presenting narrow-
band limited power dynamics (Cabral, Kringelbach, et al. 2014; Cabral, Luckhoo, et al.
2014; Li et al. 2015) that could use ensembles of thalamocortical neurons, connected
through gap-junctions, as a specialized pacemaker complex (Hughes et al. 2004; Hughes
& Crunelli 2005; Lorincz et al. 2008; Li et al. 2015). Interestingly, we observe consistent
thalamocortical connectivity in our precentral-temporal, which could be related to such a
pacemaker complex. We intend to explore such thalamocortical connectivity in upcoming
projects, possibly combining our BOLD-datasets with additional electrophysiological
data.

Taken together, our data support that the “full repertoire of functional networks

utilized by the brain in action is continuously and dynamically ‘active’ even when at
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‘rest’” (Smith et al. 2009) but at the same time, we showed that intrinsic and extrinsic
components aren’t necessarily equivalent, being linearly contained and recoverable from
stimulus-driven datasets. To which extent and under which circumstances mutual
modulatory effects could occur are subject to future investigations, ideally including

invasive and non-invasive multimodal techniques.

We foresee two immediate practical consequences of our results. First of all,
they stimulate the reinterpretation of a large existing neuroimaging database, but now
taking into account residuals of hypothesis-driven analysis, normally discarded. This will
potentially provide substantial gain of knowledge with minimal additional effort. The
second application is regarding the design and analysis of neuroimaging studies. Since
stimulus-driven fMRI datasets might get contaminated by spontaneous BOLD
fluctuations (Arfanakis et al. 2000; Fox et al. 2006), it may be a good idea to avoid
stimulus configurations in which responses are expected to happen in the frequency range
of resting-state-like networks. Besides that, we think that it’s perhaps useful to include
ICA decomposition as a pre-processing step in the analysis of stimulus-driven
neuroimaging data, in order to identify resting-state-like components in specific brain
regions, and to use their time courses as regressors of no-interest in standard GLM
analysis. Statistical power of analyses could be potentially increased if stimulus-unrelated

oscillations are excluded from raw datasets.

7.2 A role for extrinsic audiovisual interactions in primary visual cortex

Although evidence for auditory influences in low-level areas of visual cortex have
been brought forward, no functional framework explaining possible mechanisms for such
an interaction existed. To bridge this gap, we proposed a model for auditory induced
modulations in primary visual cortex of primates inspired by recent anatomical,
behavioral and physiological data (chapter 4). Unique to our model, we consider
crossmodal modulations even when field of view and field of hearing aren’t overlapping.
Specifically, we advocated that an unexpected auditory signal is able to trigger a reflexive
overt orienting response towards sound source and, at the same time, to increase
sensitivity in the striate cortex at the locations where the object is expected to enter visual
field. Functionally, this would be achieved with parallel processing of three major

pathways: a route headed by the superior colliculus (SC) would deal with overt orienting
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behavior; direct projections from primary auditory cortex to primary visual cortex (Al-
V1) would enhance spatiotemporal sensitivity; and indirect A1-V1 projections traversing
higher-level areas would facilitate object detectability. Our model is based on multiple

experimental evidence.

In agreement with the functional role proposed for the first stream (or pathway),
there is a considerable number of studies showing close association between orienting
behavior in primates and superior colliculi (Kustov & Robinson 1996; Sparks 1999; Klier
et al. 2003; Krauzlis et al. 2004; Stein et al. 2014). For instance, it has been demonstrated
that SC sends projections to the brainstem premotor circuitry and is able to modulate pupil
dilation, saccade generation, and head and body movements (Corneil & Munoz 2014).
Additionally, other studies have shown that SC has overlapping representations of visual,
auditory and motor receptive field maps, facilitating overt orienting responses (Stein et
al. 2014). Lastly, reversible inactivation of SC can impair typical orienting behaviors,
such as saccade target selection (McPeek & Keller 2004). It’s still unknown how
modality-specific spatial representation is performed in SC but when it comes to object

recognition, this structure doesn’t seem to take part in it (Sprague 1996).

In line with the proposed role for the second stream, it has been shown that Al
sends monosynaptic projections to V1 (Falchier et al. 2002; Rockland & Ojima 2003;
Clavagnier et al. 2004), but no specific function for it has been clearly determined. We
hypothesize that direct A1-V1 projections would preempt visual cortex with short latency
inputs (faster than feedback from higher cognitive areas) to help spatiotemporal
localization of objects. In consonance with our hypothesis, behavioral evidence has
shown that visual temporal search can be modulated by auditory stimulation at an early
perceptual level (Vroomen & de Gelder 2000). Sound modulation of certain visual
illusions can be accompanied by an increase or a decrease of V1 activity (e.g. of BOLD
responses, Shams et al., 2000; Watkins et al., 2006, 2007). Additionally, it has been
reported that an auditory cue can cause a focal increase in occipito-cortical excitability at
the expected retinotopic location where an object should appear and at feedforward

latencies (Bolognini et al. 2010).

Finally, we suggest that the third stream carries top-down feedback information
about object identity to primary visual areas and can modulate visual processing of object-
specific features at early processing stages. In accordance with our hypothesis, some

studies reported that object expectation can enhance its visual detectability at low-level
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cortical processing (Summerfield & Egner 2009; McManus et al. 2011; Chennu et al.
2013; Kok et al. 2014). Also, it has been shown that previous auditory labeling of an
object can modulate its visibility during flash suppression experiments (Lupyan & Ward
2013). Lastly, an elegant study demonstrated that object expectation is able to sharpen
visual representation in V1 (Kok et al. 2012).

Multisensory integration is an effective way to generate a coherent percept,
powerful enough even to compensate for absent or unreliable sensory information (Stein
& Meredith 1993; Knill & Pouget 2004; Stein et al. 2014). Traditionally considered a
property of high-level sensory areas, this concept has been challenged by an increasing
amount of evidence reporting its occurrence at early stages of sensory processing
(Felleman & Van Essen 1991; Ghazanfar & Schroeder 2006; Wei et al. 2012; Wang et al.
2008; Lakatos et al. 2009; Giard & Peronnet 1999; Fort et al. 2002; Molholm et al. 2002;
Mishra et al. 2007; Naue et al. 2011; Watkins et al. 2006; Watkins et al. 2007). Here we
proposed a novel model that attempts to reconcile recent scientific findings related to
extrinsic low-level modulation of primary visual cortex due to auditory stimulation.
However, direct experimentation is still required to validate it. One interesting approach
would be to design audiovisual experiments where behavioural and neural activity are
concomitantly recorded in freely behaving animals (Roy & Wang 2012; Schwarz et al.

2014).

7.3 Object/individual representation in macaque auditory system

For this project, we used whole-brain coverage fMRI in awake behaving
monkeys to investigate how sounds belonging to different categories of
objects/individuals are represented in the auditory cortices. We tested the animals with
three categories of complex sounds: monkey vocalizations, scrambled monkey
vocalizations and environmental sounds. Conspecific vocalizations are of particular
interest because they contain information about objects and individuals, as well as
affective/emotional states (Ghazanfar & Hauser 1999). In addition to that, the fact that
spectrotemporal phonetic structure of human speech sounds and monkey vocalizations
are very similar (Rauschecker 1998), the study of vocalizations is very useful to
understand evolution of language and speech (Bornkessel-Schlesewsky et al. 2015) and

its neural substrates (Gil-da-Costa et al. 2004; Joly, Pallier, et al. 2012).
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We observed positive BOLD responses for all three sound categories along the
ascending auditory pathway but increased sensitivity to vocalizations in the superior
temporal gyrus (STG). Specifically, combined categories showed robust activation in the
cochlear nuclei, inferior colliculi, medial geniculate bodies and auditory cortices, with a
slight right-hemispheric bias, in agreement with previously reported MION-fMRI
experiments (Joly, Ramus, et al. 2012). However, contrasting the monkey calls with the
other two categories resulted in consistent activity in specific regions of STG, particularly
in areas AL, RTL and RTp, and in the ventrolateral prefrontal cortex. Our results extend
previous findings (Poremba et al. 2003; Petkov et al. 2008; Kikuchi et al. 2010; Joly,
Ramus, et al. 2012; Joly, Pallier, et al. 2012; Fukushima et al. 2014) and support the
hypothesis of a functionally specialized auditory ventral pathway working as an analogue
to the visual “what stream”, preferentially processing object/individual identity
(Rauschecker & Tian 2000). A possible explanation for the different spatial location
observed for vocalization processing in monkey STG (anterior STG) when compared to
humans Wernicke’s area (posterior STG) is that, during evolution, the anterior part of
human temporal lobe may have grown disproportionally, analogous to what happened to
human prefrontal cortex. This could have relocated some brain regions in relation to

others (Rauschecker & Tian 2000).

Interestingly, purely auditory conspecific vocalizations were able to increase
BOLD activity in higher-level visual areas, such as middle temporal (MT) and inferior
temporal (IT) cortices. As widely known, MT and IT are brain areas involved in visual
motion processing (Maunsell & Van Essen 1983; Born & Bradley 2005; Czuba et al.
2014) and object perception, including faces (Dubner & Zeki 1971; Desimone et al. 1984;
Logothetis & Sheinberg 1996; Tsao et al. 2006; Ku et al. 2011). Evidence for auditory
modulation in both low-level (Wang et al. 2008; Lakatos et al. 2009; Azevedo et al. 2015)
and high-level visual areas (You & Yeh 2010), and the fact that vocalizations are naturally
associated with facial expressions and body movement (Furl et al. 2012; Polosecki et al.
2013; Perrodin et al. 2014) are in agreement with our results. Nonetheless, additional
experiments are certainly necessary to explain specific details about the neuronal

mechanisms underlying such multisensory communication.
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7.4 Azimuth space representation in macaque auditory system

In our last study, we sought to scrutinize how macaque auditory system
represents spatial locations in the azimuth plane. Specifically, we used high-resolution
fMRI and state-of-the-art multivariate analysis to define cortical auditory fields based on
tonotopic mapping, and to characterize BOLD responses in these fields with respect to
distinct polar sectors of azimuth space. Experiments were carried out in both anesthetized
and awake monkeys. Our results show that, at a millimetre scale, instead of a
topographical organization, representation of auditory space is distributed throughout
superior temporal cortices. Further, we demonstrated that such representation is
accomplished using contralateral hemifield tuning, which is depicted by an opponent
pattern of positive and negative BOLD responses across hemispheres. Finally, we showed
that the observed hemifield tuning is heavily dependent on suppression caused by
interaural time differences (ITD). Overall, our results support studies showing that ITD
coding in several mammalian brains is performed using an opponent hemifield code based
on neuronal inhibition (McAlpine et al. 2001; Grothe 2003), and not using
topographically organized coincidence detectors, as has been reported to occur in the

brain stem of barn owls (Jeffress 1948; Knudsen & Konishi 1978).

Additionally, we observed maximum amplitude and spatial spread of positive
BOLD responses for contralateral sectors of azimuth space, which is congruent with
electrophysiological recordings (Deouell et al. 2007; Woods et al. 2006; Magezi &
Krumbholz 2010), optical imaging reports (Nelken et al. 2008) and lesion studies (Jenkins
& Masterton 1982; Nodal et al. 2012; Heffner & Masterton 1975). However, since BOLD
responses are statistically calculated based on the indirect activity of populations of
neurons, our results don’t preclude the existence of sharply tuned neurons to spatial
position, as previously reported in posterior regions of superior temporal cortex (pST,
Tian et al., 2001). Robust contralateral bias in BOLD signal to laterally-symmetric spatial
polar sectors have been also reported in human neuroimaging studies (Salminen et al.
2009; Palomiki et al. 2005) and monkey single-unit electrophysiological recordings
(Woods et al. 2006; Miller & Recanzone 2009; Werner-Reiss & Groh 2008; Stecker &
Middlebrooks 2003). Complementarily, we observed small patches of positive BOLD
response surrounded by patterns of negative BOLD response in the right auditory cortex

after ipsilateral acoustic stimulation. The positive patches could derive from callosal input
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to EE regions (contralateral excitatory-contralateral excitatory regions, Hackett et al.,
1998; Imig and Brugge, 1978; Pandya and Rosene, 1993; Reser, 2000), while the negative
patterns could correspond to subcortical inhibition (Grothe 2003) or to lateral inhibition

of EE cells in regions sensitive to ITD (Brugge & Merzenich 1973).

As briefly mentioned, we demonstrated that ITD-cues are fundamental for
interhemispheric hemifield tuning. We concluded this by testing our animals with a
similar set of spatial sounds but with ITD cues removed from it (No-ITD). No-ITD stimuli
evoked constant positive BOLD in the right hemisphere but no significant patterns of
negative BOLD. We hypothesize that the positive-BOLD response is due to a lack of
ITD-suppression effects. We confirmed the necessity of ITD to hemispherical shifts, a
characteristic of hemifield tuning, by finding lateralization indices with extremely low
values for No-ITD sounds played around the midline. Previous human studies showing
that lesions in the right auditory hemisphere results in serious deficits in sound
localization (Bisiach et al. 1984; Spierer et al. 2009) and motion detection (Griffiths et al.

1996) corroborate our findings.

Finally, representation similarity analysis (RSA) between theoretical and
observed BOLD response patterns showed that right pST, at a voxel level, is the auditory
field that best represents full azimuth space using hemifield coding. This last result is in
line with evidence for population rate coding in humans (Werner-Reiss & Groh 2008;
Salminen et al. 2009) and supports the idea of a specialized posterior region in the
auditory cortex for spatial representation. Taken together, we showed that azimuth space
in the macaque brain is represented using hemifield coding with increased posterior
sensitivity. Results were similar for anesthetized and awake macaques. Our results
support the proposal of a specialized “where” pathway in the auditory system; however,
to which degree analogy with the visual “where” stream holds is still a matter of intense
debate (Cohen & Wessinger 1999; Belin & Zatorre 2000; Zatorre et al. 2002;
Middlebrooks 2002; Sumner & Krumbholz 2012; Bizley & Cohen 2013).

7.5 Summary

The general aim of this thesis was to explore, at a millimetre scale, how intrinsic
(stimulus- and task- free) and extrinsic (stimulus- or task- evoked) functional

architectures in the macaque brain operate. In our first project, we assessed topographical
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correspondence of intrinsic and extrinsic frameworks under different conditions of
bottom-up visual processing. In agreement with human results (Smith et al. 2009), our
results showed that a whole set of consistent resting-state networks was also present in
stimulus-driven conditions. In addition to that, we showed that, at least in visual cortices,
intrinsic and extrinsic components aren’t equivalent. We hypothesized that while the
intrinsic component would be operating in deeper cortical layers, the stimulus-driven
component would be occurring in superficial layers. In general, our findings are in
agreement with previous human evidence, suggesting that the extrinsic architecture is
composed of a primarily intrinsic component and a secondarily stimulus-evoked
counterpart (Cole et al. 2014). Next, we exploited different aspects of extrinsic functional
architectures. Specifically, we investigated multisensory interactions between the visual
and auditory systems at early cortical stages. To reconcile evidence suggesting auditory
modulations happening in early visual cortices, we proposed a new model for auditory
induced modulations in V1. According to our model, three functional streams would be
employed in parallel with specific purposes. A functional stream coordinated by the
superior colliculi would be associated with overt-orienting responses; whereas
monosynaptic and polysynaptic (traversing higher-level regions) projections from Al to
V1 would increase visual sensitivity and visually detectability of events. Finally, we
confirmed the existence, in the auditory system, of a ventral stream specialized in
processing sound identity; and of a dorsal stream specialized in processing spatial
locations. Concerning spatial representations in the auditory cortices, we demonstrated
that azimuth space is represented using a hemifield code with larger posterior sensitivity.
To which extent the auditory “what-and-where” dual concept is analogous to the visual

“what-and-where” hypothesis is subject of future studies.
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ABSTRACT

The brain is a dynamical system interconnected through long-range temporally-
correlated functional networks. In the absence of external stimulation, several functional
networks thought to be related to spontaneous activity have been identified. In contrast,
when the brain is being challenged with sensory inputs, a different pattern of evoked
activity emerges. How the brain orchestrates such distinct patterns of functional activity
is still unclear. Here we address this issue by investigating the topographical
correspondence between resting-state and visually-driven functional networks in the
monkey brain during different states of consciousness. We show that, depending on the
brain state, most resting-state networks can coexist and are linearly independent from
stimulus-induced networks. Additionally, we observed a new resting-state network,
which encompasses the caudate, putamen and amygdala, being thus possibly related to
memory mechanisms. Our findings conceal studies of spontaneous and stimulus-induced
functional architectures in the non-human primate brain, topics which are usually

investigated separately.
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INTRODUCTION

Brains are restless!. Typically, 60-80% of brain’s energy consumption is spent
during spontaneous activity?. Such activity isn’t random. At a mesoscale, spontaneous
large-amplitude low frequency fluctuations (<0.1 Hz) of hemodynamic activity across
functionally related areas of the brain can be consistently observed. These functional
networks, termed resting state networks>, constitute an intrinsic functional architecture in
the brain®. Their origin and specific functions are not well understood, but they could
reflect neural fluctuations within anatomically connected areas® or even predict active
mechanisms related to cognition®. In parallel, brain activity is constantly modulated by
extrinsic sensory stimulation and cognitive states’. How both intrinsic and extrinsic

functional architectures relate to each other is a question under active investigation®.

Currently, controversies about the equivalence of extrinsic and intrinsic functional
architectures in the human brain still exist. While it has been suggested that the functional
architecture of the brain during spontaneous and evoked activity have close
correspondence, to the point of sharing a full repertoire of functional networks in both
states'’, such a tight coupling has been disputed. For instance, studies show that although
a high similarity in functional network topography might occur in default and task-
positive regions, it doesn’t necessarily generalize to the whole brain. Specifically, regions
such as primary sensory and motor cortices, limbic regions or subcortical structures
would present weak correspondence in the hemodynamic patterns of spontaneous and
evoked activity”!!. To shed light on this debate from the perspective of the non-human
primate brain, we investigated the topographical correspondence of extrinsic and intrinsic
low-frequency functional architectures in the macaque brain exposed to different

conditions of visual stimulation and different states of consciousness, anesthetized and
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awake. Unique to our approach, we aimed at disentangling intrinsic from stimulus-evoked

networks embedded in same functional datasets.

For our experiments, we used high field functional magnetic resonance imaging
(fMRI) to scan brain activity of two monkeys probed with three different conditions of
visual stimulation. Specifically, data were collected in the absence of visual input, i.e. in
a resting-state condition; during visual stimulation with a standard 1-min alternated block
design showing movie clips; and throughout continuous visual stimulation. Similar
paradigms were used while the animals were anesthetized or awake. Using spatial
Independent Component Analysis (sSICA) in the resting-state datasets of both subjects,
we consistently observed a set of 11 functional networks in the anesthetized state,
including a new Caudate-Putamen-Amygdala (CPA) functional network. In the awake
state, we found a subset of 7 of the 11 networks present during anesthesia. Surprisingly,
after analyzing the residuals of the modelled stimulus-evoked activity, the part of the data
which is commonly discarded as noise, we could still uncover every resting state-network
in the anesthetized state. Likewise, in the awake state all but one resting-state networks
were present in the GLM-residuals of the block-design condition. Overall, we show that
the vast majority of resting-state networks are linearly contained and can be recovered
from the same datasets displaying significant visually induced activity in the non-human
primate brain. This remains true even in cortical regions where spontaneous and induced

BOLD activity happens at the same time.
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MATERIAL AND METHODS
Non-human primates

Our experiments were performed on two adult female macaque monkeys, M1 and
M2 (Macaca mulatta, 8 kg each), in both anesthetized and awake conditions. Prior to the
experiments, we stereotaxically implanted a custom-made PEEK (polyetheretherketone;
TecaPEEK, Ensinger, Inc., Nufringen, Germany) headpost on the cranium of each
animal, precisely over the superior part of the central sulcus. The implants were secured
with custom made ceramic screws (zirconium oxide Y»03-TPZ 5x1, Pfannenstiel, Bad
Toelz, Germany) and sealed at their junctions to the bone with bone cement (Palacos,
Merck Biomaterial GmBh, Darmstadt, Germany). Every surgical procedure was
performed in the animals under general anesthesia !2. All the experimental procedures
were carefully done to ensure the well-being of the animals, were previously approved
by the local authorities (Regierungspraesidium) and were in full compliance with the
guidelines of the European Community (EUVD 86/609/EEC) for the care and use of

animals in laboratories.
Data Acquisition

Anesthesia condition: Our experimental procedures have been previously detailed
elsewhere 2. Shortly, after premedication with glyco-pyrrolate (i.m. 0.01 mg/kg) and
ketamine (i.m. 15 mg/kg), we administered a cocktail of fast-acting drugs (fentanyl at 3
ug/kg, thiopental at 5 mg/kg, and the muscle relaxant succinyl-choline chloride at 3
mg/kg). Anesthesia was stabilized with remifentanil (0.5 ug/kg/min) and muscle
relaxant mivacurium chloride (5 mg/kg/h). Physiological parameters such as heart rate,
blood pressure and oxygenation, CO2 and temperature were monitored and kept in normal

physiological range. Measurements were performed in a 60-cm-diameter-bore Bruker 7T
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vertical MRI scanner (Bruker Corporation, Ettlingen, Germany) with a custom designed
12-cm quadrature volume coil spanning the whole head. Preceding the functional
experiments, T1-weighted Modified Driven Equilibrium Fourier Transform images
(MDEFT, TR = 15 ms, TE = 4.5 ms, inversion time = 800 ms; number of segments = 4;
flip angle = 20°, receiver bandwidth = 50 kHz, voxel matrix =256 x 256, number of slices
= 128, voxel resolution = 0.5 x 0.5 x 0.5 mm?) were acquired as subject-specific high
resolution anatomical template. These templates were used as high-resolution anatomical
references for both anesthesia and awake datasets. Functional sequences consisted of
single-shot interleaved gradient-echo echo-planar images (GE-EPI, TR = 1000 ms for M1
and TR = 1200 ms for M2, TE = 18 ms, flip angle = 53°, receiver bandwidth = 144 kHz,
voxel matrix = 64 x 64, number of slices = 25 for M1 and 27 for M2, voxel resolution =
1.5 mm?®). TR for M2 (= 1200 ms) was slightly longer than that used with M1 (TR = 1000
ms) because an excess of adipose tissue around the neck required additional fat
suppression parameters. For both animals, we collected a total of 600 volumes per run.
Therefore, each run of M1 lasted 10 min while each run of M2 lasted 12 min. Volumes
were acquired approximately parallel to the anterior-posterior commissures plane (AC-
PC). In the end of each session, T1-weighted fast low angle shot (FLASH) images (TR =
2000 ms, TE = 15 ms, flip angle = 69°, receiver bandwidth = 50 kHz) with the same
geometry as the functional scans were collected and used as low-resolution anatomical
reference. FLASH images are useful because they present less pronounced spatial

distortions than GE-EPI volumes.

In total, we collected 4 sessions of data for M1 and 3 sessions for M2 during the
presentation of all three visual paradigms. During paradigm (i) no visual stimulation was
presented. Paradigm (ii) showed a one-min “on/off” block design alternating an empty

background with scenes of Star Wars or African Wildlife. Finally, paradigm (iii)
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contained uninterrupted versions of the same movies presented in (ii). Concerning
paradigm (i), 35 datasets for M1 (14, 10, 6, 5 datasets/session) and 21 for M2 (10, 8, 3
datasets/session) were collected. During paradigm (ii), 20 datasets for M1 (10, 10
datasets/session) and 19 for M2 (10, 9 datasets/session) were obtained. For paradigm (iii),
10 datasets for M1 (1 session) and 6 datasets for M2 (1 session) were acquired. Visual
stimuli were presented through a custom-built projector and SVGA fiber-optic system
(field of view = 30° x 23°, frame rate = 60 Hz, resolution = 640 x 480 pixels). During (i),
optical periscopes were switched off to avoid contamination by subtle confounding

factors, i.e. background flickering '°.

Awake condition: Before the awake experiments, both monkeys were trained in a mock
scanner to remain headposted and motionless in a custom-made fMRI chair while two of
the aforementioned visual paradigms were presented. Specifically, the monkeys were
trained with paradigm (i), no visual stimulation, and paradigm (ii), one-min “on/off”
block design alternating an empty background with scenes of Star Wars or African
Wildlife (Fig. 2a). Optical stimulators were the same type with the ones used during
anesthesia. Eye movements were recorded with an infrared eye-tracking system (iView,
SensoMotoric Instruments GmbH, Teltow, Germany). Scanner noise was attenuated with
ear plugs and foam pillows. Both monkeys were considered trained when the amplitude
of motion detected by a custom-made body sensor'* did not exceed amplitude of breathing
in 95% of the scanning time (approximately 2 hours). Typically, the monkeys kept their
eyes closed for most of the time during paradigm (i). Functional measurements were done
in a 40-cm-diameter-bore vertical Bruker scanner (Bruker Corporation, Ettlingen,
Germany) equipped with a 12-cm quadrature volume coil. We acquired single-shot
interleaved gradient-echo echo-planar images (GE-EPI, TR = 1000 ms, TE = 18 ms, flip

angle = 53°, receiver bandwidth = 144 kHz, voxel matrix = 90 x 60, number of slices =
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18, voxel resolution = 1 x 1 x 2 mm? resampled to 1,5mm?). Each run contained a total of
600 volumes. Since the whole brain couldn’t be acquired with those parameters within a
1 s TR, we chose an oblique field of view that maximizing temporal, parietal and occipital
lobes. Similar to anesthesia experiments, T1-weighted fast low angle shot (FLASH, TR
=2000 ms, TE = 15 ms, flip angle = 69°, receiver bandwidth = 50 kHz) images were used
as low-resolution anatomical references for the functional images. In total, we collected
2 sessions for M1 (6, 5 datasets/session) and 3 sessions for M2 (5, 5, 2 datasets/session)
concerning visual paradigm (i); and 2 sessions for M1 (5, 4 datasets/session) and 1 session

for M2 (4 datasets) concerning paradigm (ii).
Data Analysis

Data preprocessing was performed with AFNI 5. Similar steps were applied to
both anesthesia and awake datasets. For datasets where no visual stimulus was presented,
we performed despiking, slice timing correction, motion correction with 6-parameters
affine transformation, bandpass filtering from 0.01 to 0.1 Hz, spatial smoothing with 3
mm full width at half maximum (FWHM) Gaussian kernel, removal of motion artifacts
and removal of activity located in white-matter plus cerebrospinal fluid. Volumes
presenting derivative values with Euclidean Norms above 0.2 were excluded of further
analysis. Subsequent to preprocessing, we used GIFT software package for Matlab !¢ to
perform spatial independent component analysis (ICA !'7) imposing 20 independent
components a priori '®. In short, GIFT processing reduced temporal dimension of the
variance-normalized voxel timecourses by means of principal component analysis (PCA
19). Thereafter, it estimated spatial independent components with Infomax algorithm.
Finally, it back-reconstructed the data. Reliability of the decomposition was assessed with
ICASSO algorithm 2° (100x ICA reiteration). As a control we also used FSL-MELODIC

2l in a subset of datasets obtaining similar results. Spatial components were quantified
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with empirical z-scores, a measure directly proportional to the temporal correlation
between estimated component and each voxel timecourse. In the datasets containing
visual stimulation conditions, preprocessing was done in a similar way, but before
bandpass filtering we applied a general linear model. After preprocessing, task-evoked
BOLD responses were quantified by means of a general linear model (GLM). In the next
step, all the modelled variance was subtracted from the original datasets. By doing so, we
could separate visually-induced BOLD effects from the unexplained variance of our
model. Stimulus-specific regressors were obtained by convolving square-wave stimulus
function with a standard one-parameter gamma distribution estimate of hemodynamic
response function. Finally, GLM residuals were bandpass filtered (from 0.01 to 0.1 Hz)
and their 20 maximally independent components estimated via spatial ICA

decomposition, as previously described (Fig. 2b).

All results were spatially normalized to the F99 surface-based macaque atlas > in
a three-step process. Firstly, we non-linearly warped the GE-EPI’s to their corresponding
FLASH anatomical reference using AFNI’s 3dQwarp function. After that, we linearly
aligned the warped images to their respective MDEFT anatomical reference using AFNI’s
3dAllineate function (12 affine parameters). Finally, we once again used 3dQwarp to
perform the last non-linear warping step to spatially normalize the transformed GE-EPI’s
to the F99 atlas (Fig. S3). All cortical areas were defined according to the LVEOO

23 available in Caret software 2* (Fig. S1). Functional modality

partitioning scheme
boundaries were based on the modality parcellation contained in Caret (Fig. S2).
Resulting components of across subjects and conditions were grouped using a custom-
written unsupervised network classifier algorithm (see Fig. S4 for an example). Briefly,

the algorithm grouped independent functional networks based on a similarity index rank

calculated for all possible combinations of all pairwise spatial correlations between
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positively thresholded components. After unbiased clustering, group components
belonging to the same condition and subject were averaged. Functional connectivity
matrices were created by including all regions containing at least 15% voxels with
empirical z-scores greater than 1. Our anatomical connectivity matrix was formed by
combining the best estimate connectivity matrix obtained from the Cocomac database 3
(using the F99-LVEOQOO division) with the macaque47 functional connectivity matrix,
contained in the brain-connectivity-toolbox 2%?’. We further quantified hemispheric
laterality and functional-to-anatomical correspondence of binary connectivity matrices

using cosine similarity.

RESULTS
Intrinsic Architecture in anesthetized and awake monkeys

Controversies exist about the equivalence of extrinsic and intrinsic functional
architectures in the human brain, with evidences showing tight functional coupling for
default and task-positive regions, but not for primary sensory and motor cortices, limbic
regions or subcortical structures !!. To address those, we sought to analyze topographical
consistency of extrinsic and intrinsic low-frequency functional networks in the macaque
brain exposed to different conditions of visual input and cognitive state. The macaque

brain is a good surrogate to the human brain due its similarity in cellular composition 23,

29,30 31,32 33-36
, .

architecture , structural connectivity and functional organization
Consequently, knowledge obtained with non-invasive approaches, typically performed in
humans, can be confidently complemented with findings derived from multimodal

approaches in the non-human primate brain, be it invasive or not.
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We started our investigation by decomposing the functional network architecture
of the monkey brain (Macaca mulatta, n = 2) devoid of any kind of experimental
stimulation into their 20 maximally statistically independent components. Consistent
components across subjects were classified as resting-state networks (RSNs). During the
resting-state condition, the animals were kept in complete darkness and scanner noise was
considerably attenuated with hearing protectors. All our anesthesia experiments were
performed in a vertical 7T Bruker scanner (Bruker Corporation, Ettlingen, Germany). On
the other hand, all our awake scans were done in a vertical 4.7T Bruker scanner. We chose
to scan the awake animals at a lower magnetic field strength to minimize the artefactual
effects of body and jaw movement in the images, more pronounced at higher magnetic
fields '*. After standard resting-state preprocessing of our gradient-echo echo-planar
images (GE-EPI, TR ~ 1000 ms, 600 volumes/run, voxel resolution 1.5 mm?*), which
included spatial smoothing with a 3-mm full width at half maximum (FWHM) Gaussian
kernel and bandpass filtering from 0.01 to 0.1 Hz (see material and methods), we
performed spatial ICA decomposition (sICA) on our datasets to estimate the 20
maximally independent components *'®. For every post-hoc selected component, we
assured that ICASSO stability (a measure dealing with the stochasticity of different runs
in ICA analysis) approached 1 (mean stability index 0.92 +/- 0.02 , 100x reiteration).
Intersession and intersubject comparisons were made after each statistical map was
spatially normalized to the F99 surface-based macaque atlas and parcellated according to
the LVEOQO partitioning scheme (Fig. S1). Independent components were clustered based
on pairwise spatial correlations using a custom-written unsupervised classifier for fMRI
statistical maps (Fig. S4). Our main inclusion criteria to define reliability of identified
networks were topographical consistency across sessions and subjects, hemispheric

bilateralism and superposition with gray matter.
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We observed 11 resting-state networks in our anesthesia datasets. From those,
10 have been previously reported but one is original. The reported RSNs present in our
functional images were namely the precentro-temporal, medio-occipital, fronto-parietal,
superior-temporal, paracentral, default-mode (DMN), parietal, latero-occipital, thalamic
and cerebellar *!8, In addition to that, we observed an unreported network encompassing
the caudate, putamen and amygdala. We named it, therefore, the CPA network (Fig. 1a).
Concerning our awake datasets, we were able to identify all previous networks except 4
of them: the parietal, superior-temporal, thalamic and CPA networks (Fig. 1b). The
absence of those 4 networks in the acquired volumes could be attributed to the distinct
state of alertness or to technical differences in data acquisition/quality in the awake
condition, i.e. more motion artefacts or narrower field of view (Fig. 1c). All cortical
networks were quantified using the F99 surface-based macaque atlas %> and the LVE0O
cortical parcellation scheme 2* as references. See supplementary figures for a detailed

description of each network individually.
Comparison of intrinsic architectures across visual conditions

In a second step, after characterizing the topographical architecture of the RSNs
observed in our datasets, we set out to find reminiscent low-frequency large-amplitude
functional networks putatively contained in datasets displaying significant visually-
evoked BOLD response. We examined datasets derived from anesthesia and awake
cognitive states. To induce strong visual responses in the BOLD-fMRI data, we visually
stimulated our animals with an alternated one-min block-design showing scenes of Star
Wars or African savanna. As a control for the vigorous changes in stimulus intensity
throughout the block-design, we additionally presented our monkeys with continuous
versions of the same movie clips presented in the blocks. This control condition was just

acquired during the anesthesia condition, where animal compliance wasn’t required.
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Resulting datasets were preprocessed with similar steps as described in the previous
section, concerning resting-state analysis. The only exception was bandpass filtering, left
to be performed at a later stage (Fig. 2a). After preprocessing, we performed a general
linear model (GLM) analysis of the expected hemodynamic response in our data to
identify runs displaying significant evoked visual responses (p<0.05, FDR corrected, Fig.
2b). Only runs showing significant visual processing were selected for further analysis.
Next, we disentangled the variance our model could explain (betas * design matrix) from

the remaining residuals of the model in every run independently.

In most traditional fMRI analysis, the residuals are discarded as uninformative
data. Here, we decided to investigate the amount of intrinsic functional networks that
could be recovered from those residuals. For that, we decided to bandpass them within
the same frequency range as before, from 0.01 Hz to 0.1 Hz, and performed spatial ICA
decomposition with exact the same parameters used in the resting state analysis (Fig. 2).
To our surprise, we observed independent components with strikingly similar functional
topography as the resting-state networks (Fig. 3-6, table S1). Extrinsically induced visual
processing wasn’t able to interfere with the intrinsic network architecture. Remarkably,
significant topographical changes weren’t observed not even in any of the two mainly-
visual resting-state networks, encompassing areas where visual activity and spontaneous
activity were occurring simultaneously. Such mutual independence in intrinsic and
visually evoked functional architectures was complete during anesthesia, where every
consistent component identified by our unsupervised network classifier was present
across all subjects and conditions (Fig. 3). In the awake datasets, only the fronto-parietal

component couldn’t be observed in the residuals of the block-design.
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DISCUSSION

The primate brain is a complex dynamic system comprised of temporally
correlated functional networks *7-3. It’s generally accepted that the structure of this
correlated activity depends on the brain’s internal state and on stimulus input **. In the
absence of external stimulation, spontaneous large-scale low-frequency functional
networks can be observed >*%*!. On the other hand, when the brain is being stimulated, a
stimulus-specific pattern of activity composed of extrinsic functional networks is
generated '2#%%_ Although it has been suggested that correspondence of whole-brain’s
functional network topography during periods of activation and rest functional
frameworks is large ', this assertion has been disputed. In fact, several studies have
shown that extrinsic and intrinsic functional architectures aren’t necessarily equivalent
711 Here in this work, we sought to address the topographical relationship between
intrinsic and extrinsic architectures by investigating the spatial correlation of functional
networks present under different conditions of visual stimulation and consciousness.
Importantly, we showed that most intrinsic components were contained and could be

reliably recovered from datasets displaying significant visually-evoked activity.

Firstly, we showed that in the anesthetized state 11 of 20 maximally statistically
independent components were consistent across sessions and subjects. From those, 8
components encompassed mainly the cerebral cortex, while 2 encircled mainly
subcortical areas, and 1 corresponded to the cerebellum (Fig. 1a, S5-S11). Shortly, the
precentro-temporal network encompassed ventral motor areas and is potentially involved
with understanding of action, control of grasping, mouth and tongue'®. Besides that, we
also observed increased connectivity with portions of insular cortex and thalamus. The
fronto-parietal component contained parts of frontal eye fields, inferior arm of the arcuate

sulcus, dorsal central sulcus and intraparietal sulcus. This network is thought to be
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involved in the processing of ocular movements and goal-directed top-down inputs 844,

The lateral-occipital network enclosed areas that represent preferentially the foveal visual
field, while the medial-occipital network comprised areas related to peripheral visual field
processing *. Thus, those two networks possibly play a role in visual processing. The
superior temporal network included areas related to auditory processing areas, i.c.
auditory belt and parabelt, and adjacent areas in the superior temporal gyrus '35, The
paracentral component included areas related to dorsal somatomotor and processing of
somatosensory input 3447 The DMN, which included the medial and lateral parietal
cortex, the anterior and posterior cingulate cortex, and medial prefrontal cortex, is a
network known to be less pronounced during cognitive demanding tasks. Besides that,
it’s speculated that this network is involved with introspective cognition in humans 44,
The parietal network, which resembled one of the first RSNs demonstrated to exist in
anesthetized monkey brains #, encompassed parietal areas, such as MST and LIP. The
thalamic network comprised mainly the thalamus, a central relay station of the brain
which is connected with many associative brain areas through multi-functional pathways.
The thalamus is thought to regulate brain rhythms and consciousness *°. The cerebellar
network circumscribed the cerebellum, a structure involved in motor control, learning and
higher cognitive functions, such as spatial cognition and attention >->2. Finally, the CPA
network consistently encircled the caudate, putamen and amygdala. Due to the regions
involved, we speculate that this network could be involved in multiple memory systems
53, A detailed depiction of each individual component can be found in the supplementary

material.

The awake datasets contained a subset of 7 networks with similar topography to
the 11 RSNs previously described (Fig. 1b). The parietal, superior-temporal, thalamic and

CPA networks were the only ones which were absent. There’s a couple of reasons for
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that. The first reason has to do with motion artefacts. Although our monkeys were trained
to sit still during the scanning sessions, the amount of movement is still unavoidably
higher than in the anesthesia condition. Since body and head motion can systematically
affect functional connectivity measures >*, some of the observed RSNs could have been
affected. Another source of disparity could be due to the partial acquisition of brain
volumes in our awake experiments. Since we wanted to keep the repetition time (TR) of
our brain volumes around 1 second in all conditions, we had to sacrifice part of the field
of view in our 4.7 T scanner. For our awake scans, we chose to emphasize the occipital,
temporal, parietal and the inferior part of the frontal cortex (Fig. 1c). This effect is clearly
seen in the awake paracentral network, in which an obvious oblique linear boundary
caused by the limited field of view can be observed (Fig. 1b). Finally, the absence of those
networks could genuinely reflect a different state of consciousness. According to previous
studies, spontaneous functional connectivity is differentially modulated by awareness
states. It can be more or less shaped differently shaped by fluctuations determined by
fixed anatomical connections or by a continuous stream of ongoing cognitive processes

>3, depending on the animal’s degree of consciousness.

In a second stage, after mapping the individual components of the intrinsic
functional architecture in the anesthetized and awake state, we investigated if the presence
of intense visual activity induced by passive visual stimulation could significantly disrupt
the topography of the previously described RSNs. Our working hypothesis was that acute
external visual stimulation would be able to consistently disrupt correlation patterns of
voxel timeseries, which would be reflected in altered RSN topography. To investigate
that, we showed our animals with a one-minute interleaved block-design showing movie
clips and with uninterrupted versions of the same movies. After preprocessing those

datasets with standard steps commonly applied to resting-state fMRI data (but not
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bandpass filtering), we modelled the evoked visual effects in the BOLD signal with a
GLM design and selected only the runs that displayed significant responses. Thereafter,
we subtracted the explained variance from the acquired data, bandpass-filtered them to
remove extremely low (< 0.01 Hz) and high frequencies (> 0.1 Hz) and performed spatial
ICA decomposition on the remaining data. To our surprise, we were able to recover every
one of the 11 low-frequency large-amplitude fluctuation previously observed in the
resting-state condition (Fig. 3). A similar result was obtained with the awake condition,
where we could recover 6 of the 7 RSNs previously identified. The only resting-state
network that couldn’t be observed was the fronto-parietal network (Fig. 5). Our results
showed that strong stimulus-driven visual activity wasn’t able to modulate considerably
intrinsic network topography. Interestingly, even in cortical regions where bottom-up
activity and intrinsic oscillations were happening at the same time, i.e. in early visual
cortices, we didn’t observe any significant cross-interaction among intrinsic and stimulus-
evoked architectures. Thus, our findings suggest that visually-induced extrinsic
architecture is composed of an independent intrinsic component which is linearly
superimposed to a stimulus-specific functional architecture. Future studies applying a
similar methodology to a variety of other tasks and functional modalities are still
necessary to show if this property is generalizable across different cognitive tasks
throughout the brain. Our results are in full agreement with a human fMRI study in which
the authors used large-scale graphs built from human functional connectivity data to
compare intrinsic and task-evoked functional architectures in the whole brain >°.
Particular to our methodology, we used sICA to investigate the individual role of each
intrinsic network in the extrinsic architecture. By doing so, direct comparison of our
results with the majority of macaque resting-state literature is facilitated, since most of

those studies use similar data analysis techniques.
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In terms of neurophysiological correlates, we can only tentatively explain our
results. The neurophysiological basis of BOLD signal is still an area of active research >~
%%, For instance, a study of global-resting state fMRI in awake monkeys showed that
oscillations in neural activity were able to explain, at best, 10% of fMRI signal variance.
To make things even more complex, the authors showed that correlation of fMRI and
electrophysiological signals was an irregular parameter . To explain our findings, we
hypothesize that, at least in the early visual cortices where intrinsic and stimulus-evoked
activity coexisted, the observed BOLD signal would be reflecting the sum of
hemodynamic activity derived from different cortical layers. Our hypothesis is in
agreement with an electrophysiological study performed in awake monkeys, in which
multilaminar electrodes were implanted in V1 while the monkeys were resting or being
stimulated with a visual stimulus, showing the existence istinct superficial and deep

laminar domains of activity in the visual cortex during rest and stimulation 6!.

We foresee two practical applications for our findings. Firstly, they stimulate the
reinterpretation of a large existing neuroimaging database to study functional
connectivity, but now taking into account the residuals of hypothesis-driven analysis,
which are normally discarded as noise. The second application concerns the design and
analysis of neuroimaging studies. In agreement with previous evidences which shows
contamination of stimulus-driven fMRI activity by spontaneous BOLD fluctuations in

humans %63

, in order to easily decouple both types of signal, it may be a good idea to
avoid stimulus configurations in which responses are expected to happen in similar
frequency ranges of resting-state-like networks (0.01 Hz and 0.1 Hz). By doing so, it
becomes straight forward to perform ICA decomposition and to regress out regional

intrinsic oscillations of stimulus-driven datasets, resulting in increased statistical power

for the evoked effect.
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Anesthesia Awake

&

Parietal Latero-occipital Paracentral Latero-occipital

b) Precentro-temporal Medio-occipital Fronto-parietal®

Figure 1. Resting-state networks. We collected BOLD-fMRI data of two macaque monkey brains (Macaca
mulatta) while they were anesthetized or awake. The animals were scanned in complete darkness, devoid of
any kind of experimental stimulation. Scanner noise was attenuated with earplugs and foam pillows.
Anesthesia experiments were performed at a 7 T vertical Bruker scanner while awake datasets were collected
ata4.7 T vertical Bruker scanner. Data preprocessing consisted of despiking, slice timing correction, motion
correction (6 parameters affine transformation), spatial smoothing (3 mm FWHM Gaussian kernel), bandpass
filtering within 0.01 and 0.1 Hz, removal of motion artifacts and removal of white matter and CSF activity.
Thereafter, RSNs were isolated using spatial ICA with 20 components imposed a priori. Resulting RSNs
were clustered session by session based on similar spatial correlations. For that, we used a custom-written
unsupervised network classifier. Finally, clusters containing similar networks were averaged. Color scale
represents empirical Z-scores, a measure of similarity between the timecourse of each voxel with the
timecourse of the related independent component. A) In the anesthetized condition, we consistently observed
11 networks, namely the precentro-temporal, medio-occipital, fronto-parietal, superior-temporal,
paracentral, default-mode (DMN), parietal, latero-occipital, CPA, thalamic and cerebellar networks. The
CPA network is reported here for the first time. It encompasses mainly the caudate, putamen and amygdala.
B) In the awake condition, we identified all the aforementioned networks but 4 of them: the parietal, superior-
temporal thalamic and CPA networks. C) Partial brain acquisition in our awake experiments could be one of

the reasons for the decreased amount of networks observed in this condition.
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Figure 2. Intrinsic and visually-evoked functional architectures during visual stimulation. A) In
addition to our resting-state condition, we scanned the same animals while presenting a 1-min block design
of visual stimuli. In this paradigm, naturalistic movie clips (Star Wars or African Savanna) were interleaved
with a blank background for periods of 60 seconds. Preprocessing was done in a similar way to the resting-
sate pipeline, except for bandpass filtering, left to a later stage. B) Only runs showing significant visual
activity according to a GLM analysis were selected for further processing. After regressing out the variance
in the BOLD signal which was explained the GLM, the residual data were bandpass-filtered within 0.01 and
0.1 Hz, and decomposed with spatial ICA in 20 maximally independent networks. Resulting networks were

clustered and averaged.
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Figure 3. Intrinsic networks across conditions in the anesthesia datasets. Session-averaged RSNs
obtained during anesthesia for all conditions of visual stimulation. a) no visual stimulation, b) Residuals of
the visual block-design, ¢) continuous movies. In the anesthesia datasets, all 11 RSNs (precentro-temporal,
medio-occipital, fronto-parietal, superior-temporal, paracentral, DMN, parietal, latero-occipital, CPA,

thalamic and cerebellar networks) could be observed also in the residuals of the extrinsic architecture.
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Figure 4. Detailed quantification of latero-occipital network obtained in the anesthesia condition. Here
we display a thorough analysis of the latero-occipital network acquired in anesthetized experiments across-
subjects and experimental conditions. In the left pair of columns, the data corresponds to the condition where
no visual stimulation was performed. The middle pair of columns shows the results extracted from the
residues of the alternated block-design. Finally, the last two pair of columns display the results obtained for
the continuous visual stimulation. M1 = monkey 1 and M2 = monkey 2. As in figure 1, Color scale represents
empirical Z-scores. Every cortical network was quantified based on the Lewis and Van Essen cortical
parcellation scheme (LVEOQO, Fig. S1) and grouped according to functional modalities (color coded, Fig. S2).
After statistical analyses session-specific BOLD data was spatially normalized to the F99 atlas using a three-
step spatial normalization pipeline (Fig. S3). The bar graphs display the percentage of each ROI occupied by
voxels containing an average empirical z-score greater than 1. Light red corresponds to the left hemisphere
and dark red refers to the right hemisphere. Similar quantifications done for each cortical network can be

found in the supplementary material.



Precentro-temporal Medio-occipital Fronto-parietal Cerebellar

a - No stimulus
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Figure 5. Intrinsic networks across conditions in awake datasets. Session-averaged RSNs obtained
during the awake state for all conditions of visual stimulation. a) no visual stimulation, b) Residuals of the
visual block-design. In our findings, the only network that couldn’t be observed in the residuals of the block
design for the awake state was the fronto-parietal network. Since this network is thought to be composed of
flexible hubs that dynamically update their pattern of functional connectivity according to task/stimulus
demands *, region-specific shifts of functionality due to the rich visual stimulus could have disrupted the

global coherence of this network.
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Figure 6. Latero-occipital network in awake experiments. We used the same parameters described in fig.
4 to quantify networks in the alert state. The left pair of columns corresponds to latero-occipital network in
the absence of any stimulus, while the right pair of columns displays the same network contained in the
residues of the alternated block-design. A similar description of the other networks can be found in the

supplementary material.
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Figure 7. Left) Laterality of the functional networks in the anesthesia. Binarized functional
connectivity matrices for each cortical functional network across conditions for monkey 2 (M2). Inclusion
criteria was regions where at least 15% of voxels presented empirical z-score equal or above 1 (Figs. S5-
S11). Lower triangular matrix represents the left hemisphere (L) while upper triangular matrix represents
right hemisphere. White color means existence of interareal functional connectivity. In order to preserve
the diagonals of both hemispheres separated, both matrices were shifted laterally and are separated by a
diagonal gray line. In general, networks tended to be bilaterally symmetric. Right) Structural vs
functional connectivity. Comparison between structural and functional connectivity per hemisphere for
M2. White represent known monosynaptic connectivity and red represent functional connectivity of each

cortical network common across conditions. Notice that the red color inside the matrices represent across-
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LVEO00 cortical parcellation scheme

Figure S1. Right hemisphere of the F99 macaque atlas overlaid with the LVEOO cortical parcellation
scheme 2* shown in four different configurations: fiducial, inflated, very inflated and flat surfaces
(clockwise, starting at top-left surface). A total of 88 cortical areas are mapped. Abbreviations: 1, 2
somatosensory areas 1 and 2; 3a, 3b subdivisions of somatosensory area 3; 4 primary motor cortex; 4C
area 4C %7; 5D, 5V subdivisions of somatosensory area 5 (dorsal, ventral); 6DC, 6DR, 6DS subdivisions
of area 6D; 6M area 6M; 6Val, 6Vam subdivisions of area 6Va (lateral, medial); 6Vb subdivision of area
6V; 7a visual area 7a; 7b somatosensory area 7b; 7op operculator area 7; 7t subdivision of area 7 (near tip
of IPS); 8Ac, 8Am, 8As subdivisions of Walker area 8A ®; 9, 12 areas 9 and 12 ¢; 10m, 111, 11m, 13ab,
131, 13m, 14r subdivisions of area 10, 11, 13 and 14 ®; 23, 32 cingulate areas 23 and 32; 24ab, 24d
subdivisions of cingulate area 24; 31 intraparietal area 31; 35, 36 perirhinal areas 35 and 36; 45 Walker
area 45; 46p, 46v subdivisions of area 46 (posterior, ventral); Al primary auditory cortex; AIP anterior
intraparietal area; DP dorsal prelunate area; ER entorhinal cortex; FST floor of superior temporal area; G
gustatory cortex; Ig_Id granular plus dysgranular insular cortex; IPa area Ipa (Cusick et al. 1995); LIPd,
LIPv subdivisions of lateral intraparietal area (dorsal, ventral); LOP lateral occipital parietal; MDP medial
dorsal parietal area; MIP medial intraparietal area; MSTda, MSTdm, MSTdp subdivisions of dorsomedial
superior temporal area (anterior, medial, posterior); MT middle temporal area; PA posterior area of
superior temporal gyrus; Pi parainsular area; PIP posterior intraparietal area; PO parietal-occipital area;
PrCO precentral opercular cortex; Ri retroinsula; S2 somatosensory area 2 (ventral); TAa area TAa
(Cusick et al. 1995); TE1_3 subdivisions TE1, TE2, and TE3 (Seltzer & Pandya 1978); TE1_3d, TE1_3v
subdivisions of TE1, TE2, plus TE3 (dorsal, ventral); TEam area TEa plus TEm (Seltzer & Pandya 1978);
TF temporal area F; TPOc, TPOIi, TPOr subdivisions of temporal parietal occipital (caudal, intermediate,
rostral); Tpt temporoparietal area; Ts superior temporal gyrus (anterior); V1, V2d, V2v, V3, V3A, V4,
V4ta, V4tp visual areas 1, 2 (dorsal), 2 (ventral), 3, V3A, 4, 4 (anterior transitional area) and 4 (posterior
transitional area); VIPl, VIPm subdivisions of ventral intraparietal (lateral, medial); VOT ventral
occipitotemporal area; VP ventral posterior area. Unless otherwise cited, ROIs are based on this cortical
parcellation scheme.



Parcellation of functional modalities

Modality ROIs #ROIs

V1, V2v, V2d, V3, V3a, V4, Vata, Vatp, MT, MSTdm, MSTdp, MSTda, FST, PO, PIP, LOP,
| Visual LIPy, LIPd, TPOI, TPOc, TPOr, TAa, IPA, VB VIPI, VOT, TEam, TE1_3,TE1_3d, TE1_3V,TF, 39
DP, 7a, 8Am, 8As, 8Ac, 45, 46p, 46V

1 Auditory PA,Ts, A1, RI, Tpt 5
| Ssomatosensory  1,2,3a,3b,5V, 5D, 7b, 7op, 7t, MIP,VIPm, AIP, Ig_Id, PI,52 15
1 Gustatory G 1
| Motor 4,4C, 6M, 6DR, 6DS, 6DC, EVal 7
Cognitive &Vam, 6Vb, 9, 111, 11m, 12, 13ab, 131, 13m, 23, 24ab, 244, 31, 35, 36, MDP, ER, PrcO 18
[ Emotion/Affect.  10m, 14r, 32 3

Figure S2. Fiducial, inflated, very inflated and flat configurations for the right hemisphere of the F99
macaque atlas parcellated into 7 distinct functional modalities 2. Corresponding cortical areas are listed in
the table at the bottom. Functional modalities are accordingly color-coded throughout the figure.
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EPI -> FLASH
(Non-linear)

Flash -> High. Res. Anatomy
(linear)

before after before after

High. Res. Anatomy -> F99
(non-linear)

before after

F99 + LVEOO
before after F99

F99

Figure S3. Three-steps spatial normalization of GE-EPI’s to F99 atlas. A) Non-linear alignment of an
average GE-EPI to the FLASH image. The FLASH image was collected in every session using the same
resolution and field of view of the GE-EPI. Since the FLASH scan presents less distortions than the GE-EPI
sequence, it’s used as a low-resolution anatomical reference for the first spatial normalization of functional
images. In the right side, the superposition of both images before and after alignment are portrayed. B) Linear
alignment of the FLASH image to the MDEFT, a high resolution anatomical reference of our monkeys’
brains. The MDEFT of each monkey was collected before the functional experiments started. C) Non-linear
alignment of our MDEFT’s with the F99 atlas. Since the MRI sequence parameters of the MDEFT’s of our
monkeys and F99°s MDEFT were similar, non-linear transformation performed by AFNI was very accurate.
D) For each of the previous procedures, we obtained a transformation or warp matrix separately. After our
statistical analysis were performed in the non-normalized data, we applied those 3 normalization matrices to
our results accordingly. By doing so, we were able to align the results obtained across sessions and subjects

onto the F99 atlas and to compare them directly.
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Figure S4. Groups of independent components automatically clustered by our custom-written unsupervised
network classifier. In this example, four different resting-state sessions of monkey 1 (M1) were analyzed.
Groups are displayed column-wise and are numbered from GO1 to G20. Sessions are displayed row-wise
(B10.xk2, B10.yB1, B10.yn1, and B10.yP1). Last rows of top and bottom groups show the averages of all
four individual components portrayed above them. Note that in this example, functional correlations located
in the white-matter and CSF weren’t previously removed from the datasets. Color scale represents empirical
Z-scores outputted by GIFT software, which is a measure of similarity between the timecourse of each voxel

with the timecourse of the related independent component.
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Figure S5. Precentro-temporal network (anesthesia).
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Figure S6. Paracentral network (anesthesia).
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Figure S8. Latero-occipital network (anesthesia).
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Figure S10. Fronto-temporal network (anesthesia).
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Figure S11. Parietal network (anesthesia).
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Medial-occipital

Fronto-parietal )
Visual B Auditery | Samatosonsery I Gustatory  Moter Cogniltive EmotioniAffact.
Figure S12. Anesthesia datasets. Binarized functional connectivity matrices for each cortical functional
network across subjects and conditions. Inclusion criteria was regions where at least 15% of voxels
presented empirical z-score equal or above 1 (Figs. S5-S11). Lower triangular matrix represents the left
hemisphere (L) while upper triangular matrix represents right hemisphere. White color means existence of
interareal functional connectivity. In order to preserve the diagonals of both hemispheres separated, both

matrices were shifted laterally and are separated by a diagonal gray line.
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Figure S13. Anesthesia datasets. Comparison between structural and functional connectivity per
hemisphere for both monkeys. White represent known monosynaptic connectivity and red represent
functional connectivity of each cortical network common across conditions. Notice that the red color inside
the matrices represent across-condition functional connectivity derived from fig. S10 and isn’t related to
the red component of the colorbars representing auditory modality. Cosine similarities of the intersection

of structural and functional matrices can be found in table S2.

120



Table S1: Anesthesia datasets. Pairwise spatial correlations among consistent components (rows) across
conditions. S1 is a similarity index based in root-mean-square of row-wise spatial correlations outputted

by our custom-written unsupervised network classifier.

Resting- Resting- Block
state vs state vs design vs
Block Long Long
design movies movies
Precentral-
0.91 0.86 0.82 0.8630
temporal
Medial-occipital 0.79 0.78 0.81 0.7951
Fronto-parietal 0.71 0.70 0.68 0.6966
Paracentral 0.82 0.65 0.65 0.7117
DMN 0.5 0.68 0.54 0.5759
Lateral-occipital 0.89 0.88 0.86 0.8750
CPA 0.77 0.82 0.8 0.7959
Cerebellar 0.79 0.35 0.47 0.5694
M2 N |
Precentral-
0.89 0.81 0.75 0.8187
temporal
Medial-occipital 0.81 0.71 0.8 0.7736
Fronto-parietal 0.74 0.65 0.61 0.6703
Paracentral 0.85 0.81 0.74 0.7997
DMN 0.82 0.74 0.79 0.7835
Lateral-occipital 0.8 0.75 0.74 0.7649
CPA 0.38 0.72 0.36 0.5125
Cerebellar 0.79 0.82 0.72 0.7775




Table S2: Anesthesia datasets. Cosine similarity values of the intersection of functional and structural
connectivity matrices for each hemisphere of each monkey. Functional connectivity partially follows
monosynaptic connectivity *>%. Visually related functional networks, namely medial-occipital and

lateral-occipital, present greatest correspondence with underlying direct anatomical connectivity.

Left Right
Hemisphere Hemisphere
Precentral-
0.34 0.32
temporal
Medial-occipital 0.47 0.47
Fronto-parietal 0.34 0.32
Paracentral 0.38 0.39
DMN 0.44 0.39
Lateral-occipital 0.65 0.57
Precentral-
0.36 0.38
temporal
Medial-occipital 0.60 0.74
Fronto-parietal 0.33 0.30
Paracentral 0.38 0.37
DMN 0.42 0.46
Lateral-occipital 0.54 0.61
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Figure S14. Precentro-temporal network (awake).
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Figure S15. Precentral-temporal network (awake).
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Figure S16. Precentral-temporal network (awake).

125



Lateral-occipital network

No visual stimulation

Residues of movie clips

FrrrY.

Left Right | Left Right

it
¥
3
Al

adih
i
AR

Rl

=t
o

FEefiues

1 35 0 S1|7 5 0 5 1
Spatial spread (%) of voxels withz > 1

Left Right | Left Right
__I_-El =
" =

—

|| I||

|
5
[

| ol

28y eTossierEsssas

-
3Z.
<%

3

om
BRnedee

=5
St
-

)

k3

Tom |

1 5 0 5 1|1 5 0 5 1
Spatial spread (%) of voxels withz> 1

[ Visual J Auditory s

Cognitive

Figure S17. Lateral occipital network (awake).

y I G y lMotor

[ Emotion/Affect.

126



Medial-occipital network
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Figure S18. Medial-occipital network (awake).
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Fronto-parietal network
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Figure S19. Fronto-parietal network (awake).
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Figure S20. Cerebellar network (awake).
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10.2 A Potential Role of Auditory Induced Modulations in Primary Visual
Cortex
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Abstract

A biologically relevant event is normally the source of multiple, typically correlated, sensory inputs.
To optimize perception of the outer world, our brain combines the independent sensory measure-
ments into a coherent estimate. However, if sensory information is not readily available for every
pertinent sense, the brain tries to acquire additional information via covert/overt orienting behaviors
or uses internal knowledge to modulate sensory sensitivity based on prior expectations. Cross-modal
functional modulation of low-level auditory areas due to visual input has been often described; how-
ever, less is known about auditory modulations of primary visual cortex. Here, based on some recent
evidence, we propose that an unexpected auditory signal could trigger a reflexive overt orienting
response towards its source and concomitantly increase the primary visual cortex sensitivity at the
locations where the object is expected to enter the visual field. To this end, we propose that three
major functionally specific pathways are employed in parallel. A stream orchestrated by the superior
colliculus is responsible for the overt orienting behavior, while direct and indirect (via higher-level
areas) projections from Al to V1 respectively enhance spatiotemporal sensitivity and facilitate object
detectability.
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1. Introduction

Biologically relevant events impinge different signatures of information on
the sensory channels creating the necessity of integration into a unified stream
of consciousness. If we look upon the brain as an optimal Bayesian estima-
tor of the environment (Ernst and Banks, 2002; Fetsch et al., 2013; Knill and
Pouget, 2004), a combination of multiple, independent sensory measurements
minimizes the uncertainty of a sensory estimate. By integrating information
from all available senses, the brain maximizes the usage of the available infor-
mation at any moment, enhances the physiological salience of such events and
facilitates behavioral reactions resulting in increased probability of survival
(Stein et al., 2014).

Initially, sensory processing is highly specialized into low-level primarily
unisensory cortical regions (Kanwisher, 2010; Macaluso and Driver, 2005).
For instance, basic visual and auditory features are extracted and processed
in the primary visual and auditory cortices respectively (see Note 1). Subse-
quently, the outputs of these and other primary sensory areas converge through
a hierarchical albeit highly recurrent network onto higher-order multisen-
sory areas (Felleman and Van Essen, 1991), where information from different
modalities is combined to form a coherent percept (Ghazanfar and Schroeder,
2006; Wei et al., 2012).

Classically, the capacity of multisensory interactions was considered an ex-
clusive property of higher-level cortical regions, i.e., the superior temporal,
intraparietal, frontal and prefrontal cortex. However, an increasing amount of
evidence showed that cross-modal interactions occur not only in higher order
cognitive areas but also at low-level stages of sensory processing (Ghazanfar
and Schroeder, 2006). While studies reporting visual modulation of early au-
ditory processing are common (Schroeder and Foxe, 2005), reports showing
auditory induced modulation in primary visual cortex are scarce, although be-
havioral evidence on auditory influences of visual perception (Shams and Kim,
2010) and direct anatomical projections from Al to V1 have been demon-
strated (Clavagnier et al., 2004; Falchier et al., 2002; Rockland and Ojima,
2003).

Here, based on the current evidence of low-level auditory modulations in
visual cortex, we propose that short-latency auditory information arising be-
yond the visual field could convey spatiotemporal information that directs
and prepares upcoming visual cortical responses in parallel with a reorient-
ing response towards an object. Furthermore, parallel processing of auditory
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features in higher-level areas can preempt visual cortex on the identity of an
object in a framework consistent with predictive coding.

2. Audiovisual Interactions in Low-Level Sensory Cortices

Cross-modal interactions in low-level sensory areas could be a widespread
feature of cortical processing (Ghazanfar and Schroeder, 2006). For example,
several studies have demonstrated visually induced modulations in low-level
auditory cortices of humans and monkeys (for a review see Schroeder and
Foxe, 2005). In a neurophysiological experiment in monkeys Ghazanfar et al.
showed that auditory cortex integrates audiovisual information contained in
facial gestures and vocalization stimuli through the enhancement or suppres-
sion of local field potentials (Ghazanfar et al., 2005). Similarly, Kayser et al.
reported visual modulation of local field potentials and single unit activity of
neurons located in the primary and secondary auditory fields (Kayser et al.,
2008). The same authors, by using fMRI in non-human primates, found visu-
ally induced activation in several auditory fields including A1 (Kayser et al.,
2007). Human fMRI studies by Calvert et al. found that the substantial im-
provement of auditory speech perception when the speaker’s face was visible
was accompanied by a significant response enhancement in auditory cortex
(Calvert et al., 1999). More recently, Werner and Noppeney showed that a si-
multaneous visual input could enhance the stimulus salience by amplifying
the auditory response in the human primary auditory cortex while the subjects
performed an audiovisual object categorization task (Werner and Noppeney,
2010). In support of these findings, Romei et al. reported facilitation in audi-
tory detection caused by single-pulse transcranial magnetic stimulation (TMS)
of the occipital lobe of human subjects shortly after stimulus onset (60—75 ms).
Interestingly, this was equivalent to the magnitude of the effect observed after
audiovisual stimulation alone (Romei et al., 2007).

On the other hand, despite evidence for feedback projections to area V1 not
only from multisensory (STP) cortices but also from area Al (Clavagnier et
al., 2004; Falchier et al., 2002; Rockland and Ojima, 2003), few studies have
directly demonstrated neurophysiological evidence for auditory modulation in
primary visual cortex of primates. This asymmetry could be purely a sampling
bias since Al, located in proximity to many associative areas that are often
studied for crossmodal interactions, has been more frequently assessed in this
context in comparison to V1. Alternatively, the asymmetry could represent a
real difference stemming from their functional role such as the higher spatial
reliability of visual cortex (Witten and Knudsen, 2005) being more often (in a
Bayesian sense) required for integration (Knill and Pouget, 2004).

In one study, Wang et al. recorded single-unit spiking activity in area V1 of
monkeys while they performed a visually guided saccadic task with or without
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a simultaneous presentation of a sound. According to this report, audiovi-
sual integration could significantly reduce the neuronal onset latency of single
neurons as well as the saccade latency, resulting in an improved behavioral
performance (Wang et al., 2008). However, they did not observe any integra-
tion effect when the monkeys fixated passively indicating that the behavioral
context was a crucial factor for multisensory modulation. As a possible mecha-
nism, the authors suggested that the auditory response, being faster than visual
responses, could depolarize the membrane potential and consequently induce
an earlier increase in the firing rate of V1 neurons. Based on the short latencies
found in this study, they hypothesized that the auditory modulation of V1 ac-
tivity probably happened through STP afferents in addition to direct auditory
projections to V1.

In an elegant study by Lakatos et al., monkeys were trained to perform an
intermodal selection task in which the animals had to attend to a stream of
tones or lights while intracortical field potentials and multiunit activity were
recorded in primary visual and auditory cortices. The authors showed that
modality-specific stimuli, be it visual or auditory, could reset ongoing neu-
ronal network oscillations in both V1 and Al, under the condition that the
monkeys were attending to the specific stimulus modality presented (Lakatos
et al., 2009). In addition, they demonstrated that the increased phase-locking
caused by the non-preferred stimulus, namely the auditory stimulus in V1 or
the visual stimulus in A1, was not accompanied by significant MUA changes.
In this study, cross-modal integration in primary cortices led to subthreshold
modulations with cross-modal phase resetting as the main mechanism consis-
tent with previous studies (Ghazanfar ef al., 2008; Kayser et al., 2008; Lakatos
et al., 2007, 2008). Based on the short timing of gamma phase locking in
both primary cortices, the authors suggested that the observed multimodal in-
teractions could have occurred through a feed-forward nonspecific thalamic
projection to both A1 and V1.

Complementary to the neurophysiological evidence in non-human pri-
mates, human TMS research also reported evidence of auditory modulation
of low-level visual cortices. In a series of successive studies, Romei et al.
demonstrated that auditory stimulation can decrease the threshold of perceived
phosphene induced by a single pulse TMS applied over the occipital pole
(Romei et al., 2007); that the early excitability of low-level visual cortices
is pre-perceptual and stimulus-selective (Romei et al., 2009) and that it can
provoke phase-locking of occipital alpha-oscillations (Romei et al., 2012).
Further, Bolognini et al. showed that early cross-modal enhancement of oc-
cipital cortical excitability is not just temporally but also spatially specific.
A subthreshold TMS pulse induced a phosphene percept if applied at the ex-
pected retinotopic location cued by a peripheral auditory stimulus (Bolognini
et al.,2010).
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3. Auditory Spatial Localization and Identity Information Could
Enhance Visual Sensitivity and Detectability

Bringing together some of the aforementioned evidence and considering cur-
rent models of multisensory integration, we put forward a new proposition.
Spatial and temporal non-semantic auditory information of an unexpected
multisensory event can potentially increase the visual sensitivity and thus the
subsequent visual detection of the event. According to our hypothesis, an unat-
tended audiovisual event triggers three parallel processing streams in charge of
specific functions: reflexive overt orienting, increase in spatiotemporal sensi-
tivity and increase in object detectability. We suggest that these three processes
are separate but interdependent, interacting with recurrent connections. In this
scheme, reflexive overt orienting happening subcortically has a minimal pro-
cessing time leading to the initiation of a motor response towards the target
event. Fast auditory spatiotemporal localization of the target is expected to be
critical for this process. Further, we conjecture that a copy of this signal is
sent to primary visual cortex together with a reference of the upcoming motor
response. In this way, primary visual cortex can predict through re-referencing
the upcoming location of the target in the visual field and enhance its sensitiv-
ity at this location. In parallel, auditory processing in higher cortical regions is
able to extract information about target identity and influence primary visual
processing via feedback projections enhancing object selectivity.

Most proposed models of multisensory integration have the assumption that
sensory information is readily available on each modality-specific sense. In
other words, a model of audiovisual interactions normally takes into account
that the visual information of a relevant event is inside the field of view of
a subject and the auditory information is simultaneously inside his field of
hearing. Importantly, however, the field of view and the field of hearing do not
always overlap. While the field of hearing covers space essentially completely,
the field of vision is much more focal and limited. It consists of approximately
95° away from the nose and 60° towards the nose in the azimuthal plane as
well as 75° downward and 60° upward for each eye (Henson, 1993; Fig. 1).
Since the field of hearing under normal conditions is global, comprehending
every spatial angle around the head, an auditory cue will be most certainly
available at any time. On the contrary, an event happening outside the field of
view will not convey visual spatial information.

We discuss our proposition in the context of an example. Imagine being dis-
tracted walking in a street when suddenly an unfriendly dog barks his attacking
intentions towards you. First, the only thing you realize is that there’s an im-
minent danger, say behind, very near and slightly to your right. Immediately,
an alertness signal is sent to the brain and the sympathetic system prepares the
body for an extreme fight-or-flight behavior. Notwithstanding, for a successful
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Figure 1. Schematic representation of the field of hearing (FoH, light gray) and of the field
of view (FoV, dark grey) of humans. While the normal FoH has a global scope, encompassing
every angle around the head, the FoH is focal, covering a wedge of approximately 95° away
from the nose and 60° towards the nose in the azimuthal plane and 75° downward and 60°
upward for cach cye. Outside the visual wedge, the two sensory ficlds do not overlap.

reaction, two types of external information are still crucial, where and what
the imminent danger is.

The fastest processing pathway, the reflexive overt orienting (Fig. 2a), is
responsible for alerting the body and aligning its most spatially precise sense,
normally vision, to the relevant event. A large amount of evidence suggests
that this function is performed by the cochlea — superior colliculus (SC,
Note 1) — motor pathways (Sparks, 1999; Wurtz and Albano, 1980). Under
normal conditions, when a sound reaches the ear, the auditory information
flows from the cochlea to the cochlear nuclei in the medulla, then spatial
features like azimuthal distance are calculated in the superior olivary nuclei
(Oliver et al., 2003) and the processed auditory inputs then reach the inferior
colliculus. In this midbrain nucleus, the auditory neural pathways bifurcate.
One stream is projected to the superior colliculi and the other reaches the pri-
mary auditory cortex.

In the superior colliculi, auditory information is thought to converge to neu-
rons whose receptive fields represent the approximate location of the sound
source. As in the SC the auditory, visual and somatosensory receptive fields
of overlapping sensory fields are aligned, if multiple cross-modal excitatory
stimulus input arrive at approximately the same location (spatial rule) and the
same time (temporal rule), they will have a higher probability of multisen-
sory enhancement. In addition, if the event is happening in the periphery of



F A. C. Azevedo et al. / Multisensory Research 28 (2015) 331-349 337

a
F Motor pathways
- for reflexive overt
MGN orienting
I i
Ic | T sc
t A
ON
b
JJ o] o
b CS

ips  Increase spatial

sensitivity

Increase object
selectivity

Figure 2. Simplified plots for the main suggested anatomical pathways involved in our pro-
posal. An auditory spatial cue conveying object identity would be able to trigger three functional
streams of processing to facilitate the overt orienting response, spatial sensitivity and object se-
lectivity. (a) After the cue reaches the cochlea, the auditory information is sent to the cochlear
nuclei (CN) in the medulla, subsequently projected to the olivary nuclei (ON), where spatial
features such azimuthal distance are calculated and the outputs are forwarded to the inferior
colliculus (IC). At this point, one stream is sent to the superior colliculus (SC), where the over-
lapping cross-modal sensory and motor receptive fields promote sensory reflexive orientation to
the expected location of the event. In parallel to that, auditory information flows through the me-
dial geniculate nucleus (MGN) to the auditory cortex (AC). (b) In the primary auditory cortices,
the partially processed auditory information would be once more split to play distinct but com-
plementary functional roles: bottom-up enhancement of visual spatial sensitivity and top-down
facilitation of visual detectability of an expected object, eventually converging to low-level vi-
sual areas, such as the primary visual cortex (V1). Monosynaptic A1-V1 projections would be
responsible for the former function, while top-down processing pathways involving the inferior
temporal cortex (IT) would associate the identity of the object conveyed by the sound with the
visual memory of the same object, creating a visual expectation for it. The object-specific ex-
pectation would then be able to modulate the receptive fields of the visual cortices including
V1, optimizing its visual identification. Cs: central sulcus; ips: intraparietal sulcus.
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the visual field, a related sound would considerably increase the multisensory
response gain (principle of inverse effectiveness, Meredith and Stein, 1986),
enhancing the saliency of that event. Since in the SC the multisensory and mo-
tor maps are also aligned, a reflexive overt orienting reaction toward the event
is significantly facilitated. As a result, the body, head and eyes turn to foveate
the important event. Such a reflexive overt orienting behavior is well explained
for multisensory events happening in the intersection of sensory fields. How-
ever, the exact details of how the SC, auditory and visual cortices represent all
spatial positions in the primate brain, including the regions not covered by the
visual field, is still a subject of debate.

A second stream, in our scheme thought to be involved in enhancing spatial
sensitivity (Fig. 2), bifurcates in the inferior colliculus and follows the ascend-
ing pathway to the medial geniculate body and then primary auditory cortices.
According to our hypothesis, the partially processed auditory information is
divided again in Al. One of those streams is monosynaptically projected to
V1 while the other is sent to higher-cognitive regions. As the majority of the
direct projections from the auditory cortex are thought to be reaching periph-
eral retinotopic locations in V1 (Falchier et al., 2002; Rockland and Ojima,
2003), a sound coming from a peripheral region would be able to enhance
the visual detectability of events. In addition, a sound coming from a region
not covered by the visual field can prepare the visual system by enhancing
the visual detectability of events predicted to enter the visual field of view
because of stimulus motion or by the execution of a motor response. This
enhancement could be done by subthreshold modulations such as depolar-
ization of the membrane potential as described by Wang et al. (2008) or by
phase-resetting of ongoing gamma oscillations, similarly with the modulation
reported by Lakatos et al. (2009). An additional aid in the multisensory rep-
resentation of space comes from corticofugal projections from V1 and from
other extrastriate areas to SC such as BAs 18 and 19 that have been demon-
strated to respond to localized sounds (Corneil and Munoz, 2014; Morrell,
1972).

Finally the third stream, important for the detection of the identity of ob-
jects (Fig. 2b), is distributed to higher-order auditory processing areas, to the
hippocampus, amygdala, entorhinal cortex, parahippocampal gyrus and to as-
sociative areas, where the identity of the auditory percept can be matched with
its visual and other modality counterparts. In the context of our example, the
bark of the dog would be associated to the semantic category of a dog includ-
ing potential visual images. If instead of a bark, the auditory stimulus were
a human voice to be matched to a person, more specific areas and pathways
could be involved like for example direct connections of the voice areas in
STS and the face area FFA (Blank et al., 2011). In summary, after the rec-
ollection of the expected visual percept, a target-template representation is
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maintained in the visual working memory (Carlisle et al., 2011) and feedback
projections are sent down to the thalamus and to low-level visual cortices. As a
consequence, feature specific neurons of V1 can be fine-tuned to facilitate the
processing of low-level features corresponding to the expected visual memory
of the object, enhancing object detectability.

As soon as the object gets inside the field of view due to the overt orienting,
multisensory processing can occur in a way similar to the ones proposed by
other models of multisensory integration. For instance, Talsma et al. proposed
a framework in which the degree of competition among stimuli determines the
type of multisensory interaction performed (Talsma ez al., 2010). The authors
suggest that the preattentive brain tries to automatically realign spatiotempo-
rally a salient stimulus to another stimulus with lesser salience, following
a bottom up strategy. For example, a sudden sound cue improves the de-
tectability of a spatially congruent visual event (McDonald et al., 2000). If the
matching is congruent, the subsequent neural responsiveness in higher-order
cortical areas is increased and the likelihood of processing the multisensory
stimulus is enhanced. Talsma et al. further propose that complementarily to
the default stimulus driven processing, top-down attentional modulation influ-
ences multiple stages of bottom up processing.

According to our hypothesis, auditory information together with the reori-
enting motor reference create an expectation of a visual stimulus at a certain
spatial position, increasing the chance of the event to be detected. If the ob-
served object meets the expected object, the reaction to the stimuli can be
decided and executed. If not, the mismatch in the perceived and expected event
generates a measurable anticipation error in the visual cortices, consistent with
predictive coding (Friston, 2005; Rao and Ballard, 1999).

4. Discussion

Multisensory integration is an efficient way to generate perceptual estimates
of the environment based on the not always reliable sensory information (Knill
and Pouget, 2004). Classical views have highlighted the importance of asso-
ciative multisensory areas in this process. However, recent evidence suggested
that interactions happen also at low-level ‘unisensory’ stages. Most obviously,
such modulations could be taking place very early in time before information
processing proceeds in higher areas and could thus offer a faster channel for
reflexive action. In addition, cross-modal inputs to low-level cortical areas are
able to modulate primary saliency filters, which can generate benefits for per-
ceptual processing, such as an improved resolvability of competing multiple
stimuli (Van der Burg et al., 2011). If congruent multimodal inputs are not
simultaneously available for each sensory modality, the preceding unimodal
stimulation is able to create prior expectations on low-level representations
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of the other modality, potentially improving the quality (Kok et al., 2012)
and content (Kok et al., 2013) of its early sensorial representation. On the
other hand, invalid or uncertain predictions can degrade perceptual processing
(Posner et al., 1978; Rolke and Hofmann, 2007). In general terms, by com-
bining cross-modal inputs, the brain amplifies minimal signals and reduces
their ambiguity, which results in improved orienting towards, detection and
identification of relevant events (Calvert, 2001; Stein and Meredith, 1993).

In this opinion article, we propose a mechanism by which cross-modal ex-
pectation generated by an object-specific auditory spatial cue is able to tune
the visual system and facilitate the detection of an object. In summary, we con-
jecture that three streams distributed in parallel throughout the brain subserve
specific functions: reflexive overt orienting, enhancement of spatiotemporal
sensitivity and facilitation of object detectability. Evidence suggests that these
functions are closely linked to key brain structures, such as the superior col-
liculus, primary auditory and visual cortices, and through specific neural path-
ways, such as direct A1-V1 projections and top-down modulatory feedback
projections to V1.

For example, the superior colliculus has been unequivocally implicated in
the primate visual orienting circuit (Klier et al., 2003; Krauzlis et al., 2004;
Kustov and Robinson, 1996; Sparks, 1999). By sending projections to the
brainstem premotor circuitry, it modulates pupil control, saccade generation
and head and body movements (Corneil and Munoz, 2014). Due to the overlap
of visual, auditory and motor receptive fields, a sensorimotor overt orienting
response is facilitated (Stein et al., 2014). On the other hand, a reversible in-
activation of the region in the SC representing the target cue is able to impair
orienting behaviors, such as gaze orienting (McPeek and Keller, 2004). Never-
theless, how exactly the SC represents space for each sense is not completely
understood. For instance, some evidence show that auditory signals could
evolve to a reference frame similar to that used by vision, an eye-centered
coordinate (Lee and Groh, 2012) and that the visual and auditory space can
dynamically change due to anticipatory shifts in receptive field position (Le-
ung et al., 2008). Concerning object recognition, even though the SC plays a
critical role in the ability to direct motor responses towards objects, behavioral
studies have indicated that the SC is not actually needed for extracting object
identity per se (Sprague, 1996).

Moreover, evidence clearly indicates a role of top-down feedback projec-
tions in carrying auditory information related to object identity. Several studies
indicate that expectation can enhance low-level visual detectability (Chennu
et al., 2013; Kok et al., 2014; McManus et al., 2011; Sharma et al., in press;
Summerfield and Egner, 2009). For instance, Lupyan and Ward showed that
an object image made invisible by continuous flash suppression became vis-
ible if the subjects heard the name of the expected object shortly before its
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suppressed presentation. Further, they showed that an invalid semantic la-
bel weakens object detection. In addition, they demonstrated that expectation
could facilitate visual discriminability of objects containing even small dif-
ferences in low-level geometric features, such as squares and circles (Lupyan
and Ward, 2013). In another example, Kok et al. designed a Multivoxel Pattern
Analysis (MVPA)—fMRI study in which human subjects had to discriminate
the orientation or contrast of two consecutively presented grating stimuli after
an auditory cue predicted the overall orientation of the gratings. They found
that gratings with expected orientation evoked less activity in V1 than un-
expected gratings, independently of the relevance of the orientation for the
discrimination task. However, the MVPA orientation classification accuracy
increased suggesting that expectation is able to sharpen visual representations
in V1 (Kok et al., 2012).

The neural mechanisms behind the facilitation of perception caused by
top-down expectations are not completely understood. Lupyan and Ward sug-
gested that the processing of the object name could have initiated a feedback
activity to object-selective regions, such as IT, generating a predictive signal
to the visual system that would reach low-level visual areas and aid the detec-
tion of objects belonging to an expected category (Lupyan and Ward, 2013).
According to the predictive coding models (Friston, 2005; Rao and Ballard,
1999), populations of neurons would be able to estimate the sensory inputs as
well as the mismatch (prediction error) between the expected and incoming
sensory signals. In line with it, Kok et al. proposes that top-down expectations
would increase the gain of prediction error neurons encoding the expected fea-
ture. If top-down expectation matches bottom-up inputs, the prediction error
is rapidly resolved. However, if expectation differs from reality, a large pre-
diction error is generated, which is reflected by an increase in neural activity
(Kok et al., 2012).

Albeit the existence of direct projections from Al to V1 has been already
demonstrated (Clavagnier et al., 2004; Falchier et al., 2002; Rockland and
Ojima, 2003), direct evidence for the role of such projections is still missing.
A study implicated these projections in cross-modal selective attention, func-
tional cortical reorganization after sensory deprivation and/or spatial aware-
ness (Clavagnier et al., 2004). Here, we suggest that these projections can
preempt visual cortex with shorter latency than feedback from higher areas
and help spatial and temporal localization of objects independent of their iden-
tity. Some evidence supports this hypothesis. For example, Vroomen and De
Gelder (2000) demonstrated that specific sounds can enhance visual tempo-
ral search. In this study, participants had to detect a visual target in a rapidly
changing sequence of visual distracters. Normally the visual stimuli were pre-
sented concomitantly with a low tone beep; however, when a high tone was
synchronously presented with the visual target, the detectability of the target
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increased significantly. The subjects reported the sensation of a briefly freez-
ing of the target image. Furthermore, Watkins et al. showed that the perceptual
illusion of a single flash being misperceived as two distinct flashes due to the
presentation of two consecutive auditory beeps (Shams et al., 2000) accompa-
nies an enhancement of visual activity in V1 (Watkins et al., 2006) and that the
opposite illusion, a double flash being misperceived as a single flash due to a
single beep relates to a decrease in V1 activity (Watkins et al., 2007). Finally,
the focal increase in occipito-cortical excitability at feedforward processing
time and at the expected retinotopic location cued by a congruent peripheral
sound strongly support our hypothesis for the role of the monosynaptic pro-
jections from Al to V1 (Bolognini et al., 2010).

Importantly in our view, these projections could also participate in a
foveation mechanism that enhances selectivity toward a peripheral event, espe-
cially when this is beyond the coverage of the visual field. Previous studies of
cross-modal interactions and multi-sensory integration have focused in experi-
ments where both sensory modalities (e.g., vision and audition) are stimulated
within their respective field of input. However, as we note here (see Fig. 1),
this is often not the case during naturalistic behavior. Thus, it will be important
to design studies in the future where a cross-modal event is presented outside
the field of view. In addition, the subjects should be given the chance to freely
act upon such events in order to bring them to the field of view by body, head
and eye-movements. Recent advances in wireless, chronic recordings from
multiple areas simultaneously (Schwarz et al., 2014) are an ideal way to per-
form these experiments in behaving freely moving primates providing a great
promise for future studies.

5. Conclusion

How an auditory stimulus can influence low-level visual processing of a rele-
vant event is still an open question. Evidence points mainly towards subthresh-
old modulation of the primary cortex that happens in a bottom-up fashion, for
example through projections from the STP and core/belt areas to V1, or in a
top-down manner, originating in higher-order cognitive areas and finishing at
low-level visual cortices. Based on evidence for auditory modulation of V1
in the literature, we proposed a model of cross-modal interaction in which
the spatial, temporal and object-related auditory informational content are dis-
tributed and processed in three parallel streams, each one interdependently
responsible for a reflexive overt orienting, an increase in spatial sensitivity
and an increase in object detectability. In our proposal, the auditory informa-
tion related to an audiovisual event happening even outside of the field of view
would prepare the visual cortex for the detection of a specific object at a spe-
cific spatial location. If the object is successfully detected, a reaction can be
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initiated; however, if the expected object is different from the perceived object,
a measurable predictive error is generated.
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Note 1. The Superior Colliculus, the Primary Visual Cortex and the
Primary Auditory Cortex

SC: The superior colliculus (SC), also called tectum, is a paired seven-layered
sensorimotor structure located in the vertebrate midbrain, superior to the brain-
stem and inferior to the thalamus. It can be functionally divided in two regions,
a superficial visual unisensory part (layers I-III) and a deeper multisensory
part (layers I-VII). The former part contains exclusive unimodal visual neu-
rons while the latter contains a mixture of unimodal visual, auditory and so-
matosensory neurons as well as multisensory neurons (Stein et al., 2009). The
receptive fields of each sensorial representation in the SC are spatiotopically
well-organized and in register with each other (Jay and Sparks, 1984; Mered-
ith et al., 1991; Middlebrooks and Knudsen, 1984; Stein et al., 1993). The
neurons located in a vertical tissue column represent approximately the same
spatial location in the environment. The SCs receives direct visual projections
from the retina and indirect visual projections from the retino-reticulo-cortical
pathway (White and Munoz, 2011).

V1: The primary visual cortex (V1), also known as striate cortex, is a six-
layered cortical structure located bilaterally in and around the calcarine fissure,
extending rostrally almost to the lunate sulcus and posterolaterally almost to
the inferior occipital sulcus (Callaway, 1998). It corresponds to the Brod-
mann area 17. Possibly to minimize the costs of neural wiring connectivity
(Chklovskii and Koulakov, 2004), V1 is functionally organized into multiple
visual maps. Each lateral V1 contains a retinotopic map, with a continuous
and locally undistorted representation of the entire contralateral visual hemi-
field with segregated upper and lower quadrants (Adams and Horton, 2003;
Vanduffel et al., 2014); an ocular dominance map, with alternating columnar
stripes representing segregated input coming from the ipsi- or contra-lateral
retina (Hubel and Wiesel, 1968); an orientation selectivity map, where neu-
rons with similar orientation response preference are located next to each other
(Hubel and Wiesel, 1968); a direction selectivity map, with a mosaic distribu-
tion of neuronal populations displaying preferential response to image motion
in a particular direction (Ohki et al., 2005; Vaney et al., 2012), and a color se-
lectivity map, where clusters or blobs with poor-orientation-but-strong-color
preference are regularly segregated (Landisman and Ts’o0, 2002; Lu and Roe,
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2008). In addition to that, evidence in the cat visual cortex suggest the exis-
tence of a spatial frequency selectivity map (Issa et al., 2000) and a binocular
disparity selectivity map (Kara and Boyd, 2009). Each topic map is tuned to
extract a specific primary feature of a visual stimulus. The primary visual
cortex receives direct input from the LGN, V2, V3, V3A, V4, MT, PO, PIP
(Felleman and Van Essen, 1991), FST, LIP, TE, TEO, TH-TF, FEF (Barone et
al., 2000), inferior pulvinar (Benevento and Rezak, 1976), amygdala (Freese
and Amaral, 2005), claustrum (Baizer et al., 1997) and its periphery receives
inputs from A1 (Falchier et al., 2002; Rockland and Ojima, 2003).

A1: The primary auditory cortex (A1) is a six-layered cortical structure located
bilaterally in the temporal lobes, specifically in the caudal part of the superior
temporal gyrus, folding across the rostral Heschl’s gyrus. It corresponds to
Brodmann areas 41 and 42 and it is part of the auditory core, which com-
prises RT, R and A1 anterior caudally and is surrounded by the auditory belt
(Kaas and Hackett, 2000). A1 is functionally organized along the posterior-to-
anterior axis in a high-to-low gradient tonotopic (or cochleotopic) map (Saenz
and Langers, 2014). This means that the neurons located caudally are prefer-
entially activated by high frequency sounds and the neurons in the rostral Al
respond preferentially to low frequency sounds. The existence in primates of
an additional binaural dominance map containing an orthogonal representation
of independently mapped binaural interaction columns along the isofrequency
strips in A1l is still disputed (Reser, 2000). To the moment, no spatial audi-
tory maps were reported concerning the mammalian cortices. The primary
auditory cortex of primates receives direct cortical projections from the core
(R and RT) and from the belt (MM, ML, CM, CL, RM, AL) (Kaas and Hack-
ett, 2000) and subcortical input from the thalamic nuclei, which includes PO
(posterior), PM (postero-medial), LIM (Limitans) and SG (suprageniculate);
from the MGm (magnocellular division) and AD (anterior dorsal division)
of the medial geniculate nuclei and from the VP (ventral posterior complex)
(Schroeder and Foxe, 2005).
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Using functional magnetic resonance imaging in awake behaving monkeys we
investigated how species-specific vocalizations are represented in auditory and
auditory-related regions of the macaque brain. We found clusters of active voxels
along the ascending auditory pathway that responded to various types of complex
sounds: inferior colliculus (IC), medial geniculate nucleus (MGN), auditory core, belt,
and parabelt cortex, and other parts of the superior temporal gyrus (STG) and sulcus
(STS). Regions sensitive to monkey calls were most prevalent in the anterior STG, but
some clusters were also found in frontal and parietal cortex on the basis of comparisons
between responses to calls and environmental sounds. Surprisingly, we found that
spectrotemporal control sounds derived from the monkey calls (“scrambled calls”) also
activated the parietal and frontal regions. Taken together, our results demonstrate that
species-specific vocalizations in rhesus monkeys activate preferentially the auditory
ventral stream, and in particular areas of the antero-lateral belt and parabelt.

Keywords: auditory cortex, monkey, species-specific calls, spectrotemporal features, higher-level representations

Introduction

The concept of two streams in auditory cortical processing, analogous to that in visual cortex
(Mishkin et al., 1983), was proposed more than a decade ago (Rauschecker, 1998a; Rauschecker and
Tian, 2000). The concept was supported by contrasting patterns of anatomical connections in the
macaque from anterior/ventral and posterior/dorsal belt regions of auditory cortex to segregated
domains of lateral prefrontal cortex (Romanski et al., 1999) and by different physiological proper-
ties of these belt regions. In particular, the anterior lateral belt (area AL) in the macaque exhibited
enhanced selectivity for the identity of sounds (monkey vocalizations), whereas the caudal lateral
belt (area CL) was particularly selective to sound location (Tian et al., 2001; see also Kusmierek and
Rauschecker, 2014). Evidence for segregated streams of auditory cortical processing has also been
provided in human studies (Maeder et al., 2001; Arnott et al., 2004; Ahveninen et al., 2006).

Use of species-specific vocalizations for auditory stimulation in the macaque is of particu-
lar interest in the context of the ongoing debate about the evolution of speech and language
(Rauschecker, 2012; Bornkessel-Schlesewsky et al., 2015). Comparative approaches have focused
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on identifying the common neural networks involved in the
processing of speech in humans and of vocalizations in non-
human primates (Gil-da-Costa et al., 2004; Frey et al., 2008,
2014; Petrides and Pandya, 2009; Joly et al., 2012b). Monkey calls
convey semantic information about objects and events in the
environment as well as about affective states of individuals, sim-
ilar to information contained in human communication sounds
and speech (Cheney and Seyfarth, 1990; Ghazanfar and Hauser,
1999; Yovel and Belin, 2013). An open question regarding the
vocalization-processing network in the macaque brain is whether
it also carries information about the motor actions necessary to
produce the vocalizations, as has been shown in humans listening
to speech and music (Wilson et al., 2004; Leaver et al., 2009).

Several studies have examined the representation of complex
sounds, including vocalizations, in the macaque brain using neu-
roimaging techniques (Poremba et al., 2003; Petkov et al., 2008;
Joly et al., 2012b). In particular, the first fMRI study by Petkov
et al. (2008) found activation specific to monkey vocalizations
in the anterior STG region. One of the aims in later studies has
been to characterize the physiological properties of the anterior
superior temporal (aSTG) region that shows sensitivity to higher-
level spectrotemporal features in vocalizations (Russ et al., 2008;
Kikuchi et al., 2010, 2014; Perrodin et al., 2011; Fukushima et al.,
2014). A recent comparative study by Joly et al. (2012b) repli-
cated and extended these results by analyzing fMRI images of the
entire brain and found an involvement of orbitofrontal cortex in
the processing of monkey vocalizations. Given that the ventral
pathway continues into orbitofrontal and ventrolateral prefrontal
cortex (VIPFC) (Barbas, 1993; Romanski et al., 1999; Cohen et al.,
2007; Petkov et al., 2015), this finding is of particular interest.

In humans, the ventral auditory pathway is thought to be
particularly involved in the recognition and identification of
vocalizations as well as speech (Binder et al., 2000; DeWitt and
Rauschecker, 2012). By contrast, the dorsal pathway is involved
primarily in processing sound source location and motion in
both humans and animals (Maeder et al., 2001; Tian et al., 2001;
Arnott et al., 2004). However, a recent proposal, derived from
both human and non-human primate studies, suggests that the
dorsal stream may also play a role in sensorimotor integration
and control of complex sounds, including speech (Rauschecker
and Scott, 2009; Rauschecker, 2011). Thus, activation of frontal
and parietal regions might also be expected when monkeys are
presented with conspecific vocalization sounds.

Here we identified which brain regions of the macaque mon-
key are sensitive to conspecific vocalizations using whole-brain
functional magnetic resonance imaging (fMRI). We found the
most distinct activation in the anterior STG and along the audi-
tory ventral stream, but some clusters of activation were also
found in prefrontal, premotor, and parietal cortex when com-
paring monkey vocalizations to environmental sounds. These
findings are discussed in terms of their functional significance.

Materials and Methods

Subjects
Two male rhesus monkeys (Macaca mulatta) weighing 10-12 kg
participated in our awake-fMRI experiments. Each animal was

implanted with an MRI-compatible headpost (Applied Proto-
type) secured to the skull with ceramic screws (Thomas Record-
ing), plastic strips, and bone cement (Osteobond, Zimmer). All
surgical procedures were performed under general anesthesia
with isoflurane (1-2%) following pre-anesthetic medication with
ketamine (13 mg/kg) and midazolam (0.12 mg/kg). The experi-
ments were approved by the Georgetown University Animal Care
and Use Committee and conducted in accordance with standard
NIH guidelines.

Behavioral Training

To ensure the monkeys attended to each stimulus for which a
brain volume was acquired, we adapted a go/no-go auditory dis-
crimination task (Kuémierek and Rauschecker, 2009; Kikuchi
et al., 2010) for sparse-sampling functional MRI.

First, each monkey was trained to lie in sphinx position in
an MRI-compatible primate chair (Applied Prototype) placed
inside a double-walled acoustic chamber simulating the scan-
ner environment. Inside the chamber, the animals were trained
to be accustomed to wearing headphone equipment and hear-
ing (simulated) scanner noise, presented by a loudspeaker. Eye
movements were monitored using an infrared eye-tracking sys-
tem (ISCAN). Analog output of the tracker was sampled with
an analog-to-digital conversion device (National Instruments).
A PC running Presentation software (Neurobehavioral Systems)
was used to present visual and auditory stimuli, control the
reward system, and trigger imaging data acquisition (see below).

After the animal completed the fixation training, a go/no-
go auditory discrimination task was introduced, in which the
monkeys could initiate a trial by holding fixation on a central
red spot while a block of auditory stimuli would be simulta-
neously presented. After the first 65 of auditory stimulation, a
trigger was sent to the scanner, starting the acquisition of an
image volume (Figure 1B). Following acquisition and a random
delay, the target sound (white noise) was presented, cueing a sac-
cade to the left or to the right side as signaled at the beginning
of each experimental session (Figure 1A). To provide feedback,
after the response window, a yellow spot was shown indicating
the correct target location. Finally, contingent on performance,
the animal received a juice reward. An inter-trial interval of at
least 2s was enforced before the next trial could be initiated
by fixation. Every sound presentation trial was followed by a
“silence” trial, allowing for measurement of baseline blood oxy-
gen level dependent (BOLD) signal. Monkey 1 (M1) performed
the task correctly for over 90% of the trials. Monkey 2 (M2) was
not able to perform the saccadic go/no-go discrimination task
with high accuracy and was therefore scanned while passively
listening to the acoustic stimuli. To ensure stable attention, M2
was rewarded for successfully holding fixation throughout the
trial.

Auditory Stimuli

Three sound categories were used in the experiments: envi-
ronmental sounds (Env), monkey vocalizations or calls (MC),
and scrambled monkey calls (SMC). Spectrograms of exam-
ple clips from each of these three categories are illustrated in
Figure 1C. Environmental sounds were obtained from multiple
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FIGURE 1 | Behavioral paradigm and example stimuli for each
sound category. (A) The monkey had to keep fixation on a
central spot while stimuli were presented from one of three sound
categories: environmental sounds (Env), monkey calls (MC) and
scrambled monkey calls (SMC). Next, a target sound (white noise,
500ms) was played after a random delay of 0.5-1.5s at the end
of each stimulus period, and the animals were required to make a
saccade to an imaginary cue position (yellow cue). The imaginary
target was chosen to be either on the left or the right side of the
screen, and the animal was instructed at the beginning of each
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session where the target was going to appear (see Materials and
Methods). (B) All conditions were presented in a sparse-sampling
design to avoid interference between the hemodynamic response
(HR) generated by the scanner noise and by the stimuli. The
inter-trial interval (ITl) lasted for 2s, and the monkey was then
allowed to start a new trial by initiating fixation once again. (C)
Eight-second series of spectrograms from the three sound
categories presented. (D) Average modulation spectra for each
stimulus category. Pearson correlations between average modulation
spectra were: MC vs. SMC = 0.92, MC vs. Env = 0.86.

online sources and from recordings made in our laboratory facil-
ities (Ku$mierek and Rauschecker, 2009). They included the
sounds of vehicles, cages, water, food containers, clocks, cam-
eras, applause, coins, footsteps, chewing, heartbeats, horns, and
telephones (n = 56). The mean duration of the Env stimuli
was 1.14 s (range: 0.96-2.6 s). Monkey calls were obtained from
recordings made outside our colony [M. Hauser and/or Labo-
ratory of Neuropsychology (LN) library]. Monkey vocalizations
(n = 63) consisted of grunts, barks, warbles, coos, and screams,
as used in prior studies (Rauschecker et al., 1995; Tian et al., 2001;
Kusémierek et al., 2012). The mean duration of the vocalization
stimuli was 0.67 s (range: 0.13-2.34s). SMC were generated by
randomly rearranging 200 ms by 1-octave tiles of the constant-
Q spectrogram (Brown, 1991) for each monkey call and recon-
structing a time-domain waveform with an inverse transform
(Schorkhuber and Klapuri, 2010). Transposition along the time
axis was not constrained while transposition along the frequency

axis was restricted to displacement by a single octave. For each
trial, a random selection of stimuli from one class (MC, Env, or
SMC) was arranged sequentially into a smooth auditory clip that
lasted for the duration of the trial (8 s).

Sounds were presented through modified electrostatic in-
ear headphones (SRS-005S + SRM-252S, STAX), mounted on
ear-mold impressions of each animal’s pinna (Sarkey Eden
Prairie) and covered with a custom-made earmuff system for
sound attenuation. To match loudness, the stimuli were played
through the sound presentation system and re-recorded with
a probe microphone (Briiel and Kjer, type 4182 SPL meter)
inserted in the ear-mold of an anesthetized monkey. The record-
ings were then filtered with an inverted macaque audiogram
(Jackson et al., 1999) to simulate the effect of different ear sen-
sitivity at different frequencies, analogous to the dB(A) scale for
humans. The stimuli were finally equalized so that they produced
equal maximum root mean square (RMS) amplitude (using

Frontiers in Neuroscience | www.frontiersin.org

April 2015 | Volume 9 | Article 113



Ortiz-Rios et al.

fMRI of the macaque vocalization-processing network

a 200-ms sliding window) in filtered recordings (Kusmierek
and Rauschecker, 2009). During experiments, all stimuli were
amplified (Yamaha AX-496) and delivered at a calibrated RMS
amplitude of ~80 dB SPL.

Analyses of Sound Categories

A modulation spectrum analysis (Singh and Theunissen, 2003)
was performed for each sound with the STRFpak Matlab tool-
box (http://strfpak.berkeley.edu). We obtained a spectrogram of
each sound by decomposing it into frequency bands using a bank
of Gaussian filters (244 bands, filter width = 125 Hz). The fil-
ters were evenly spaced on the frequency axis (64-48,000 Hz)
and separated from each other by one standard deviation. The
decomposition resulted in a set of narrow-band signals, which
were then cross-correlated with each other and themselves to
yield a cross-correlation matrix. This matrix was calculated for
time delays of 150 ms, and the two-dimensional Fourier trans-
form of this matrix was calculated to obtain the modulation
spectrum of each sound (Figure 1D).

Data Acquisition

Images were acquired with a horizontal MAGNETOM Trio 3-T
scanner (Siemens) with a 60-cm bore diameter. A 12-cm custom-
made saddle shape radiofrequency coil (Windmiller Kolster Sci-
entific) covered the entire brain and was optimized for imaging
the temporal lobe. The time series consisted of gradient-echo
echo-planar (GE-EPI) whole-brain images obtained in a sparse
acquisition design. Sparse sampling allows single volumes to be
recorded coincidentally with the predicted peak of the evoked
hemodynamic response (Iall et al., 1999). This helps to avoid
contamination of the measured stimulus-specific BOLD response
by the scanner-noise-evoked BOLD response. Further, by trigger-
ing acquisition 6 s after stimulus onset, the auditory stimulus was
presented without acoustic interference from gradient-switching
noise, typical of a continuous fMRI design. For the functional
data, individual volumes with 25 ordinal slices were acquired
with an interleaved single-shot GE-EPI sequence (TE = 34 ms,
TA = 2.18s, flip angle = 90°, field of view (FOV) = 100 x
100 mm?, matrix size = 66 x 66 voxels, slice thickness = 1.9 mm,
voxel size = 1.5 x 1.5 x 1.9mm?). On each experiment day, a
low-resolution FLASH anatomical scan was acquired with the
same geometry as the functional images (TE = 14ms, TR =
3s, TA = 2.18s, FOV = 100 x 100 mm?, matrix = 512 x 512
voxels, slice thickness = 1.9 mm, number of averages = 2, flip
angle = 150°). For overlaying our functional images, we cre-
ated a high-resolution anatomical template (0.5 x 0.5 x 0.5 mm?>
isotropic voxels) by averaging five high-resolution anatomical
scans acquired under general anesthesia with an MP-RAGE
sequence (TE = 3.0ms, TR = 2.5s, flip angle = 8°, FOV =
116 x 96 x 128 mm?; matrix = 232 x 192 x 256 voxels).

Data Analysis

For M1, nine EPI runs (180 time points each) were acquired
over six sessions. For M2, seven runs were acquired over four
sessions. All data analyses were performed using AFNI (Cox,
1996) (http://afni.nimh.nih.gov/afni), FreeSurfer (Dale et al.,
1999; Fischl et al., 1999) (http://surfer.nmr.mgh.harvard.edu/),

SUMA (http://afni.nimh.nih.gov/) and custom code written in
Matlab (MathWorks). Preprocessing involved slice timing cor-
rection, motion correction (relative to the run-specific mean
GE-EPI), spatial smoothing with a 3.0mm full width at half-
maximum Gaussian kernel, and normalization of the time series
at each voxel by its mean. All volumes that had motion val-
ues with shifts >0.5mm and/or rotations >0.5° were excluded
from further analyses. Lastly, we performed linear least-squares
detrending to remove non-specific variations (i.e., scanner drift).
Following preprocessing, data were submitted to generalized
linear model analyses. The model included three stimulus-
specific regressors and six estimated motion regressors of no
interest. For each stimulus category (Env, MC, SMC) we esti-
mated a regressor by convolving a one-parameter gamma dis-
tribution estimate of the hemodynamic response function with
the square-wave stimulus function. We performed ¢-tests con-
trasting all sounds vs. baseline (“silence” trials), MC vs. Env,
and MC vs. SMC. Finally we co-registered and normalized
our functional data to the population-average MRI-based tem-
plate for rhesus monkeys 112RM-SL (McLaren et al., 2009)
and then displayed the results on a semi-inflated cortical sur-
face of the template extracted with Freesurfer and displayed
with SUMA to facilitate visualization and identification of cor-
tical activations. The anatomical boundaries described here are
based on the macaque brain atlas of Saleem and Logothetis
(2012).

To quantify the lateralization of the BOLD response across
hemispheres we measured a lateralization index [LI = (Ry -
Ly)/(Ry + Ly)], where Ry, and Ly, are the mean responses in the
right and left hemisphere, respectively. The LI curve analyses
ensure that the lateralization effect is not caused by small num-
bers of highly activated voxels across hemispheres. The LI curves
were based on the f-values obtained from each contrast condi-
tion and were calculated using the LI-toolbox (Wilke and Lidzba,
2007) with the following options: +5mm mid-sagittal exclu-
sive mask, clustering with a minimum of 5 voxels and default
bootstrapping parameters (min/max sample size 5/10,000 and
bootstrapping set to 25% of data). The bootstrapping method cal-
culates 10,000 times LIs using different thresholds ranging from
zero until the maximum ¢-value for a specific contrast condition.
For each threshold a cut-off mean value is obtained from which
a weighted mean (LI-wm) index value can then be calculated
(Wilke and Lidzba, 2007). This yields a single value between —1
and 1 indicating right- or left-sided hemisphere dominance.

Results

Our first goal was to identify brain regions involved in the pro-
cessing of conspecific vocalizations by the macaque brain. To this
end, we collected functional MR images of two monkeys in a
horizontal 3-T scanner while stimuli from three different sound
categories were presented to the animals. Complex sounds are
characterized by having a wide range of spectrotemporal features.
While environmental sounds typically contain sharp temporal
onsets, monkey vocalizations contain greater modulations in the
spectral domain because of the harmonics contained in these
sounds. Environmental sounds also carry abstract information
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about the identity of objects, so a comparison between BOLD
responses to monkey vocalizations and environmental sounds is
useful in determining brain structures involved in higher-level
processing. However, specific spectrotemporal differences exist
between these two types of sounds. This can be seen, for instance,
in the spectral modulation of monkey vocalizations at approx-
imately 1.5-2 cycles/kHz, which is not present for other sound
categories (Figure 1D). Thus, scrambled versions of monkey calls
(SMC) were used to further control for the local spectrotempo-
ral features in the vocalizations (see Figure 1C and Material and
Methods). Comparison of average modulation spectra between
categories showed that SMC were acoustically better matched to

MC than Env (correlation coefficient between the modulation
spectra: SMC vs. MC: 0.92, Env vs. MC: 0.86; Figure 1D).
Overall, sound stimulation elicited significant BOLD
responses compared to silent trials irrespective of auditory
stimulus category [q (FDR) < 0.05, p < 1073, one-tailed -test,
t range: 2.3-10, cluster size > 10 voxels] in a broad network
of brain regions, including subcortical auditory pathways,
classical auditory areas of the superior temporal gyrus (STG),
but also regions in parietal and prefrontal cortices (Figure 2).
The clusters in Figure 2A highlight the main activation sites on
the cortical surface of monkey M1. Figure 2B shows selected
coronal slices for both animals (M1 and M2) showing activation
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FIGURE 2 | Mapping auditory and auditory-related regions with
complex sounds. (A) Representative cortical responses from monkey
(M1) for all sound conditions combined (q FDR < 0.05, p < 10~2; cluster
size > 10 voxels). The projection onto the semi-inflated surface preserves
sulcal and gyral landmarks while allowing visualization inside the
intraparietal sulcus (ips) and lateral sulcus (Is). Activation was observed
along the auditory ventral stream in the superior temporal gyrus (STG),
the superior temporal sulcus (STS), ventral intraparietal area (VIP), and the
frontal pole (Fp). Activated dorsal-stream regions included the ips and
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ventral premotor cortex (PMv). Some active clusters were also observed
in the middle temporal area (MT) and the inferior temporal cortex (IT). (B)
Activation was robust across regions in the ascending auditory pathway
of the two monkeys: cochlear nuclei (CN), inferior colliculus (IC), medial
geniculate nucleus (MGN), primary auditory cortex (A1), rostral area (R),
anterolateral area (AL), lateral rostrotemporal area (RTL), and the
rostrotemporal pole region (RTp). (C) The average BOLD response for the
main auditory activation showed a right-hemisphere bias in both animals
(M1, weighted mean = —0.33, M2, weighted mean = —0.66).
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in the ascending auditory pathway. These regions include the
cochlear nucleus (CN), the inferior colliculus (IC), the medial
geniculate nucleus (MGN), the primary auditory cortex (Al),
and areas in the anterior superior temporal cortex, including
the rostral (R) and anterolateral (AL) areas, the rostrotem-
porolateral area (RTL), and the rostrotemporal pole (RTp)
region.

Activation clusters (averaged across animals and hemispheres)
taken from a normalized number of voxels (i.e., equal number of
left and right voxels) were found in: IC [N = 84 voxels, peak
coordinate = (4, —1, 12)]; A1 [N = 198 voxels, peak coordi-
nate = (22, 6, 24)]; R/AL [N = 131 voxels, peak coordinate =
(24, 17, 12)]; and RTL/RTp [N = 165 voxels, peak coordinate =
(23,22, 8)].

For both animals we observed a larger amplitude and spa-
tial extent of the BOLD response in the right hemisphere as
compared to the left hemisphere (Figure 2B). Activation (per-
cent signal change) in selected clusters for each hemisphere is
shown in Figure 2C. We compared the activation between the
two hemispheres by calculating a laterality index (LI), with a pos-
itive index indicating a left-hemisphere bias and a negative index
indicating a right-hemisphere bias. Given the fact that LIs show
a threshold dependency (Nagata et al., 2001), we measured LI
curves to provide a more comprehensive estimate over a whole
range of thresholds (Wilke and Lidzba, 2007). Using this adaptive
thresholding approach we found a right-hemisphere bias in the
LI curves for general auditory activation (all sounds vs. baseline)
in both monkeys (M1, weighted mean = —0.33; M2, weighted
mean = —0.66). For higher thresholds, the activation was clus-
tered in primary auditory cortex (A1) of the right hemisphere in
each animal.

Vocalizations are complex naturalistic stimuli that contain
behaviorally relevant information. In order to investigate if the

auditory system contained representations that are sensitive to
this sound category vs. other types of behaviorally relevant com-
plex sounds, we contrasted monkey calls against environmental
sounds (see Material and Methods). Environmental sounds also
carry abstract information about object identity in their spec-
trotemporal patterns. We, therefore, also looked for areas show-
ing elevated response to these sounds relative to monkey vocal-
izations. When correcting for multiple comparisons [q (FDR) <
0.05], no differences were observed for the contrast of MC vs.
Env. However, at uncorrected thresholds, we found significantly
higher activations by MC as compared to Env in both mon-
keys across regions in temporal, parietal and prefrontal cortices
(M1, p < 1073 uncorrected, t-value range: —4.2 to 6.1, cluster
size > 5 voxels; M2, p < 1072 uncorrected, t-value range: —3.6
to 5.9, cluster size > 5 voxels) (Figure 3A). Specifically, activa-
tions sensitive to MC were found in the anterior STG region,
including areas AL and RTp of the rostral belt/parabelt, and fur-
ther along the auditory ventral stream in ventrolateral prefrontal
cortex (vIPFC). In addition, we observed activation patches in
the inferior parietal lobule (areas PF/PFG) of the right parietal
cortex, and bilaterally inside the inferior branch of the arcu-
ate sulcus, possibly corresponding to Brodmann’s area (BA) 44,
and posterior to the arcuate sulcus, in a region that is part of
ventral premotor cortex (PMv). In addition, we found regions
sensitive to environmental sounds (blue) along the superior tem-
poral sulcus (STS) and inferotemporal (IT) cortex. To investigate
hemispheric lateralization in the processing of vocalizations, we
measured LI curves for this contrast (Mc > Env), finding a slight
right hemispheric bias in monkey M1 (weighted mean = —0.19)
and a moderate right-hemisphere bias in monkey M2 (weighted
mean = —0.42).

In order to determine whether spectrotemporal features alone
could have driven the activation in these areas, we further

MC > SMC

RTURTp -48 M 75

FIGURE 3 | Regions specifically activated by monkey
vocalizations. (A) Vocalization-sensitive regions obtained from
comparison between the effects of monkey calls and environmental
sounds. All activation maps were displayed on a semi-flattened
surface of the macaque monkey template. Active regions were
found in the anterolateral area (AL), lateral rostrotemporal area
(RTL), rostrotemporal pole (RTp), secondary somatosensory (SlI)

M2

MC > Env

cortex, ventral premotor cortex (PMv), ventrolateral prefrontal cortex
(VIPFC), and inferior parietal areas (PF and PFG). (B) Regions
significantly more activated by monkey vocalizations than by
scrambled monkey vocalizations include areas in the anterior STG,
RTL/RTp. Red/orange: significantly higher activation by MC than by
control sounds (SMC or Env); blue: significantly higher activation by
SMC or Env than by MC.
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contrasted monkey calls (MC) with scrambled monkey calls
(SMC). The results showed similar patterns of MC activation in
both monkeys in the RTL region of the aSTG (M1; p < 1073
uncorrected, ¢-value range > —4.8 to 7.5, cluster size > 5 voxels
and for M2, p < 10~2 uncorrected, t-value range > —4.3 to0 6.1,
cluster size > 5 voxels) in both monkeys specifically in the RTL
region of the aSTG (Figure 3B). In monkey M2, a second region,
the middle medial belt (MB), was also more strongly activated by
monkey vocalizations than by their scrambled counterparts. The
weighted-mean lateralization index (LI) for this contrast (MC >
SMc) also showed higher values toward the right hemisphere
(M1: weighted mean = —0.34; M2: weighted mean = —0.44).
A summary is shown in Table 1.

Some differences in the patterns of activity were observed
across the two animals. These differences might be explained
either by variability across subjects or by differences in atten-
tional state: M1 was significantly engaged in completing the
task (>90% success), whereas M2 was scanned passively while
holding fixation. To compensate for this variability, we calcu-
lated the minimum ¢-statistic (p < 0.01 uncorrected) across
contrasts in each monkey (a conjunction test) and across mon-
keys in each contrast (Figure 4). Conjunction across contrasts
(MC > Env and MC > SMC) and monkeys (M1 and M2)
found a single area in the right hemisphere to be specifically
involved across both conjunction analyses, area RTL/RTp (peak
coordinate: 24, 17, 12).

Discussion

Species-specific vocalizations in non-human primates (“monkey
calls”) convey important information about affective/emotional
states as well as the recognition of objects and individuals (Ghaz-
anfar and Hauser, 1999). We used whole-brain functional mag-
netic resonance imaging (fMRI) in awake behaving monkeys
to examine auditory responses to stimuli from three different
sound categories: (a) multiple types of conspecific monkey calls,
(b) environmental sounds, and (c) scrambled versions of the
same monkey calls largely preserving their local spectrotemporal
features.

For all three sound categories combined we found robust
BOLD responses along various regions in the ascending auditory
pathways (CN, IC, MGB, and A1, Figures 2A,B). These results,

TABLE 1 | LI-weighted-mean values for the overall sound activation and
for each contrast condition.

All > baseline MC > Env MC > SMC
M1 -0.33 -0.19 -0.34
M2 —0.66 —0.42 -0.44

Mean lateralization index values (LI-wm) are shown that were obtained from LI curves
measured as a function of the statistical threshold (t-value) for the overall auditory activa-
tion (alf sounds vs. basefing), for the contrast between monkey calls and environmental
sounds (MC > Env) and for the contrast between monkey calls and scrambled monkey
calls (MC > SMC). A positive index indicates a feft-hemisphere bias, while a negative
index indicates a right-hemisphere bias. Li-wm values are shown separately for monkeys
M1 and M2.

using a 3-T scanner without contrast agent, corroborate previ-
ous fMRI findings obtained on a 1.5-T magnet with the contrast
agent MION, showing activation by complex sounds along the
auditory pathway (Joly et al., 2012a). The results further attest to
the fact that complex sounds are highly effective for mapping sub-
cortical and cortical auditory structures (Rauschecker et al., 1995;
Rauschecker, 1998b; Poremba et al., 2003). Furthermore, our
results confirm the general trend of a slight right-hemisphere bias
(Table 1) in the processing of complex sounds in the macaque
auditory cortex, as measured with fMRI (Petkov et al., 2008; Joly
et al., 2012a). Similar results have been found in humans for
non-speech voice sounds (Belin et al., 2000).

When we compared activations produced by monkey vocal-
izations vs. the other two sound categories using a conjunc-
tion analysis, we found consistent activations in regions along
the anterior STG, in particular in areas AL, RTL and RTp, in
both animals (Figure 4). Our results extend previous findings
of increased sensitivity to monkey vocalizations in anterior STG
regions (Poremba et al., 2003; Petkov et al., 2008; Kikuchi et al.,
20105 Joly et al., 2012a,b; Fukushima et al., 2014) by using con-
trol stimuli (SMC) that retained the low-level acoustic informa-
tion of macaque vocalizations and whose acoustic structure was
better matched to the vocalizations than the acoustic structure
of other complex sounds (Figure 1D). Single-unit studies of the
R/AL region have also found increased selectivity either to mon-
key calls, or to sound categories including vocalizations (Tian
et al., 2001; Kusmierek et al., 2012), consistent with the present
results (Figures 3, 4).

Thus, the cortical representation of vocalizations involves an
auditory ventral pathway, consisting of a chain of interconnected
regions in anterior STG and vIPFC that extract abstract infor-
mation for the recognition and categorization of vocalizations
(Rauschecker, 2012). The rostral belt, parabelt and aSTG send
afferent projections into ventrolateral, polar, orbital, and medial
regions of the prefrontal cortex (PFC) (Jones and Powell, 1970;
Hackett et al., 1999; Romanski et al., 1999; Cavada et al., 2000;
Kaas and Hackett, 2000; Hackett, 2011; Yeterian et al., 2012),
and together these regions form the ventral cortical stream in
audition. Vocalization-sensitive neurons are found along with
face-sensitive neurons in the vIPFC (Romanski et al., 2005),
allowing these regions to integrate vocalizations with the corre-
sponding facial gestures (Romanski and Goldman-Rakic, 2002;
Cohen et al.,, 2007; Diehl and Romanski, 2014). The PFC is
involved in higher-level integrative processes for the cognitive
control of vocalizations as well as in the interpretation of seman-
tic content in vocalizations (Romanski and Averbeck, 2009). The
activation patterns observed in PFC (Figure 3A) could represent
categorical or affective information reflected in the vocalizations.
Further imaging studies and multivariate analyses comparing
multiple vocalization types might elucidate the differential con-
tribution of each subregion of the PFC.

Our stimuli also activated higher-level visual areas, such as the
middle temporal (MT) and inferior temporal areas (IT). These
areas are known to be involved in the processing of visual motion
(Maunsell and Van Essen, 1983) and in object perception (includ-
ing faces), respectively (Tsao et al., 2006; Ku et al., 2011). Their
activation by purely auditory stimuli raises interesting questions
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A Conjunction across contrast M1
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FIGURE 4 | Conjunction results across contrast conditions and
across monkeys. (A) Conjunction across contrast (MC > Env and
MC > SMC) for monkey M1 (n voxels = 235, top panel) and for
monkey M2 (n voxels = 89, lower panel). (B) Conjunction across
monkeys (M1 and M2) for contrast MC > Env (n voxels = 248, top

B Conjunction across monkeys Env

Conjunction across monkeys SMC

y N 4 A

panel) and for contrast MC > SMC (n voxels = 58, lower panel).
Each individual contrast map was thresholded at p < 0.01
(uncorrected). Red region indicates conjunction voxels that were
differentially activated for both contrasts in each monkey or in both
monkeys for each contrast.

regarding their possible role in the multisensory processing of
dynamic audio-visual stimuli, such as facial expressions that nat-
urally occur in conjunction with vocalizations and/or motion of
the face (Furl et al., 2012; Polosecki et al., 2013; Perrodin et al.,
2014). However, to answer these questions more definitively, fur-
ther imaging experiments utilizing dynamic audio-visual stimuli
would be necessary. Such studies could enlighten us on how audi-
tory information combines with visual information in both the
ventral and dorsal pathways building multimodal representations
from dynamic facial expressions combined with vocalizations
(Ghazanfar and Logothetis, 2003).

When we contrasted monkey calls to environmental sounds,
we also found differential activation in regions PF/PFG (area 7b)
(Pandya and Seltzer, 1982; Rozzi et al., 2006) of the inferior pari-
etal lobule (IPL), in addition to the well-known regions in the
STG sensitive to monkey vocalizations. Parietal regions inside the
intraparietal sulcus (IPS) have been known to receive auditory
projections (Lewis and Van Essen, 2000) and to contain neurons
that respond to auditory and multimodal stimuli (Stricanne et al.,
1996; Bushara et al., 1999; Grunewald et al., 1999; Cohen and
Andersen, 2000; Cohen, 2009), but the role of these regions has
traditionally been assumed to lie in spatial processing and control
of eye movements.

Similarly, we found an engagement of the ventral premo-
tor cortex (PMv) in the processing of monkey vocalizations
(Figure 3A). This region has previously been thought to be
involved in the processing of the location (but not quality) of
nearby sounds (Graziano et al., 1999). Surprisingly, when we
compared the effects of vocalizations (MC) against vocaliza-
tions that were scrambled in both the spectral and temporal
domains (SMC), we did not observe greater activation in pari-
etal or prefrontal areas for MC, suggesting that the scrambled
versions of the MC evoked the same amount of activity in these
regions. Similar results were obtained by Joly et al. (2012b) with

temporally scrambled vocalizations activating large regions of
premotor and parietal cortices. Ventral premotor cortex (PMv)
has also been implicated in the initiation of vocalizations in the
macaque monkey (Hage and Nieder, 2013). It appears possible,
therefore, that the same neurons are the source of an efference
copy signal (Kauramiki et al., 2010), which is responsible for
the suppression of auditory cortex during self-initiated vocaliza-
tions (Eliades and Wang, 2003). More generally, they could be
part of an audio-motor network connecting perception and pro-
duction of sounds (Rauschecker and Scott, 2009; Rauschecker,
2011).
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Widespread and Opponent fMRI Signals Represent
Sound Location in Macaque Auditory Cortex

Highlights
e Auditory cortex lacks a topographical representation
of space

e Each cortical field of the same hemisphere is tuned to the
contralateral hemifield

e Hemifield tuning depends on the availability of interaural
delay cues

e Posterior-dorsal sensitivity emerges from hemifield tuning
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In Brief

Ortiz-Rios et al. use functional MRI in
awake and anesthetized macaque
monkeys to study the cortical
representation of acoustic space and
provide new neuroimaging evidence
indicating that auditory cortex
implements a hemifield code
representation. In addition, to identifying
the dependency of hemifield tuning with
the availability of ITD cues, this study
suggests that posterior-dorsal sensitivity
for space in cortex of primates might
emerge from the opponent signals across
hemispheres.
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SUMMARY

In primates, posterior auditory cortical areas are
thought to be part of a dorsal auditory pathway that
processes spatial information. But how posterior
(and other) auditory areas represent acoustic space
remains a matter of debate. Here we provide new
evidence based on functional magnetic resonance
imaging (fMRI) of the macaque indicating that space
is predominantly represented by a distributed hemi-
field code rather than by a local spatial topography.
Hemifield tuning in cortical and subcortical regions
emerges from an opponent hemispheric pattern of
activation and deactivation that depends on the
availability of interaural delay cues. Importantly,
these opponent signals allow responses in posterior
regions to segregate space similarly to a hemifield
code representation. Taken together, our results
reconcile seemingly contradictory views by showing
that the representation of space follows closely a
hemifield code and suggest that enhanced poste-
rior-dorsal spatial specificity in primates might
emerge from this form of coding.

INTRODUCTION

The ability to localize sounds is essential for an animal’s survival.
In primates, auditory spatial information is thought to be pro-
cessed along a dorsal auditory pathway (Romanski et al.,
1999), a hierarchical system with reciprocal connections that in-
cludes caudal belt areas CL/CM of the posterior superior tempo-
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ral (pST) region (Rauschecker and Tian, 2000; Tian et al., 2001). A
central question regarding sound localization in primates is
whether sound source location is represented in localized areas
of the pST region or distributed throughout auditory cortex (AC).

Original results suggesting regional specificity for sound source
localization in posterior regions of AC came independently from
neuroimaging studies in humans (Criffiths et al., 1996; Baumgart
et al., 1999) and from single-unit recordings in macaque monkeys
(Rauschecker and Tian, 2000; Tian et al., 2001). In the macaque,
neurons in area CL were found to be sharply tuned to azimuth po-
sition in the frontal hemifield and were significantly more selective
than in other fields (Tian et al., 2001; Woods et al., 2006). How-
ever, recent data in both monkeys (Werner-Reiss and Groh,
2008) and humans (Salminen et al., 2009; Magezi and Krumbholz,
2010; Mtynarski, 2015; Derey et al., 2016) suggest that acoustic
space is also represented by broadly tuned neurons distributed
more widely across AC.

Such evidence is consistent with a different perspective sug-
gesting that acoustic space in AC is coded by opponent neural
populations tuned to either side of space (Stecker et al., 2005;
Stecker and Middlebrooks, 2003) as similarly found in subcor-
tical structures (Grothe, 2003; McAlpine et al., 2001). Lesion
studies in cats (Jenkins and Masterton, 1982; Malhotra et al.,
2004), ferrets (Nodal et al., 2012), and monkeys (Heffner and
Masterton, 1975) demonstrate that unilateral lesions of AC result
in severe localization deficits for sound sources contralateral to
the lesion. Similarly, previous single-unit studies in cats (Middle-
brooks et al., 1994) and optical imaging experiments in ferrets
(Nelken et al., 2008) have provided evidence supporting a
more distributed code for sound location in the AC by showing
neurons responding maximally and broadly to sound sources
near the contralateral ear.

Up to date, it still remains a challenge to record simultaneously
and in parallel across multiple and distal cortical regions using
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single-unit and optical imaging methodology. Functional magnetic
resonance imaging (fMRI) based on blood-oxygen-level-depen-
dent (BOLD) signals provides an alternative and complementary
method to study the functional representation of acoustic space
across cortical regions (CRs) of each hemisphere.

Inthe present study, we mapped the frequency organization of
AC (Formisano et al., 2003; Petkov et al., 2006) and then
measured the BOLD response to spatial sounds obtained from
virtual acoustic space. We further analyzed the BOLD responses
to spatial sounds with and without interaural time difference (ITD)
cues and found a dependency between the presence of ITD cues
and contralateral tuning. Finally, we compared the representa-
tions of space across CRs with a hemifield code model using
representational similarity analyses (RSA).

RESULTS

Our first aim was to identify auditory CRs based on their fre-
quency organization and then map the spatial domain using
the same phase-encoding techniques (Barton et al., 2012; Wan-
dell et al., 2007). Auditory stimulation elicited significant BOLD
responses along the auditory pathway in both anesthetized
and awake monkeys (Figure S1). After optimization, we conduct-
ed tonotopic-mapping experiments utilizing tones and narrow-
band noise stimuli (Figure 1B) that were presented in blocks of
one-octave steps in ascending frequency order and repeated
in cycles 12 times (Figure S2A). The resulting average BOLD
response to each frequency range was narrow and gradually
shifted from low-frequency A1 to anterior and posterior regions
of AC with a distinct wave pattern of positive BOLD responses
(PBRs) and negative BOLD responses (NBRs) (Figure 1C). The
PBR/NBR pattern reversed drastically around 2 kHz indicating
a shift toward high-frequency regions. Voxels with significant
(coherence > 0.3) BOLD modulation (Figures 1D and 1E) to the
stimulation rate (0.01 Hz, 12 cycles/1,200 s) were mapped by
their scaled phase values to the frequency range of the pre-
sented stimuli (0.125-16 kHz) (Figure 1F). Subsequently, we
defined four CRs based on their frequency-reversal boundaries
with the same population response mediolaterally: Posterior,
Primary, Rostral, and Anterior. Each region included core fields
and adjacent medial and lateral belt fields (which were not sepa-
rately delineated) as follows: Posterior (including fields CL, CM),
Primary (ML, A1, MM), Rostral (AL, R, RM), and Anterior (RTL,
RT, RTM).

We then aimed to map the spatial domain utilizing the same
analytical methods but at a stimulation rate of 0.0067 Hz (12 cy-
cles/1,800 s). Prior to these experiments, virtual spatial sounds
(broad-band noise bursts, 0.125-16 kHz, 80 dB SPL, 100 ms in
duration) were created via binaural sound recordings from
each individual monkey (see STAR Methods section binaural re-
cordings). The recorded stimuli contained all individual spatial
cues (ITDs, interaural level differences [ILDs], and spectral
cues, Figures S3A and S3B). In addition, the virtual noise bursts
changed in azimuth direction (leftward, rightward) and in dis-
tance within a 30° sector over time (Figure 1G). This innovative
design allowed us to keep space partitioned while we estimated
the response to spatial sounds within a constrained sector
and additionally avoided repetition suppression in the BOLD
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response. A total of 12 sectors (spanning 30° each) around a
virtual plane surrounding the head of the monkey were used to
image the BOLD signal.

Compared to sound frequency responses, the mean BOLD re-
sponses to spatial sounds were broad and shifted between two
opposite phases across the cerebral hemispheres (Figure 1H).
Overall, the resulting maps showed no clear topographic organi-
zation, but instead reflected the broad peak response across
sounds in the contralateral hemifield (Figure 1l). While M2
showed a trend toward a “space map” in the left hemisphere,
this result was less clear in the other seven hemispheres. Thus,
we investigated phase-peak response across cortical space
spanning 10 mm by plotting regions-of-interest (ROI) in voxels
crossing along trajectories parallel and orthogonal to the primary
field and evidently confirmed a lack of topography in the flat-
peak responses (Figure S3C, compared to Figure S3D).

In summary, our mapping experiments corroborated previous
electrophysiological (Rauschecker et al., 1995) and imaging
studies (Formisano et al., 20083; Petkov et al., 2006) of primate
AC showing mirror-symmetric tonotopic maps and provided
new evidence indicating that the functional representation of
auditory space (in the azimuth plane), as measured with fMRI,
lacks a clear spatial topography.

Positive and Negative BOLD Responses across Auditory
Regions

How is azimuth space represented in each auditory CR? We
investigated our data further by analyzing each time series with
a general linear model (GLM) of the BOLD signal. We tested
the significance of the model from the measured BOLD re-
sponses to each spatial condition (n = 12) as compared to the
baseline/silence periods (q FDR < 0.05, p < 1075, cluster size >
10 voxels). Surprisingly, we found distinct patterns of PBRs
and NBRs within each hemisphere that changed as a function
of each spatial sector (Figure 2A and Figure S4). Spatial tuning
curves calculated from the spatial spread of PBRs and NBRs
in each AC showed that the overall tuning was of opposite polar-
ity between signals, with PBRs oriented approximately at +120°
and NBRs at +60° between hemispheres. Similarly, average
hemispheric differences in PBRs and NBRs showed opposite
polarity between signals, with NBRs showing a peak around
frontal right sectors (Figure 2D). The peak for PBRs was
observed for sectors near the contralateral ear (e.g., +90°/
120°), with a cluster size extending across much of AC. By
contrast, the ipsilateral PBRs were greatly reduced in size and
were accompanied by an NBR pattern in anterior and posterior
regions of AC. In the primary field, the responses exhibited a
concentric pattern (e.g., at +30°-60°) with positive voxels ex-
panding the overall anterior-posterior frequency axis and nega-
tive voxels mostly lying anteriorly and posteriorly (Figures 2A
and 2B).

The average BOLD signal in CRs of each monkey (mean and +
SEM, including both PBRs and NBRs) showed a marked shift in
amplitude around the midline, which further indicated hemifield
tuning across all CRs (Figure 2C). Similarly, spatial tuning curves
obtained from PBRs showed highly significant deviations from
circular uniformity (Rayleigh test, p < 0.001) with angular means
oriented in opposite polarity (~ +120°) between hemispheres
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Figure 1. Phase-Mapping for Frequency and Space

(A) Image acquisition plane and extracted surface (red).

(B) Sparse imaging and stimulation design (e.g., high-frequency stimuli, 8-16 kHz).

(C) Average BOLD response to each frequency step in octaves (labeled frequency refers to the upper range of the frequency presented).

(D) Time course of an A1 voxel’s BOLD response (crosshair in C) tuned to high frequency. Gray shading represents one presentation cycle.

(E) Fourier transform of the same voxel’s BOLD response shows a peak at the stimulation rate (0.01 Hz = 12 cycles/1,200 s). Inset panel, mean + SEM of 3 voxels in
A1 at the peak stimulation rate. Response peaks were used to calculate the preferred phase that translates to preferred sound frequency independently at
each voxel.

(F) Resulting tonotopic maps rendered into STG surfaces of each hemisphere. Black dotted lines indicate frequency-reversal boundaries of preferred sound
frequency between mirror-symmetric regions. For the awake monkeys (M3 and M4), reversal boundaries were obtained from anatomical reference (Saleem and
Logothetis, 2012).

(G) Binaural sound recordings and stimulation design. Mean amplitude of sounds (broad-band noise 0.125-16 kHz) recorded at each ear (red and blue) plotted in
hemifield polar angles. Outset panel illustrates a virtual sector of speaker orientations and distances from the head. Sound bursts (100 ms) were played every 5° ina
leftward, rightward and distance sequence oscillating pattern (dashed red and black arrows) within a 30°-wide spatial sector (shaded gray, n sectors = 12) for 7.2 s.
(H) Mean + SEM of BOLD signal in all significant voxels (coherence > 0.3) in AC shown for four cycles of the time course to illustrate the overall broad amplitude
modulation across hemispheres.

(I) Space maps highlight two phases across hemispheres in all four monkeys. STG, superior temporal gyrus; Is, lateral sulcus; ips, intraparietal sulcus; sts, superior
temporal sulcus; Lh, left hemisphere; Rh, right hemisphere; ant, anterior; lat, lateral; post, posterior.
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Figure 2. Positive and Negative BOLD Responses Represent Opposite Hemifields

(A) Activation t-maps with significant positive (red/yellow) and negative (blue) BOLD responses (q FDR < 0.05, p < 108, cluster size > 10 voxels). Each map is
shown around the corresponding spatial sector in polar plots of each hemisphere of monkey M2 (see Figure S4 for a similar plot in monkey M1). The polar plot
shows spatial tuning curves obtained from the spatial spread of the positive (red) and negative (blue) BOLD responses (PBRs and NBRs, respectively). Mean
resultant vectors (arrows) point toward the preferred angular direction. The length represents the percentage of active voxels around the mean direction. Negative
angles (—180°-0°) in polar plot represent the left hemifield and positive angles (+180°-0°) represent the right hemifield.

(B) Scatterplot of voxels in primary field showing PBRs and NBRs to an exemplar spatial sector (+60°-90°) plotted as function of the frequency tuning of
each voxel.

(C) Mean + SEM of BOLD responses (including both PBRs and NBRs) for cortical regions of each hemisphere (Lh, red; Rh, black) of monkey M1 (top) and M2
(bottom).

(D) Average amplitude differences across hemispheres for PBRs and NBRs plotted as a function of azimuth. The differential response shows opposite polarity
between hemifields with a peak in NBRs for frontal right sectors. Lh, left hemisphere; Rh, right hemisphere; ant, anterior; lat, lateral; pos, posterior.

and similarly oriented in all CRs of the same hemisphere (Fig-
ure 3). Vector length showed that more than half of the total
numbers of voxels were active in response to stimulation of
contralateral sectors (~ +120°) for all CRs. The overall tuning in
central regions (primary and rostral) was slightly broader than
in anterior and posterior regions of the same hemisphere based
on standard deviations (see Data S1 for details).

In summary, our functional analyses showed that azimuth
space as measured by fMRI is represented by opponent hemi-
field responses of positive and negative BOLD across hemi-
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spheres. The dynamic change between PBRs and NBRs sup-
ports an opponent-channel mechanism (Stecker et al., 2005)
for the representation of acoustic space in the macaque monkey.

Contralateral Bias Measured with BOLD Response
Contrast

While animal studies have uniformly shown a clear contralateral
bias in the firing rate of auditory cortical neurons (Tian et al.,
2001; Miller and Recanzone, 2009; Stecker and Middlebrooks,
2003; Werner-Reiss and Groh, 2008; Woods et al., 2006),
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The spatial spread of the positive BOLD response was used to calculate spatial tuning curves (black curves) for each cortical field: posterior, primary, rostral, and

anterior.
(A) Left hemisphere for M1 (top) and M2 (bottom).

(B) Right hemisphere for M1 (top) and M2 (bottom). The mean resultant vectors (red) point toward the preferred circular mean direction, and the length represents
the percentage of active voxels concentrated around +30° of the mean direction. All fields were approximately oriented around + 90°-120°. Overall, cortical fields
were broadly tuned, with central fields (primary and rostral) slightly broader than anterior and posterior fields (see Tables S1 and S2).

neuroimaging studies in humans have obtained mixed results in
respect to the degree of contralaterality (Krumbholz et al., 2007;
Werner-Reiss and Groh, 2008; Zatorre et al., 2002) in AC re-
sponses to spatial sounds. Whether these discrepancies are
due to species differences in neural coding or to methodological

differences (e.g., sound stimulation, single-unit, and/or fMRI) be-
tween studies in animals and humans remains a matter of debate
(Werner-Reiss and Groh, 2008).

Here, we provide evidence showing a contralateral bias in
the fMRI BOLD contrast between equidistant spatial sectors
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(A) Contrast t-maps between equidistant sectors for both monkeys. Middle panel illustrates the contrast design between sectors (left hemifield in blue; right
hemifield in red). Voxels preferring left hemifield sectors were mapped as negative (blue-to-cyan), while voxels preferring right hemifield sectors were mapped as
positive (red-to-yellow). The range of t values (q FDR < 0.05, p < 103, cluster size > 10 voxels) in the color bar was scaled according to a maximum t value of 10 to

illustrate the strength of the contrast across sectors and monkeys.
(B) Mean-weighted laterality index (LIwm) between hemispheres calculated from

the t value threshold of each spatial sector (see STAR Methods section Laterality

index). Index range between —1 and +1 with a positive value indicating Lh biases and a negative index indicating Rh biases. Index curves are shown for each
monkey and for each cortical field, including auditory cortex as a whole (all fields combined). Lh, left hemisphere; Rh, right hemisphere.

(Figure 4A). The differential activation maps (q FDR < 0.05, p <
1073, cluster size > 10 voxels) indicated whether the responses
were greater for the left (blue to cyan) or the right hemifield (red
to yellow). The strength of the BOLD response showed a robust
contralateral bias for spatial sectors near the lateral axis (e.g.,
~ £90°-120°). The contrast in frontal sectors (+0°-30°) displayed
greater differential response only in the right hemisphere, while
contrast for backward sectors (+150-180°) showed almost no
differential activation at equal threshold values (g FDR < 0.05).
We quantified these results further by calculating a hemi-
spheric laterality index (LI = L-R/|L+R|) between corresponding
CRs of the opposite hemisphere, including AC as a whole (all
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CRs included). Since laterality indices in fMRI typically show a
threshold dependency (Wilke and Lidzba, 2007), we measured
LI curves by bootstrapping LI values as a function of the t value
threshold and then calculated a mean weighted laterality index
(LIwm) (see STAR Methods section Laterality index). The Liwm
ranges between —1 and 1 with a positive index assigned to
left-hemisphere bias and a negative index to a right-hemisphere
bias. The resulting indices for all CRs showed a very strong right-
hemisphere bias (Llwm < —0.5) for sectors in the left hemifield
and a left-hemisphere bias (Liwm > 0.5) for sectors in the right
hemifield, except for a backward sector (+150°-180°) were
LIwm was found to be asymmetrical toward the right hemisphere
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Figure 5. Cortical and Subcortical Hemifield Tuning in the Awake Monkey

(A) Example time courses and average response (mean + SEM) of auditory cortex (AC) and inferior colliculi (IC) in each hemisphere (red, left hemisphere; blue, right
hemisphere). Red dashed lines indicate duration periods of sounds presented in the right hemifield and blue dashed duration periods of sounds presented in the
left hemifield. Notice the amplitude suppression for sound sources on the ipsilateral side (red arrows).

(B) Contrast t-maps (q FDR < 0.05, p < 10 3, cluster size > 10 voxels, t value range = 7.8) between all left and all right spatial sectors in awake monkey M3 (see also
Figure S5 for M4). Top left image illustrates oblique slice orientations and planes (numbered 1-7) cutting through AC and IC. Voxels preferring the left hemifield
sectors were mapped as negative (blue-to-cyan) while voxels preferring the right hemifield sectors were mapped as positive (red-to-yellow).

(C) Laterality index (LIwm) curves for AC and IC of monkey M3. Lh, left hemisphere; Rh, right hemisphere; contra, contralateral; ipsi, ipsilateral; sil, silence.

inthree monkeys (Figures 4B and 5C). The Liwm changes around
the midline were drastic, as observed in the steep slope between
frontal sectors, compared to shallower slopes for sectors within
each hemifield.

Similar contralateral representations were found in AC of the
awake monkey (Figures 5 and S5). Additionally, however, we ob-
tained reliable BOLD signals from inferior colliculli (IC) of the
awake monkey. Similar to the anesthetized monkey, the average
time courses showed an overall suppression effect to sound sour-
ces on the ipsilateral side. For contrast between spatial sectors of
the awake monkey, we collapsed across all left and all right
hemifield sectors (q FDR < 0.05, p < 1073, cluster size > 10) and
confirmed a robust contralateral bias (Figures 5B and S5B). The
Liwm values in the awake monkey resembled those in the anes-
thetized animal showing contralateral biases (Figure 5C).

Overall, our analyses showed a robust contralateral bias in
both anesthetized and awake monkeys, as measured with
fMRI. Moreover, our finding in IC further supports the neurophys-
iological evidence showing hemifield tuning below the cortical
level (Groh et al., 2003) and attests to the feasibility of fMRI as
a tool for imaging auditory spatial representations in cortical
and subcortical structures of primates.

Removing ITD Cues from Spatial Sounds

Previous work has suggested that NBRs are related to de-
creases in neuronal activity (Shmuel et al., 2006). Given the
strong inhibitory roles involved in ITD coding at subcortical levels
(Brand et al., 2002; Pecka et al., 2008), we explored the effects of
removing ITD cues from the original recorded sounds in the PBR/
NBR pattern in AC.
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Figure 6. ITD Cues Are Essential for Contralateral Tuning in Auditory Cortex

(A) Example t-maps with significant BOLD responses (q FDR < 0.05) to spatial sounds presented in left (+60°) and right (—60°) hemifields. “All cues™ condition (top)
and “NO-ITD” condition (bottom) in which ITD cues were removed from the original recorded sounds, leaving ILD and spectral cues. Maps are shown for two pairs
of oblique slices (S1 ventral and S2 dorsal) cutting through the superior temporal gyrus. The response to rightward +60° in the NO-ITD condition was observed in

both auditory cortices (i.e., no contralateral tuning).

(B) Spatial tuning curves for frontal field show a loss of hemifield tuning in the right hemisphere for the NO-ITD condition.
(C) Laterality index (LIwm) as a function of frontal azimuth plotted for low- and high-frequency voxels shows a lack of laterality (Llwm near zero) for sounds without
ITD at the midline (+15°) with only a slight increase in laterality for high frequency (Liwm < 0.5) as compared to low frequency. Compare to Figures 3, 4, and 5.

First, we replicated our previous findings (Figure 6A) showing
PBRs and NBRs in AC for spatial sounds carrying all spatial
cues in frontal azimuth (x0°-60°) of the anesthetized monkey
(All-cues condition, g FDR<0.01,p < 1 0*6, cluster size > 10 vox-
els, t value range —6.4 to 8.7). Second, we measured the BOLD
responses to the same sounds but without ITD cues, i.e., sounds
carrying the remaining ILD and spectral cues (NO-ITD condition,
qgFDR<0.01,p< 10‘3, cluster size > 10 voxels, t value range —6
to 18.8). The BOLD response to leftward sounds (e.g., NO-ITD at
—60°) showed greater activation in the right hemisphere as
compared to the left hemisphere (Figure 6A). However, the
BOLD response to rightward sounds (e.g., NO-ITD at +60°)
showed a bilateral activation in both left and right AC.

Moreover, while spatial tuning curves for the All-cues condi-
tion showed contralateral tuning (~ £30°), the ITD-control condi-
tion showed hardly any contralateral tuning (Figure 6B). Liwm
values near the midline (—15° to 15°) shifted drastically toward
zero and just increased slightly (Liwm < 0.5) for more rightward
sounds as compared to the All-cues condition. In addition, we
investigated the effect of frequency by analyzing Liwm values
from both the All-cues and NO-ITD conditions in voxels identified
to belong to either low- (0.125-1 kHz) or high- (2-16 kHz)
frequency regions (Figure 6C). These findings showed similar
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decreases in laterality around the midline for both low- and
high-frequency (NO-ITD) conditions with an increase in contral-
aterality (LlIwm > 0.25) for more lateral positions in high-fre-
quency regions as compared to an overall decrease in Liwm
values for low- (Llwm < 0.25) frequency regions. Thus, removal
of ITD cues facilitated the responses of the right hemisphere
across frequency regions, and consequently the difference in
BOLD activity between both hemispheres plateaued near the
midline (Figure 6C).

Taken together, our results suggest that the suppression
effects (either in the form of smaller positive clusters and/or
negative BOLD responses) are likely due to inhibitory inter-hemi-
spheric processes provided by ITD cues. In addition, our results
show that the lack of suppression caused by the removal of ITD
cues particularly affected the right-hemisphere response neces-
sary for contralateral tuning. Overall, we provide new evidence
for the role of ITD mechanisms in the representation of azimuth
space at the cortical level in the macaque.

Relating Cortical Representations to the

Hemifield Model

Previous work has suggested that the representation of azimuth
space in AC follows a hemifield rate code (Salminen et al., 2009;



Stecker et al., 2005; Werner-Reiss and Groh, 2008). Here, we use
representational similarity analyses (RSA) (Kriegeskorte et al.,
2008) to measure the dissimilarity between the BOLD response
patterns to each spatial sector and to then compare the resultant
spatial representations across CRs and hemifield model.

For each stimulus condition (i.e., each sector of space; n = 12),
the beta coefficients (B) obtained from the fitted GLM were sub-
jected to pairwise Pearson’s correlation (R), and the distance
(1 — R) between responses to all possible pairs of conditions
was ordered into a 12 x 12 representational dissimilarity matrix
(RDM). The RDM characterizes the BOLD response patterns to
each spatial sector and captures distinctions within and between
hemifield responses (Figure 7A).

This analysis was repeated for each CR, AC (all CRs com-
bined), and hemifield model, providing a total of 11 RDMs. Visual
inspection of each RDM from the left hemisphere revealed a
small dissimilarity (blue) distance between spatial sectors within
the right hemifield, while RDMs from the right hemisphere
showed a small dissimilarity distance between spatial sectors
within the left hemifield (Figure S6). These results largely confirm
our previous results showing contralateral preference (Figures 4
and 5). More importantly, however, these analyses revealed that
while most regions showed variability within ipsilateral sectors,
the pST region of the right hemisphere showed a small dissimi-
larity within hemifields and a graded dissimilarity distance (red)
across hemifields (Figure 7B and Figure S6), indicating that the
right pST region carried spatial information in the NBRs to ipsilat-
eral sound sources. By subjecting the right pST RDM to clus-
tering analyses and multidimensional scaling (MDS), we were
able to show that the response patterns segregated in an orderly
manner largely replicating the spatial arrangement of stimuli that
evoked them (Figures 7C and 7D). Interestingly, the elicited
response patterns to frontal sectors (+30°) were very dissimilar,
generating a larger distance between them, which further indi-
cated drastic changes of responses around the midline.

We also examined the dissimilarity between spatial represen-
tations obtained from individual CR, AC, and the hemifield model
by computing Spearman’s rank-order correlations between
RDMs (1 — Spearman’s R). This analysis resulted in a second-or-
der RDM (see STAR Methods fMRI dissimilarity analyses and
Figure S6E). The second-order RDM when subjected to MDS
showed how the right pST clustered at a closer distance to the
hemifield code than the other CRs (Figure 7E). The correlation
coefficient between the right pST region’s RDM and the hemi-
field code model, averaged across individual runs and monkeys,
was numerically higher than between any other CR and the hemi-
field model (Figure S7A). This result was replicated in most indi-
vidual fMRI runs of individual animals: 17/23 runs (74%) in M1;
13/14 (93%) in M2; 14/14 (100%) in M3, and 10/14 (71%) in
M4 (Figure S7B). The lower 95%-confidence boundaries for
these proportions are 53%, 66%, 75%, and 45%, respectively,
and are well above the expected chance level of 12.5% (1in 8
CRs). Using a sign-rank permutation test (FDR p < 0.01, 95%
confidence intervals by bootstrap), we determined that the right
pST RDM was significantly more similar to the hemifield model
RDM than any other cortical RDM (Figure S6F). Overall, our
dissimilarity analyses show that representation of space in the
right pST region follows closely a hemifield code.

DISCUSSION

Using fMRI and multivariate analytical methods, we mapped
auditory cortical fields (CRs) in the macaque on the basis of their
tonotopic organization and then measured BOLD responses to
spatial auditory stimuli. We showed that the functional represen-
tation of azimuth in AC, as measured by the BOLD signal, is not
organized topographically but distributed with a strong contra-
lateral bias. We further demonstrated that the opponent pattern
of positive and negative BOLD responses across the cerebral
hemispheres is dependent on the presence of ITD cues. Taken
together, our main findings support the existence of an oppo-
nent-channel mechanism (Stecker et al., 2005) that is based on
contralateral inhibition (Grothe, 2003) for coding auditory space
in primates.

ITD Cues Modulate the BOLD Response across
Hemispheres

While it was originally thought that ITDs (the most salient spatial
cues) were coded exclusively by a topographic arrangement of
coincidence detectors in the auditory brainstem as in the case
of the barn owl (Jeffress, 1948; Knudsen and Konishi, 1978);
research in multiple mammalian species has revealed an addi-
tional mechanism (McAlpine et al., 2001), one in which ITDs
are coded by an opponent hemifield code based on neuronal in-
hibition (Brand et al., 2002; Pecka et al., 2008).

Given the profound role that inhibition plays in the coding of
spatial cues in the auditory brainstem (Grothe, 2003), we inves-
tigated the effect of removing ITD cues from the original spatial
sounds on BOLD responses in the AC. The lack of ipsilateral
suppression caused by the removal of ITD cues particularly
affected the right-hemisphere response necessary for a contra-
lateral representation. Spatial measures and laterality indices
further indicated that contralateral tuning was lost after removal
of ITD cues (Figure 6). Thus, removing ITD cues from the orig-
inal spatial sounds facilitated the response of the right hemi-
sphere to ipsilateral sounds, generating an overall net activation
for both ipsilateral and contralateral sounds and consequently
no shifts in hemifield tuning around the midline. The lack of
contralaterality was more pronounced in low-frequency as
compared to high-frequency regions, suggesting a similar
hemifield-tuned representation for ILD cues driven by high-fre-
quency regions (Magezi and Krumbholz, 2010). Overall, our
findings indicate that ITD cues are necessary to preserve the
drastic shift in hemifield representations across auditory
cortices and that ILD cues might provide additional contralat-
eral tuning information for spatial localization in the high-fre-
quency range.

Response Tuning: Effects of Anesthesia, Attention, and
Stimulus History

Functional analyses of the positive BOLD response, in both
anesthetized and awake monkeys, showed a maximum ampli-
tude and spatial spread for contralateral sectors, in agreement
with previous lesion (Heffner and Masterton, 1975; Jenkins and
Masterton, 1982; Nodal et al., 2012), single-unit (Middlebrooks
et al.,, 1994; Tian et al.,, 2001; Miller and Recanzone, 2009;
Stecker et al., 2005; Werner-Reiss and Groh, 2008; Woods
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Figure 7. Posterior Superior Temporal Region Represents Space Similarly to a Hemifield Code

(A) For each field, we extracted the response patterns to each spatial sector, yielding 12 response patterns. We then calculated pairwise Pearson’s correlations
(R) across all spatial sectors and then assigned the dissimilarity measure (1 — R) to a 12 X 12 representational dissimilarity matrix (RDM). This analysis was
repeated for each cortical field and the hemifield model for all runs and monkeys (see Figure S6).

(B) Mean RDM of the right posterior superior temporal region (pST) region. The color bar reflects dissimilarity in percentiles (low dissimilarity, blue; high
dissimilarity, red/yellow).

(C and D) Hierarchical clustering (C) and multidimensional scaling (MDS) (D) of fMRI responses in right pST. Unsupervised hierarchical clustering (criterion:
average dissimilarity) revealed a hierarchical structure dividing left and right hemifields. MDS (criterion: metric stress) resulted in apparent segregation of data
derived from each hemifield (red versus blue).

(E) MDS based on dissimilarity (1 — Spearman’s correlation) between RDMs (see Figure S6E and STAR Methods section fMRI dissimilarity analyses for second-
order RDM). Visual inspection of the MDS structure reveals that the right pST RDM lies closer to the hemifield model than any other cortical region.

(F) Mean + SEM of Spearman’s correlation coefficients obtained from all monkeys and runs (n = 65) between CRs and hemifield code (see Figure S7 for individual
runs and monkeys) RDMs. RDM from the right pST relates more to the hemifield code than any other RDM.

et al., 2006), and optical imaging data (Nelken et al., 2008).
Although previous single-unit studies in mammals reported
contralateral tuning centered around +90°, our spatial tuning
measures derived from the BOLD responses show a rearward
shift in contralateral tuning (e.g., + 90°-120°). While LI shifts to-
ward more rear sound positions could potentially be due to the
expectancy of subsequent sound sources (Stange et al., 2013),
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they are in accordance with previous population measures of
neuronal tuning in awake monkey AC (Woods et al., 2006). Inter-
estingly, shifts in amplitude tuning around the midline were
drastic as compared to rear midline sectors indicating a sharp
slope tuning in frontal space as compared to rear sound posi-
tions, which suggest a potential different mechanism for coding
backward space.



In monkeys, single-unit studies have found neurons in poste-
rior regions (particularly area CL) with significantly sharper tun-
ing to spatial position (Kusmierek and Rauschecker, 2014;
Miller and Recanzone, 2009; Tian et al., 2001; Woods et al.,
2006). However, we found very small differences in the spatial
tuning curves between CRs. This could be due to the average
activity across large neuronal populations as reflected by the
BOLD signal and thus is conceivable that sharply tuned neu-
rons can only be detected at the single-unit level. Sharply tuned
neurons may also be more common in frontal auditory space,
where spatial resolution at the behavioral level is highest in
most species and where much of single-unit recording has
taken place. One important point to keep in mind is that our
experimental design does not include a spatial attention audi-
tory task, which has been shown to sharpen cortical responses
after learning (Lee and Middlebrooks, 2011). While biases in
spatial attention could be detected from the average shift
gaze in visual paradigms (Caspari et al., 2015), our auditory
stimuli included sound sources beyond the visual field, chal-
lenging our ability to reliably decipher shifts in gaze between
frontal and backward space. In addition, our data also included
imaging under general anesthesia in combination with eye mus-
cle paralysis. While anesthesia could potentially hinder the un-
derlying cortical mechanisms involved in coding auditory space
and paralytics could even obscure eye-movements modula-
tions in auditory cortex (Werner-Reiss et al., 2003), our experi-
mental approach allowed us to image the bottom-up driven
response to cortex without—presumably—top-down attention
effects. Considering the fact that fMRI indirectly measures the
pooled activity of cortical neurons and that responses were
similar between both awake and anesthetized conditions, we
believe that eye movements and attention were not a source
of response bias in our data from awake animals.

Contralateral and Asymmetrical Bias: Implications for
Human and Monkey Neuroimaging Studies
While single-unit studies consistently and invariably report a
contralateral bias in the firing rate of cortical neurons (Tian
et al., 2001; Miller and Recanzone, 2009; Stecker and Middle-
brooks, 2003; Werner-Reiss and Groh, 2008; Woods et al.,
2006), neuroimaging studies in humans have obtained mixed re-
sults with respect to the degree of contralaterality (Krumbholz
et al.,, 2007; Werner-Reiss and Groh, 2008; Zatorre et al.,
2002). Here we found a robust contralateral bias in the BOLD
contrast to equidistant hemifield sectors in both anesthetized
and awake monkeys, suggesting that the lack of contralaterality
in some previous neuroimaging studies in humans might be due
to differences in sound stimulation, i.e., sounds relying on ITD
(Krumbholz et al., 2007) or ILD cues alone, and might not be
due to an inherent lack of functional sensitivity in fMRI
(Werner-Reiss and Groh, 2008). Furthermore, our stimulation
design consisted of individualized (in-ear) binaural sound record-
ings and the bias we obtained in our contralaterality measures is
in accordance with human neuroimaging studies utilizing individ-
ualized spatial sounds (Derey et al., 2016; Mtynarski, 2015; Pal-
omaki et al., 2005; Salminen et al., 2009).

One interesting observation relates to laterality indices to
right-backward sounds (e.g., +150°-180°) that were asymmet-

rically shifted to the right hemisphere for three of the animals.
These results could be due to greater spectral and motion
sensitivity in the right hemisphere (Zatorre and Belin, 2001),
especially for backward space. In humans, the right hemi-
sphere is generally more involved in spatial auditory process-
ing (Baumgart et al., 1999; Krumbholz et al., 2007) and motion
detection (Warren et al., 2002; Griffiths et al., 1996). Further-
more, lesions to the right hemisphere in humans can result
in spatial hemi-neglect (Bisiach et al., 1984). In monkeys, pre-
vious neuroimaging work has focused on hemispheric biases
for vocal sounds (Gil-da-Costa et al., 2006; Ortiz-Rios et al.,
2015; Petkov et al., 2008; Poremba et al., 2004); however, until
now, no functional MRI study in monkeys utilizing spatial
sounds had been performed. In our present study, we found
a dynamic BOLD modulation in both hemispheres for spatial
(non-vocal) broad-band noise sounds. Interestingly, the right-
hemisphere response was strongly modulated across hemi-
field sectors, particularly in the pST region, as shown in the
small activation surrounded by deactivation in posterior and
anterior regions of AC (Figures 2A and 2B). These small ipsilat-
eral patches could correspond to EE regions (Imig and
Brugge, 1978; Reser et al., 2000) receiving callosal input
(Hackett et al., 1998; Pandya and Rosene, 1993), while
NBRs could be due to subcortical inhibition (Grothe, 2003)
or cortico-cortical lateral inhibition (Shmuel et al., 2006) from
EE cells in low-frequency ITD sensitive regions (Brugge and
Merzenich, 1973). In humans, the ability to localize sounds
based on ITD cues alone has been found to depend on an
intact right hemisphere (Bisiach et al., 1984; Spierer et al,,
2009). Our results here are in accordance with the role of
ITD cues in the right hemisphere of humans and support these
findings by showing that the pST region could segregate the
response patterns in an orderly manner similar to a hemifield
rate code (Salminen et al., 2009; Werner-Reiss and Groh,
2008). Our dissimilarity analyses also provide support for the
notion of a posterior region particularly sensitive to spatial
sounds (Rauschecker and Tian, 2000; Tian et al., 2001) and
coincides with previous single-unit and behavioral studies in
cats (Stecker et al., 2005; Lomber and Malhotra, 2008) and
single-unit studies in monkeys (Kusmierek and Rauschecker,
2014; Miller and Recanzone, 2009; Tian et al., 2001; Woods
et al., 2006), showing that posterior regions carry more spatial
information than primary cortical regions in agreement with a
posterior-dorsal auditory “where” pathway (Rauschecker
and Tian, 2000; Romanski et al., 1999).

Conclusion

Taken together, our results reconcile seemingly contradictory
views of auditory space coding by showing that the representa-
tion of space follows closely a hemifield code (Salminen et al.,
2009; Stecker et al., 2005; Werner-Reiss and Groh, 2008) and
that such representation depends on the availability of ITD
cues. Moreover, our data also suggest that the cortical activation
pattern across each AC, as a result of the hemifield tune
response, generates the right-posterior dorsal sensitivity for
space commonly seen in spatial studies (Baumgart et al.,
1999; Krumbholz et al., 2007; Rauschecker and Tian, 2000;
Tian et al., 2001) of primate auditory cortex.
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Further information and requests for resources and reagents should be directed, to and will be fulfilled by the Lead Contact,
Dr. Michael Ortiz Rios (michael.ortiz-rios@newcastle.ac.uk).

EXPERIMENTAL MODEL AND SUBJECT DETAILS

All neuroimaging data was obtained from four rhesus monkeys (Macaca mulatta); two males and two females paired in groups of two
or more. Experiments under anesthesia were performed in the two male monkeys (M1 and M2, 6-7 years of age, weighing 6-8 kg)
while experiments in awake-fMRI were performed in the two female monkeys (M3 and M4, 7-8 years of age, weighing 8 kg each).
Monkeys designated for awake experiments were implanted with head-holder under general anesthesia with isoflurane (1%-2%)
following pre-anesthetic medication with glycopyrrolate (i.m. 0.01 mg/kg) and ketamine (13 mg/kg). All surgical procedures under
anesthesia were approved by the local authorities (Regierungsprasidium Tubingen) and were handled in accordance with the
German law for the protection of animals and guidelines of the European Community (EUVD 86/609/EEC) for the care and use of
laboratory animals.

METHOD DETAILS

Auditory stimuli

Stimuli for tonotopic mapping consisted of 250 ms pure tones (PT), 1/3-octave and 1-octave band-pass noise bursts with center fre-
quency every octave from 0.125 to 16 kHz. These sounds were further filtered with an inverted macaque audiogram to simulate the
effect of different ear sensitivity at multiple frequencies. The stimuli were equalized so that they produced equal maximum root mean
square (RMS) amplitude (using a 200-ms sliding window) in filtered recordings. During experiments, all stimuli were played using a
QNXreal-time operating system (QNX Software Systems, Ottawa, Canada), amplified (Yamaha, AX-496) and delivered at a calibrated
RMS amplitude of ~80 dB SPL through electrostatic in-ear headphones (SRS-005S +SRM-252S, STAX, Ltd., Japan) attach to a
customize silicon earmold.

Binaural sound recordings

Monkeys were anesthetized (ketamine 0.2 mL + medetomidine 0.4 ml) inside an MRI-chair placed inside a sound-insulated acoustic
chamber (llitec, lllbruck Acoustic GmbH, Germany). In-ear miniature microphones (Danish Pro Audio 4060) were placed at the
entrance of the ear canals of the animal. A broadband noise signal (0.125-16 kHz, 100 ms in duration) was generated in MATLAB
(MATLAB 7.10) at a sampling rate and resolution of 48 kHz/16-bit and played through a loudspeaker (Apple Pro M653170, 2.2 cm
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radius) mounted on a circular frame around the MRI-chair. The recorded signals from the microphones were pre-amplified (Saffire
Pro 40, Focusrite) and recorded using Adobe Audition CS6 (Adobe, San Jose, CA).

The noise bursts were played every 5° (72 horizontal angle steps) from —180° to +180° at 0° elevations from the interaural plane. A
full horizontal plane was recorded at four distances (20, 30, 40 and 50 cm) from head-center for a total of 72 recordings per distance.
The signals measured ~82 dB SPL at 20 cm and ~70 dB SPL at 50 cm from the center of the monkey’s head (Briel and Kjeer 2238
Mediator SPL meter with the 4188 microphone). Recorded sounds contained all individual spatial cues (ITDs, interaural level differ-
ences [ILDs], and spectral cues, Figures S3A and S3B).

Offline, the recorded noise bursts were concatenated every 5° to form 12 spatial sectors (Figure 2G). For example, for positions
referring to the 0° to 30° sector the stimuli were concatenated in the following way: From 0° at a distance of 50 cm to 15° at a distance
of 20 cm every 5° to form a looming pattern and from 15° at a distance of 20 cm to 30° at a distance of 50 cm to form a receding
pattern; total duration = 1200 ms). The same pattern was applied inversely (30°/50 cm to 15°/20 and from 15°/20 to 30°/50). This
pattern shifts in directionality (2400 ms) was repeated 3 times (total time = 7200 ms). Such patterns were used to avoid adaptation
in the BOLD responses (Dahmen et al., 2010), to control for directionality (e.g., toward ear/away from ear) and to introduce dynamic
and amplitude modulation into the perception of horizontal positions. For the stimulus manipulation of ITD we calculated interaural
delay between left and right microphone signals using cross-correlation and subtracted the computed lag from either the left or the
right microphone signal.

Behavioral training for awake-monkey fMRI

Monkeys assigned to awake-fMRI experiments (M3 and M4) were trained to sit still in an MRI-compatible primate chair placed inside
an acoustically shielded box simulating the scanner environment. Inside the box, the animals were trained to be accustomed to wear
headphone equipment and to hear simulated scanner noise, presented by a loudspeaker. Eye movements were monitored using an
infrared eye-tracking system (iView, SensoMotoric Instruments GmbH, Teltow, Germany). Typically, while being trained or scanned
in the absence of any visual stimulation in darkness, the monkeys kept their eyes closed resembling a light sleep condition.

Anesthesia for fMRI

Anesthesia procedures have been described elsewhere (Logothetis et al., 1999). In brief, anesthesia was induced with a cocktail of
short-acting drugs (fentanyl at 3 pg/kg, thiopental at 5 mg/kg, and the muscle relaxant succinyl-choline chloride at 3 mg/kg) after
premedication with glyco-pyrrolate (i.m. 0.01 mg/kg) and ketamine (i.m. 15 mg/kg). Anesthesia was then maintained with remifentanil
(0.572 ug/kg/min) and the muscle relaxant mivacurium chloride (5 mg/kg/h). Physiological parameters (heart rate, blood pressure,
blood oxygenation, expiratory CO, and temperature) were monitored and kept in desired ranges with fluid supplements. Data acqui-
sition started approximately ~2 hr after the start of animal sedation.

MRI data acquisition

Images for anesthetized experiments were acquired with a vertical 7T magnet running ParaVision 4 (Bruker, BioSpin GmbH, Ettlin-
gen, Germany) and equipped with a 12-cm quadrature volume coil covering the whole head. All images were acquired using sparse
acquisition design with an in-plane resolution of 0.75 x 0.75 mm? with a 2 mm axial slice aligned parallel to the superior temporal
gyrus (STG) (Figures 1A and 1B).

For functional data, gradient-echo echo planar images (GE-EPI) were acquired with 4-segments shots (TR = 500 ms, TE = 18 ms,
flip angle = 40°, FOV = 96 x 96 mm?2, matrix = 128 x 128 voxels, slices = 9 - 11, slice thickness = 2 mm, resolution = 0.75 x 0.75 X
2 mm?® voxel size) with slices aligned to the STG. Followed by the functional scans, two in-session volumes (FLASH and RARE) were
acquired with the following parameters: for RARE (TE = 48 ms, TA = 24 ms, TR = 4000 ms, flip angle = 180°, FOV = 96 x 96, matrix =
256 X 256 voxels, resolution = 0.375 x 0.375 mm?, slice thickness = 2 mm, slices = 9-11); for FLASH (TE = 15 ms, TA = 24 ms,
TR = 2000 ms, flip angle = 69°, FOV = 96 x 96, matrix = 256 X 256 voxels, resolution = 0.375 x 0.375 mm?, slice thickness =
2 mm, slices = 9-11). For tonotopic mapping experiments with anesthetized animals, 14 EPI runs (120 volumes) were acquired for
M1 over one experimental session (day) and 16 runs (120 volumes) for M2 over one session; while for azimuth space experiments,
14 runs (150 time points each) were acquired for M1 over two sessions and 23 runs for M2 over two sessions.

Anatomical images, we acquired with high-resolution scan using a T1-weighted three-dimensional (3D) MDEFT pulse sequence
(4 segments, TR =15 ms, TE = 5.5 ms, flip angle = 16.7 ms, FOV =112 x 112 x 60.2 mm?®; matrix = 320 x 320 x 172 voxels, number
of slices = 172, resolution = 0.35 x 0.35 x 0.35 mm?® voxel size). A total of 6 scans were acquired to form an average MDEFT high-
resolution volume.

Measurements for awake-experiments were made on a vertical 4.7T magnet (Bruker, BioSpin GmbH, Ettlingen, Germany) equip-
ped with a 12-cm quadrature volume coil. We acquired functional images with 360 volumes per run for each monkey (GE-EPI
sequence: TR = 1000 ms, TE = 18 ms, flip angle = 53°, FOV = 96 x 96 mm?, matrix = 96 x 96 voxels, number of slices = 18, slice
thickness = 2 mm, resolution = 1.0 x 1.0 x 2 mm?®). For azimuth space experiments in awake-monkeys, 5 runs (360 volumes)
were acquired for M3 over one session. Given that 3 volumes were acquired in sparse sampling and the emitted power at any given
sequential volume was different but comparable across sparse blocks we separated first, second and third volumes and created 3
separate time courses (120 volumes each) per run. Thus a total of 15 runs per monkey were analyzed.
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Anatomical images were acquired with an MDEFT sequence customized for awake-experiments (TE = 15 ms, TA=840ms, TR =
2320 ms, flip angle = 20°, FOV = 96 x 96 x 80 mm?3, matrix = 192 x 192 x 80 voxels, slice thickness = 1 mm, resolution = 0.5 X
0.5 x 1 mmd).

QUANTIFICATION AND STATISTICAL ANALYSIS

GLM analyses

FMRI data analyses were performed using AFNI (Cox, 1996), FreeSurfer (Dale et al., 1999), SUMA (Saad et al., 2004) and MATLAB
(MathWorks). Preprocessing included slice-timing (3dTshift) correction, spatial-smoothing (3dmerge, 1.5 mm full width at half-
maximum Gaussian kernel) and scaling of the time series at each voxel by its mean. Subsequent analyses were performed on
both smooth and un-smooth data.

Smooth data was used mainly for visualization purposes while most second order analyses (e.g., dissimilarity analyses) were per-
formed on unsmooth data. For awake-fMRI data, motion correction (3dvolreg) was used to exclude volumes that contained motion
shifts > 0.5 mm and/or rotations > 0.5 degrees from further analyses. Lastly, we used 3dDeconvolve for linear least-squares detrend-
ing to remove nonspecific variations (i.e., scanner drift) and regression. Following preprocessing, data were submitted to general
linear modeling analyses which included 12 spatial-condition-specific regressors and six estimated motion regressors of no interest
for awake-fMRI data. For each stimulus condition (sectors 1 to 12) we estimated a regressor by convolving a one-parameter gamma
distribution estimate of the hemodynamic response function with the square-wave stimulus function. We then performed t tests con-
trasting each azimuth sector condition with baseline (“silent” trials). To obtain auditory modulated voxels we first contrast all sounds
versus silent conditions to select voxels for further analyses (see also Figure S1). Subsequently, contrast analyses between equidis-
tant spatial sectors were performed to quantify hemifield biases.

The average anatomical scans (n = 6) were spatially normalized (3dAllineate), the head and skull removed (3dSkullStrip), and ex-
tracted brains were corrected for intensity non-uniformities from the radiofrequency coil (3dUniformize). After intensity corrections,
the volumes were segmented to obtain white and gray matter. Whole-brain surfaces were then rendered along with the extracted
surfaces of the STG using Freesurfer (Figure 1B). Finally, we illustrated the results on a semi-inflated cortical surface extracted
with SUMA to facilitate visualization and identification of cortical regions and boundaries.

FMRI phase-mapping analyses

3dRetinoPhase scripts from AFNI were used for phase-mapping analyses. The coherence of the fMRI time series at the stimulus pre-
sentation cycle was used to measure the strength of the BOLD response amplitude in each voxel. Coherence measures the ratio of
the amplitude at the fundamental frequency to the signal variance, ranging between 0 and 1 (Barton et al., 2012; Wandell et al., 2007).
The measure of coherence is

fo+4 2
C(fo):A(fo)/< > A (f)z)

f=fo-4

where fy is the stimulus frequency, A(fo) the amplitude of the signal at that frequency, A(f) the amplitude of the harmonic term at the
voxel temporal frequency f and Af the bandwidth of frequencies in cycles/scan around the fundamental frequency f,. For all tonotopy
stimuli fy corresponds to twelve cycles (12/1200 s = 0.01 Hz) and Af corresponds to the frequencies around the fundamental
excluding the second and third harmonics (see Figure 2A for an example of voxel harmonics). In the case of spatial mapping, f, cor-
responds to twelve cycles (12/1800 s = 0.0067 Hz). Each voxel was given a coherence threshold value of 0.3. The phase response at
fo encodes the sound frequency (or azimuth in degrees in case of the spatial domain) (see Figure 1E for an example of three voxels in
A1). Phase peaks were plotted across cortical space for qualitatively comparison between sound frequency and space maps (see
Figure S3). Volumes acquire during silent periods were excluded from this analysis.

Laterality index

Significant activations (g FDR > 0.05) from the two hemispheres were used to calculate a laterality index (LI). Given that Lls show a
threshold dependency we measured LI curves to provide a more comprehensive estimate over a whole range of thresholds and to
ensure that lateralization effects were not caused by small numbers of highly activated voxels across hemispheres. The LI curves
were based on t-values obtained from each condition and were calculated using the LI-toolbox (Wilke and Lidzba, 2007) with the
following options: +5 mm mid-sagittal exclusive mask, clustering with a minimum of 5 voxels and default bootstrapping parameters
(min/max sample size 5/10000 and bootstrapping set to 25% of data). The bootstrapping method calculates 10,000 times Lls using
different thresholds ranging from 0 until the maximum t-value for each condition. For each threshold a cut-off mean value is obtained
from which a weighted mean (LIwm) index is calculated (Wilke and Lidzba, 2007). This analysis returns a single value between —1 and
1 referring to a right- or left-sided hemispheric bias. Indices between —0.25 and +0.25 were used to exclude a lateralization bias.
Indices higher than +0.5 or below —0.5 were designated strongly lateralized.
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Spatial tuning curves

Circular statistics and spatial tuning curves were performed using the CircStat toolbox for MATLAB (Berens, 2009). The spatial
spread of the BOLD response to each azimuth sector was used to calculate spatial tuning curves. The total number of voxels per
CR was used to calculate the percentage of significantly active voxels (g FDR < 0.05), either positive or negative, per azimuth sector.
Descriptive statistics, mean, resultant vector length, variance, standard deviation and confidence intervals (see Table S1) were calcu-
lated using the following functions: circ_mean, circ_r, circ_var, stats and circ_confmean respectively. A Rayleigh test was applied to
all circular data with the function circ_rtest, to test whether data was uniformly distributed around the circle or had a common mean
direction. All deviations from circular uniformity were highly significant (Rayleigh test, p < 0.001) for all CRs, accepting the alternative
hypothesis of a non-uniform distribution.

FMRI dissimilarity analyses

Representational similarity analyses (RSA) were performed using the MATLAB toolbox for RSA (Nili et al., 2014). The beta coefficients
(B) obtained from the fitted GLM to each stimulus condition (n = 12) were subjected to pairwise Pearson’s correlation (R) and the dis-
tance (1 — R) to each spatial sector was ordered into a 12 x 12 representational dissimilarity matrix (RDM) (Figure 7). This analysis was
repeated for each CR, AC and hemifield model, providing a total of 11 RDMs (Figures S6A and S6B). For further analyses, we aver-
aged the RDMs for each session and monkey, resulting in one RDM for each CR or hemisphere and model. To visualize the geometry
of the responses without assuming any categorical structure we used multidimensional scaling (MDS). MDS arranges the spatial po-
sition of sound sources in two dimensions such that the distance between them reflects the dissimilarities between the response
patterns they elicited. Similar hierarchical clustering was used to visualize the subdivisions in responses patterns. However, unlike
MDS, this method assumes the existence of some structure, but not a particular arrangement.

For the hemifield code RDM we used the ITD delay functions for pairwise correlations (Figure S6C) and linearly combined noisy
estimates of the ITD RDM with a categorical-model RDM (Figure S6D). We then measured the relationships between the matrices
by calculating the dissimilarity distance (1 — Spearman’s R) obtaining a second-order dissimilarity matrix (Figure S6E). We used
Spearman’s correlation coefficient as to not assume a linear match between RDMs from CRs and the hemifield model (Kriegeskorte
et al., 2008). Multidimensional scaling (MDS) was then performed on the second-order RDM to visualize the similarity distances
between cortical representations and the hemifield model (Figure 7E).

DATA AND SOFTWARE AVAILABILITY

The accession number for the imaging data reported in this paper is http://dx.doi.org/10.6084/m9.figshare.4508576. Custom scripts
had been deposited under https://github.com/ortizriosm/Auditory-space.

ADDITIONAL RESOURCES

Additional information about brain research on non-human primates could be found on http://hirnforschung.kyb.mpg.de/en/
homepage.html.
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10.5 Ilustrated description of the unsupervised network classifier developed
for the study “Simultaneous resting-state and visually-driven functional
networks in the macaque brain”.
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Unsupervised Network Classifier

Objective: To group volumes of fMRI data based on spatial similarity using an
unsupervised algorithm.

Inputs: fMRI spatial maps and a spatial similarity threshold. Currently, the threshold has
to be decided a priori but alternative criteria, such as bootstrapping, can be straightforwardly
implemented in potential future releases.

Algorithm: The code is matlab-based and works with different kinds of fMRI images;
however, one of its function requires AFNI (http://afni.nimh.nih.gov/afni/). This algorithm can
be easily expanded, taking into account additional features, such as temporal similarity or graph

metrics factors. The description of the algorithm is illustrated with a real application to one of
my datasets. The goal was to group 80 resting state networks, 20 from each of 4 sessions, in
groups of four elements.

Step 1. To find all n-tuples permutations with repetition for all the components of each
session for all n-sessions. Here, every possibility is referred to as a group candidate. In my
example, the permutation of the four sessions resulted in 160.000 group candidates
(20*20*20*20 components).

Step 2. To combine every two components of every group candidate and to calculate
the pairwise spatial similarity coefficients for every combination. By default, spatial similarity
coefficients are calculated with with AFNI’s “3ddot” function. However, alternative similarity
indexes, such as unscaled dot products, least square fit coefficients, eta-squared coefficients
(Cohen et al. 2008) or Sorensen-Dice coefficients, can be selected instead. Concerning the
example, six pairwise spatial correlation coefficients were calculated for each of all 160.000
group candidates (tables 1 and 2).

Table 1: All possible group candidates for a dataset containing 4 experimental sessions, namely
B10.xK2, B10.yB1, B10.yn1 and B10.yP1. In this case, each element of the 4-tuple group represents

1 of the 20 components, numbered from 0 to 19, of each session.

Group B10.xk2 B10.yB1 B10.yn1 B10.yP1

candidate  (components)  (components)  (components) (components)

02 0 0 0 1

160.000 19 19 19 19

187



Table 2: A summary of every possible pairwise spatial similarity coefficient and related similarity
indices (SI). SI was based on spatial correlation of voxels above an a priori chosen threshold (z > 1,
rightmost column). Particularly to this case, SI is the root-mean-square level (rms) of all pairwise

spatial similarity coefficients present in the corresponding row.

Group B10xk2& B10xk2& B10xk2& B10yB1& B10yB1& B10ynl&

candidate gjoyB1  B1Oynl B1OyP1  B10ynl  B1OyP1  B1OyP1

01 0.78 0.79 0.80 0.76 0.84 0.78 0.7933
02 0.79 0.79 0 0.76 0 0 0.5499
160.000 0.01 0.01 0.46 0.04 0.01 0 0.1887

Step 3: To calculate the similarity index (Sl) for every group candidate. By default, Sl is
calculated as the root-mean square (rms) of all spatial similarity coefficients in each group
candidate. The advantage of rms is pairwise proximity have a greater weight, facilitating the
exclusion of outlier components in post hoc analysis (Fig. 1). Nonetheless, any other desired SI
function can be passed as an argument to change the default Sl calculation.

Case A&B A&C A&D B&C B&D C&D Sl

(PSS) (PSS) (PSS) (PSS) (PSS) (PSS) (arithmetic mean) (rms)

1 0.5 0.5 0.5 0.5 0.5 0.5 0.5000 0.5000

2 1 1 0 1 0 0 0.5000 0.6124

Fig. 1: Schematic representation of differences in the calculation of similarity indices using
arithmetic mean and with root mean square (rms). Case 1 illustrates an instance where networks A,
B, C and D partially overlap with each other with a correlation of 0.5. Alternatively, case B represents an
occurrence where A, B and C perfectly overlap with each other but not at all with D. While arithmetic
mean of pairwise spatial correlations can’t differentiate both cases, rms provides a greater value in case
B (attached table). In a post-hoc analysis, outliers present in case B can be easily identified and removed
of the group. Note that in this illustration, each component is illustrated in 2D space; however, real f{MRI

components are volumetric objects and evaluated accordingly.
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Table 3: Remaining groups with respective pairwise spatial similarity coefficients and spatial

similarity indices.

Final B10xk2 B10xk2 B10xk2 B10yB1 B10yB1 B1Oynl Sl

8roUP  g1oyB1 BlOynl B10YyP1 B1Oynl B1OyP1 B10yP1

01 0.78 0.79 0.80 0.76 0.84 0.78 0.7933
02 0.79 0.75 0.84 0.67 0.77 0.77 0.7689
03 0.73 0.80 0.75 0.71 0.79 0.74 0.7521
04 0.61 0.86 0.69 0.64 0.81 0.71 0.7257
05 0.68 0.68 0.74 0.70 0.55 0.52 0.6493
06 0.68 0.53 0.72 0.43 0.64 0.64 0.6141
07 0.46 0.52 0.42 0.68 0.70 0.54 0.5624
08 0.49 0.56 0.63 0.52 0.55 0.58 0.5567
09 0.73 0.74 0.15 0.75 0.35 0.22 0.5537
10 0.68 0.53 0.52 0.61 0.54 0.36 0.5499
11 0.17 0.30 0.44 0.67 0.53 0.69 0.5048
12 0.14 0.34 0.46 0.56 0.41 0.54 0.4327
13 0.37 0.41 0.46 0.32 0.41 0.37 0.3917
14 0.31 0.44 0.24 0.21 0.68 0.19 0.3853
15 0.29 0.08 0.23 0.31 0.57 0.31 0.3329
16 0.33 0.26 0.30 0.32 0.39 0.35 0.3276
17 0.11 0.51 0.42 0.10 0.05 0.43 0.3271
18 0.03 0.01 0.24 0.49 0.08 0.02 0.2260
19 0.00 0.08 0.05 0.02 0.03 0.40 0.1674
20 0.00 0.02 0.00 0.00 0.00 0.02 0.0111
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Step 4: To rank all group candidates in descending order of similarity indices.

Step 5: To exclude repeated components in less ranked groups. In this example, as the
highest rank group candidate was composed of network components “0, 0, 0, 0”, all other group

candidates containing component 0 were excluded. In the next step, the next highest rank group

was chosen and the same process was exhaustively repeated (Tables 3 and 4).
Step 6: To average all components of each group.

Table 4: Final selected groups and respective components.

Final group B10.xk2 B10.yB1 B10.yn1 B10.yP1
01 0 0 0 0
02 10 2 8 6
03 1 4 5 1
04 4 17 14 11
05 3 14 2 9
06 5 6 16 5
07 17 1 12 10
08 12 15 18 12
09 11 3 11 15
10 9 12 6 4
11 16 13 15 18
12 19 18 9 19
13 2 5 7 8
14 6 16 13 16
15 18 11 17 2
16 7 10 1 7
17 14 19 3 14
18 13 7 19 13
19 8 9 10 3
20 15 8 4 17
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Results: Final groups clustered by our unsupervised network classifier.

GO1

B10.yP1

Average

Figure 2. Groups of independent components automatically formed by our custom-written
unsupervised network classifier dealing with all four different resting-state sessions of M1. Groups are
displayed column-wise and are numbered from GO1 to G20, while sessions are displayed row-wise (B10.xk2,
B10.yB1,B10.ynl, and B10.yP1). Last row of top and bottom groups contain averages of the four individual
components above it. Color scale represents empirical Z-scores outputted by GIFT software, which is a
measure of similarity between the timecourse of each voxel with the timecourse of the related independent

component (Calhoun et al. 2001).
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“From my early youth I have had the strongest desire to understand or explain
whatever I observed, —that is, to group all facts under some general laws. These causes
combined have given me the patience to reflect or ponder for any number of years over
any unexplained problem. As far as I can judge, I am not apt to follow blindly the lead

of other men." — Charles Darwin.
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