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Summary

Memories are a fundamental part of our lives. We use stored information in order to make
decisions and perform activities that require high-order mental processing. Such ability relies
on network mechanisms, involving prominently the hippocampal and parahippocampal
systems, and their interaction with the rest of the brain. The neural computations
underlying memory storage and retrieval are thought to involve highly transient microcircuit
activities that correlate with changes in the excitability of neural circuits. These changes
selectively modulate the signaling between groups of cells across distinct brain circuits,

ultimately supporting the emergence of more globally coordinated activities.

Intracortically-recorded brain signals display a rich variety of such transient activities: brief,
recurring episodes of deflection or oscillatory activities that reflect cooperative neural circuit
mechanisms. These network patterns of activity, also called neural events, span multiple
spatio-temporal scales, and are believed to be basic computing elements during cognitive
processes such as learning and off-line memory consolidation. However, both the large-scale
and microscopic-scale cooperative mechanisms associated with these episodes remain poorly
understood. This knowledge gap arises partly due to methodological limitations of existing
experimental approaches, specifically in measuring simultaneous micro- and macroscopic
aspects of neuronal activity in the brain. Therefore, this dissertation sought to study the
relationship between ongoing spontaneous neural events in the hippocampus, brainstem
and thalamic structures at micro-, meso- and macroscopic scales by combining data from
intracortical recordings, multi-compartmental network models, and functional magnetic

resonance imaging (fMRI).

In the first paper of this dissertation, we investigated the dynamics of neural events in
the hippocampus. We isolated various types of events corresponding to hippocampal
sharp wave-ripples (SWR) —episodes of release of synchronous neuronal activity in CA1,
thought to be critical for memory consolidation— and investigated their neuronal correlates.
Specifically, we investigated whether variations in the local field potential (LFP) signature
reflected differences in the coordination of global neural activity translated into changes of
brain-wide blood-oxygenation-level-dependent (BOLD) fMRI activity. SWR LFP activity
—classified into several subtypes— was indeed associated with distinct neocortical and
subcortical BOLD fMRI activation patterns. Our results suggest that SWR episodes are
highly heterogeneous and may instantiate cortico- and subcortico-hippocampal interactions
of differentiated nature. The interactions at play during each SWR, subtype may occur in

support of distinct off-line and waking-related mnemonic processes.
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In the second paper, we investigated the neurophysiological mechanisms underlying SWR
episodes. In this study, we sought to address the role played by CA3 rhythmic input,
as well as the role of CA1 local pyramidal cells and interneurons in SWR. emergence.
Using a multi-compartmental model of the CA3-CA1 network, we found that SWR emerge
locally from the driving of CA1 pyramidal cells by local interneurons’ recurrent somatic
inhibition, whereas somatic excitation controls the amount of pyramidal cells involved in
single ripples. Local interactions within CA1 and incoming input from CA3 are largely
frequency-specific, where CA3 coordinates its interactions with CA3 assemblies by gamma,
but not ripple oscillations. Our model reproduces a wide range of characteristics present in
in vivo cellular and LFP activites associated with SWR, offers key insights to precisely
establish the hippocampus-dependent mechanisms underlying memory trace reactivation

and consolidation, and suggests new experimental directions.

In the third paper, we investigated the dynamics of pontogeniculooccipital (PGO) waves
across several brain regions, and specifically their relationship with hippocampal activity.
The link between pontine-thalamic and hippocampal activities has been reported in the
literature, yet, the neurophysiological nature of this selective coupling is not well-understood.
We recorded the activity of the pontine region, lateral geniculate nucleus (LGN) and
hippocampus simultaneously, and found that PGO waves —brief potentials propagating
from pons to LGN and to neocortex— come in two different types. Marked by antagonistic
neuronal population responses, PGO wave types co-occurred with hippocampal events
in a differentiated manner. Type I PGO waves (also referred to as slow-wave sleep-PGO
waves) co-occurred with SWR complexes; whereas type II PGO waves (also referred to as
rapid-eye movement (REM) sleep-PGO waves) co-occurred with highly transient bouts
of theta-like activity in the hippocampus. These results provide the first evidence for
brain state-dependent, transient and long-range interactions likely related to hippocampal-
neocortical, and ponto-geniculo-neocortical functional networks, possibly associated with

distinct memory-related functions.

Altogether, the results of this dissertation support the view that neural events are triggers
or modulators for specific mnemonic processes extending across several global brain
states (namely, slow-wave sleep and REM sleep). These events herald interactions across
networks of several brain domains. Throughout this work I present experimental and
theoretical evidence that distinct subtypes of events —segregated on the basis of their
physiological properties— are likely associated with distinct brain-wide dynamics. Thus,
the local microcircuit activities and the global activity of the brain are tightly intertwined
during neuronal processing across diverse behavioural states. Finally, our results hold
wide implications for existing mechanistic models of hippocampal SWR and PGO waves,
for future large-scale computational models, together with directions for new in vivo

experiments in behaving animals.






Chapter 1

Synopsis

1.1 General motivation of the project

Containing ~86 billion nerve cells (Azevedo et al., 2009), the brain is one of the most
complicated systems we know of in the universe. Nerve cells are massively interconnected,
establishing numerous interactions that occur many times per second. It is, therefore,
difficult to imagine how with a machinery of such complexity, the human brain is functional
at all. The brain is capable of supporting and regulating all aspects of physiological activity
in the body. In order to account for this large diversity of processes, brain activity displays
a high degree of self-organised coordination, occurring across several large-scale neural
networks. The dynamical states that underlie the interactions in such a complex system
cannot be described in terms of the individual activities of its billions of cells. Indeed,
brains —as many physical systems— undergo transitions between macroscopic states. Thus, a
better understanding may be achieved by monitoring the network-level activity of multiple

processing centres in a concurrent manner.

The organisation of brain activity suggests that processes such as learning and memory
result from the concerted activity of many regions, spanning several states. For instance, it
is well-known that upon changes in neuromodulatory activity the brain can display different
types of activities associated with behavioural states of waking, and the distinct stages
of sleep (Hobson, 2009; Pace-Schott and Hobson, 2002). These activities translate into
distinct dynamical regimes of individual anatomically-coupled networks. Neural patterns
of activity within these subsystems often signal periods of both enduring and transient
changes of neuronal excitability that affect the activity of other sub-structures in a precise
manner (Logothetis, 2015).

A remarkable emerging characteristic of brain networks is oscillatory activity, often referred

to as brain rhythms. These rhythmic activities are highly dependent on the global state

of the brain, and are thought to be crucial for cognitive processing (Pace-Schott and
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Hobson, 2002). During periods of quiescence and slow-wave sleep (SWS), slow oscillations
—prevalent across the neocortex— organise several oscillatory activities occurring in other
subsystems of the brain (Sirota and Buzsaki, 2005). Such activities come in the form
of transient episodes which we call neural events. Neural events include K-complexes,
thalamo-cortical spindles, and population events in the hippocampal CA1 subfield known
as sharp wave-ripples (SWR). K-complexes correspond to large, slow deflections in the
electrical activity associated with bursting cortical neurons. They are temporally coupled
with spindles, and both are correlated with the occurrence of both slow changes in neural
firing and SWR episodes in the hippocampal formation (Siapas and Wilson, 1998; Ji and
Wilson, 2007; Peyrache et al., 2011). Thus, it is clear that the physiology underlying
cognitive processes largely falls within complex-system paradigms. Yet, to date, it remains

incompletely understood.

In my dissertation, I pursued this quest by studying the physiological activity of the brain
associated with learning and memory. In particular, recordings of the electrical potential of
CA1, and across pontine-thalamic-neocortical systems during sleep have provided evidence
for a constellation of neural events critical for memory consolidation (Buzsaki, 2015; Datta,
2006). Our fascination for these spontaneous events is catalysed by their striking correlation
with activity patterns across the whole brain (Logothetis et al., 2012; Logothetis, 2015)
whose properties have become our question generators. Thus, we studied the activity of
the hippocampal CA1, the pontine region and the thalamus during periods associated with
off-line memory consolidation. Specifically, through principled analyses of concurrent multi-
site intracortical recordings, whole-brain fMRI and a series of minimal multi-compartmental
models, we investigated the micro-circuits and brain-wide structures whose activities are

modulated during different types of memory-associated neural events.

1.2 Memory in the brain

Storing information and then using it to guide behaviour is a remarkable ability of the
brain. Decades of investigation have established that the hippocampus plays a central
role in these processes. The link between the hippocampus and memory processes was
first suggested by the seminal work of Scoville and Milner (1957). In their investigation, a
patient known as H.M. was unable to create new episodic memories after bilateral medial
temporal lobe resection, including the resection of both hippocampi. After this study,
accumulating experimental evidence identified the hippocampus as a critical structure for

declarative memory.

A series of later studies attributed a role for spatial memory to the hippocampus of rodents.

O’Keefe and Dostrovsky (1971) observed that a subset of hippocampal neurons selectively
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increased their firing rates as the animals occupied specific locations in an environment.
The existence of these cells, known as place cells, and the observed spatial memory deficits
upon lesion of the hippocampus have led to the proposal that hippocampal activity provides
a cognitive map of the animal’s spatial environment (O’Keefe and Nadel, 1978). Subsequent
research revealed that cells in the hippocampal formation can encode other aspects of
space such as boundaries (Lever et al., 2009), direction of the animal’s head (Taube et al.,
1990a,b), and speed (Kropff et al., 2015). In addition, grid cells found in the medial
entorhinal cortex (MEC) suggest the existence of a spatial code in the form of ‘triangular
coordinates’. This code is thought to be the basis of spatial location represention in absence
of sensory input, and updated by the animal’s movements (Fyhn et al., 2004; Hafting et al.,
2005). Nevertheless, the hippocampus does not only code for spatial properties. Recent
experimental evidence demonstrates that cells in the hippocampal formation are involved
in a repertoire of other representations including contextual information, object recognition
and time (Eichenbaum et al., 1987; Eichenbaum, 2014; Hok et al., 2007; Moita et al., 2003;
Manns and Eichenbaum, 2009).

Whereas the hippocampus is fundamental in encoding declarative memories, the hip-
pocampus alone cannot store stable, long-lasting representations. Indeed, a great body
of evidence suggests that information is stored in the neocortex in the long-term. It is
currently assumed that the role of the hippocampus in enabling the neocortex to acquire
new knowledge can be explained using a two-stage process. Learning trials are first encoded
in the hippocampus during ongoing behaviour. In a second stage, the hippocampus allows
the brain to experience ‘virtual’ training trials, manifested as the spontaneous retrieval
of episodic memory while the brain is in an off-line state, e.g. during periods of calmness
or sleep. This reactivation process of labile memories in hippocampus and neocortex
is thought to potentiate cortico-cortical connections, hence providing the basis for the
formation of new assemblies. This theoretical account is in line with the seminal studies of
Wilson and McNaughton (1994), and Skaggs and McNaughton (1996), where reactivation

of cell pairs was observed during sleep after a spatial experience.

After these studies, increasing experimental evidence demonstrated that after 1 to 2 hours
of a behavioural experience, during periods of calmness or SWS hippocampal CA1 cells
fired brief sequences of action potentials that were also expressed during waking (Lee and
Wilson, 2002). These sequences have several important properties. First, they are often
concurrently replayed in both hippocampus and neocortex (Lee and Wilson, 2002; Ji and
Wilson, 2007). Second, in both hippocampus and neocortex, firing sequences correspond
to series of temporally-compressed versions of place-cell firing sequences played during
wakefulness (Euston et al., 2007). Third, replay occurs in neocortex during periods where
delta oscillations/K-complexes field activities are observed (Peyrache et al., 2009; Johnson
et al., 2010). Finally, hippocampal replay occurs simultaneously with a special pattern of

field activity known as SWR complexes, also occurring within the CA1 subfield (Buzsaki
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et al., 1992; Lee and Wilson, 2002), which are discussed in depth later in this work. Notably,
neocortical reactivation tends to follow that in the hippocampus (including the occurrence
of SWR), suggesting that the hippocampus is driving the neocortex during the reactivation
process (Wierzynski et al., 2009). As consolidation progresses, memories that initially
depend on the hippocampus become distributed in neocortical circuits, possibly displaying
categorical structure, i.e. a form of ‘hierarchical clustering’ of neuronal representations
over time (McClelland et al., 1995).

Whereas these theoretical and experimental advances have been fundamental to our
understanding of memory, how the brain networks interact in order to store and retrieve
complex information remains unknown. The original discovery of SWR episodes and their
intrinsic properties was a critical step towards this understanding (Buzsaki et al., 1992;
Buzsaki, 1986, 2015). Indeed, the reactivation process occurring during hippocampal SWR,
is thought to be a convenient mechanism for memory consolidation from a theoretical
perspective. For example, SWR. are the most synchronous events in the mammalian brain,
associated with a robust enhancement of excitability in the hippocampal formation, and
behaviourally-relevant spiking content (Mizunuma et al., 2014; Csicsvari et al., 1999; Lee
and Wilson, 2002). These, together with their electrical and intrinsic properties, are thought
to be ideal to induce plasticity in target structures. Furthermore, although it was initially
observed during SWS and quiescence periods, SWR reactivation also occurs during active
behaviour (Foster and Wilson, 2006; Dupret et al., 2010; Singer et al., 2013), indicating
that reactivation during several brain states could support consolidation. The generation
of SWR complexes in various behavioural contexts and brain states likely involves brain-
wide network mechanisms, and as a consequence, SWR-related brain dynamics may vary,
reflecting different types of interactions with cortical and subcortical systems. Furthermore,
a detailed study of SWR and its underlying elementary network activities is fundamental to
understand its physiological mechanisms, and may provide new insights into the mechanisms

of fast oscillatory episodes observed during epilepsy (Karlocai et al., 2014).

In this thesis work, we combined data from a novel multi-modal experimental approach
known as neural-event-triggered functional magnetic resonance imaging (NET-fMRI) with
biophysically-inspired computational models in order to investigate the SWR phenomenon to
a full extent, comprising several spatio-temporal scales. Although most of this investigation
is dedicated to SWR episodes, partly motivated by our first results, we also investigated
the relationship between brainstem and thalamic neuronal activities —more specifically,
that of pontine nuclei and LGN, respectively— and hippocampal neuronal activities during
SWR and non-SWR epochs. In particular, we studied a second type of episode thought
to represent the main drive of glutamatergic discharges during sleep-dependent memory

formation known as pontogeniculooccipital (PGO) waves (Datta, 1997, 2006).

The rest of the introduction is organised as follows: First, I present an overview of the
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anatomy of the hippocampal formation, followed by a brief summary of the physiological
electrical activity of the hippocampus, with emphasis on primates. Finally, I summarise
the main subcortical circuits that modulate hippocampal activity, and provide an overview

of PGO waves and their putative role in memory formation.

1.3 Anatomical organisation of the hippocampal formation

To understand the relationship between the hippocampal circuits’ dynamics and the
emergence of macroscopic brain activity, it is fundamental to have a basic understanding
of the connectivity within the hippocampus, and its anatomical links with the rest of the
brain. Therefore, in this section, I focus on the fundamental aspects of the anatomical
organisation within the hippocampal formation that relate to processing of mnemonic

information.

1.3.1 Structures and connectivity within the hippocampal formation

The hippocampal formation is an elongated, bilateral structure located in the medial
temporal lobe and highly preserved across mammalian species. The hippocampus runs
along a posterior-anterior axis in primates (dorsal/septal to ventral/temporal in rodents).
Its anatomy and physiology are well-preserved with phylogenetic development (Andersen
et al., 2006). This fact has served to unify views on the structure and role of the hippocampus
in primates and humans, with extensive experimental demonstrations in other animal

species such as rodents.

The regions of the hippocampal formation include the dentate gyrus (DG), subiculum,
presubiculum, parasubiculum, entorhinal cortex (EC) and the subfields of the hippocampus
proper (referred to as cornu ammonis, CA fields) (Andersen et al., 2006). In the following
subsections I give an overview of the anatomy of these structures in the rodent, as most
of the existent evidence has been derived from experimental preparations in such animal
species. For extensive reviews on the anatomical details of the hippocampal formation,
the reader is referred to Andersen et al. (2006), van Strien et al. (2009), and Witter and
Amaral (2004).

The rodent hippocampal formation is a C-shaped structure situated in the caudal part
of the brain. The shape of the hippocampal formation is commonly appreciated from its
dorso-ventral (also referred to as septo-temporal) axis. Several of its anatomical properties
vary across its proximo-distal and transverse axes (see Figure 1.1) (Witter et al., 2000).
Each hippocampal subfield is organised in a series of layers formed by oriented pyramidal
cells (Amaral and Witter, 1989). The first layer (from top to bottom in Figure 1.1B) is a
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basal dendritic layer in the CA called stratum oriens (SO), followed by the pyramidal cell
layer (or stratum pyramidale, SP) composed by principal cells and interneurons, and two
other (apical) dendritic layers known as stratum radiatum (SR) and stratum lacunosum-
moleculare (SL-M). In the DG, the first layer is known as hilus composed by interneurons

and so-called mossy fibers, followed by a granule cell layer and a molecular layer that

separates the DG from the hippocampal fissure.

Ventral-dorsal
C - >

Figure 1.1: (A) Location of the hippocampal formation (bilateral, curved structure in
green) in the rodent brain. The illustration displays the hippocampus, subiculum and
EC (lateral part of the brain). (B) Nissl-stained coronal section (as indicated in A by the
black dotted plane) illustrating the transverse axis of the hippocampus. Abbreviations
are as follows: CA, cornu ammonis; SO, stratum oriens; SP, stratum pyramidale; SR,
stratum radiatum; SL-M, stratum lacunosum-moleculare; f, hippocampal fissure; ML,
molecular layer; GCL, granule cell layer; H, hilus. Scale bar 200 ym. (C) Horizontal
section of the rodent brain (as indicated in A by the red dotted plane) indicating the
location of subiculum and EC. The horizontal slice is useful to depict the connectivity
of the hippocampal formation and the tri-synaptic loop. Arrows indicate synaptic links
between cell populations of each subfield. EC projects to DG/CA3 and CA1 subfields
of the hippocampus through the perforant and temporoamonic pathways, respectively,
targetting the distal dendritic layer of CA subfields (at SL-M). DG projects to CA3 through
the mossy fibers. CA3 and CA1 are coupled by means of so-called Schaffer collaterals.
Finally, the projections between CA1l and subiculum are reciprocal (see also Witter et al.
(2000)), and both subiculum and CA1 project back to EC. Panel A is adapted from the
Allen Mouse Brain Atlas (Brain Explorer 2, Allen Institute for Brain Science), available
online at http://mouse.brain-map.org. Panel C is adapted from Sosa et al. (2016).

The hippocampus is strongly and reciprocally connected to an adjacent system referred
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to as the parahippocampal region (van Strien et al., 2009). The parahippocampal region
comprises the presubiculum, parasubiculum and EC, together with the perirhinal and
postrhinal cortices. The parahippocampal region is organised in a layered structure, where
each layer receives and sends projections of differentiated nature. For example, the EC
—subdivided into medial (MEC) and lateral (LEC)- receives sensory input that travels into
the hippocampus via the perforant pathway. This pathway consists of projections from
EC layer II to the apical dendrites of DG granule cells (in the molecular layer), and the
SL-M of CA2 and CA3. EC layer III targets subicular neurons and the SL-M of CA1. This
projection —known as temporoammonic (TA) pathway— is organised in the proximo-distal
axis analogous to that of layer II, with the LEC projecting to the proximal and distal
portion of the subiculum and CA1, respectively, and the MEC projecting to the distal and
proximal portion of the subiculum and CA1, respectively (Ito and Schuman, 2012; Gigg,
2006).

Probably the most well-known aspect of the hippocampal anatomical connectivity is the
so-called tri-synaptic circuit. This circuit connects in a feedforward manner the EC to the
DG, DG to CA3, CA3 to CAl, and CA1 back to EC (Ramon y Cajal, 1893; Andersen
et al., 2006). The intra-subfield connectivity of hippocampal structures has been object of
extensive research, given the complexity of its local recurrent connections and long-range

afferents.

1.3.2 Dentate gyrus (DG)

The DG comprises three layers. The molecular layer contains interneurons, and is excitatory-
cell free. The granule cell layer —forming the V- or U-shape of DG— is a densely packed
layer of somata, which borders with the hilus. The main cell types of the DG are the
granule cell and the pyramidal basket cell. Other types of interneurons are also present in

the granule cell layer and the hilus.

The primary excitatory input to the granule cells originates from EC layer II, although they
also receive feedback input from mossy cells (located in the hilus) (Buckmaster et al., 1996).
Mossy fibers form either recurrent or feedforward connections, with virtually no presence
in the molecular layer. Mossy fibers target both CA3 pyramidal cells and interneurons.
DG neurons do not project to any region other than CA3 within the hippocampus or
outside the hippocampus, including the parahippocampal region. Finally, the DG receives
projections from subcortical areas such as the septal nuclei, hypothalamus and brainstem
neuromodulatory inputs (Bland and Oddie, 1998; Vertes, 1982; Vertes et al., 2004).
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1.3.3 Hippocampus proper

The rodent hippocampus, also known as hippocampus proper, is divided into three cornu
ammonis (CA) fields (CA1, CA2 and CA3), each comprising four or five layers. In primates
—including humans— the hippocampus proper is divided into four CA fields, where the
CA4 corresponds to the region between the DG and the most proximal end of CA3. The
layer organisation of the CA fields is very similar, with one somatic layer (SP), one basal
dendritic field (SO) and two apical dendritic layers (SR and SL-M). Notably, CA3 has an
additional dendritic layer —absent in both CA1 and CA2- referred to as stratum lucidum
(SL), corresponding to the region where the DG granule cells contact CA3 synaptically
through the mossy fibers.

The subfields CA3, CA2 and CA1 have different recurrent local connectivity, giving rise to
a repertoire of population activities. These activities can be modulated upon the state of

subcortical and neocortical systems as discussed in Sections 1.4 to 1.6 of this work.

1.3.3.1 CA3 and CA1 networks

The DG granule cells receive primary input from EC via the perforant pathway. These cells
then project to CA3 through the mossy fibers. In contrast to the usual tri-synaptic model,
there are several back-projections from CA3 to the hilus and the inner molecular layer of
DG across the whole septo-temporal axis (van Strien et al., 2009). The only documented

extrahippocampal projection to CA3 is that of the septal nucleus (Bland and Oddie, 1998).

The recurrent nature of the CA3 network is historically well-acknowledged (Lorente de
No, 1934), where recurrent circuits were initially linked to feedback chains of connected
neurons. CA3 pyramidal cell axons have extensive ramifications in stratum oriens and
radiatum of CA3 establishing synaptic contacts with other CA3 partners. The recurrent
(often called associational) connections of CA3 are sometimes locally concentrated. For
example, along its proximo-distal axis (1.1B), cells located proximally in CA3 synapse with
other proximal cells. However, projections from middle and distal CA3 project extensively
throughout the transverse axis of CA3 (Andersen et al., 2006). Experimental evidence
from paired recordings in CA3 pyramidal cells suggests that one pyramidal cell contacts
30-60% other pyramidal cells (Li et al., 1994; Debanne et al., 1995; Pavlidis and Madison,
1999) with postsynaptic potentials of approximately 1 mV (Miles and Wong, 1986) (see
also Ramirez-Villegas et al. (2017b)).

All portions of CA3 contact CA1, being the major input of the latter structure. Synaptic
terminal distribution strongly depends on the spatial location of the CA3 neurons sending

projections. The CA3-CA1 connectivity follows both transverse and oblique orientations
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through CA1l. Note that in Figure 1.1C I have drawn the Schaffer pathway as it is
conventional from research papers (from CA3 pointing to SR), however, both SR and SO
of CA1 are targets of CA3 projections (Andersen et al., 2006).

As the reader will see in the computational models of the CA3-CA1 network (Paper 2 of
this dissertation), in sharp contrast to CA3 anatomical connectivity, the CA1 network
does not possess associational connections (for a quantitative estimate see Bezaire and
Soltesz (2013)). The reason for this is that most CA1 axonal projections travel throughout
the extent of the alveus (bordering the deep part of CA1) or SO to the subiculum. It is
possible that CA1 collaterals target interneurons in the basal dendritic fields (such as SL-M
interneurons), although CA1 principal neurons also target other CA1 interneurons such
as peri-somatic basket cells (Takacs et al., 2012; Amaral et al., 1991). This rather ‘odd’
connectivity pattern is the neural basis of population neuronal activities that I investigated
in the second paper of this dissertation. Finally, CA1 pyramidal cells and interneurons are
synaptic targets of EC (layer III) through the TA pathway (Kloosterman et al., 2004; Ito
and Schuman, 2012). The TA pathway contributes to shape the activity of CA1 (Spruston,
2008) depending on the behavioural state of the animal (Sirota et al., 2003; Hahn et al.,

2012), yet its neurophysiological characteristics are not well-understood.

CA1 sends projections to subiculum and EC. The projection of CA1l to subiculum is
topographically organised (Amaral et al., 1991; Gigg, 2006). Proximal CA1 pyramidal
cells target distal subiculum, whereas distal CA1 cells project to proximal subiculum (the
portion closest to CA1). The projection of CA1 to EC terminates in the deep layers of EC.
The proximal part of CA1 projects to MEC, whereas distal CA1 projects to LEC. Finally,
CA1 also sends projections to perirhinal and postrhinal cortices (Witter et al., 2000).

1.3.3.2 CA2

Historically, much of the investigation has focused on CA3, CA1l and DG networks, while
CA2 has received scarce attention. However, recent evidence suggests that CA2 plays an
important role in spatial memory formation and consolidation (Oliva et al., 2016; Kay
et al., 2016). CA2 receives projections from EC layer II via perforant pathway and CA3,
and is the only subfield in the hippocampus that receives input from the supramammilary
nucleus (SuM, located in the hypothalamus) (Vertes and McKenna, 2000; Magloczky et al.,
1994). Like CA3, CA2 neurons have strong associational connections, and send afferents to
CA1 primarily located in SO, but also in SR. CA2 sends axons that back-propagate to
CA3 (Tamamaki et al., 1988; Ishizuka et al., 1990), yet the role of this backpropagation is

unclear.



26

1.3.4 Subiculum

The subiculum is the major output structure of the hippocampus, projecting to EC and
perirhinal cortices, retrosplenial area, prefrontal (PFC) and anterior cingulate (ACC)
cortices, and several subcortical structures including the hypothalamus, septal nuclei,
amygdala, nucleus reuniens of the thalamus and nucleus accumbens (O’Mara et al., 2001;
O’Mara, 2005). The CA1 subfield sends its primary projection to the subiculum. The
existence of a subicular oligosynaptic anatomical backprojection to CA1 is supported by
early and recent evidence (Kohler, 1985; Sun et al., 2014). The simultaneously excitatory
and inhibitory subicular projection targets all layers of CA1, where connections return
back to their CA1 cell of origin (Sun et al., 2014).

The inputs and outputs of the subiculum differ along the septo-temporal axis, and along
the proximo-distal axis. The dorsal subiculum mostly targets cortical regions, and receives
afferents from anterior thalamus, medial septum (MS), perirhinal, PFC, visual cortex and
intrahippocampal input from CA1; whereas the ventral subiculum receives inputs mostly
from subcortical structures such as vestibular nuclei and hypothalamic nuclei, sending

return projections to these areas (O’Mara et al., 2001; Gigg, 2006).

1.3.5 Entorhinal cortex (EC)

The EC is a major interface in the flow of information in the hippocampal formation, as it
is the entry point of sensory information and the point of relay of information from the
hippocampus to the neocortex. The EC is a structure comprising six layers: four cellular
ones (II, ITI, V, VI) and two plexiform ones (I, IV). The EC forms strong associational
connections, originating from both superficial and deep layers. While layers II and III
(superficial layers) project mainly to superficial layers, deep layers project to both superficial
and deep layers (Andersen et al., 2006). Interestingly, this connectivity pattern completes a
loop where the information that arrives to the EC can be relayed back to the hippocampus.
On the basis of anatomical connectivity, the EC is also regionally divided into medial
(MEC) and lateral (LEC) portions. The MEC has been long ascribed to spatial information
processing, while LEC is thought to convey information about objects, cues and odors
(Deshmukh and Knierim, 2011, 2013).

Cells across the EC have been shown to be functionally distinct, thus adding another
dimension of complexity to these circuits. This functional distinction is thought to be the
basis of spatial-navigation neural coding. For instance, grid cells are the most common
subtype (Hafting et al., 2005), found in MEC layers IT and III (Zhang et al., 2013), and
have been also found in the human EC (Jacobs et al., 2013). Border cells which exhibit

fields selective to the spatial limits of an environment, and head-direction cells, which are
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selective for the orientation of the head of the animal, comprise another two major groups
of MEC cells (Solstad et al., 2008; Giocomo et al., 2014). As many neurons in the brain,
MEC cells also show mixed selectivity in encoding these aspects of spatial navigation (Sosa
et al., 2016).

The EC receives numerous projections from several areas of the brain, which could allow
for this elaborated spatial processing. These inputs can be divided into two main groups:
inputs to EC superficial layers (I-I1I), and inputs to EC deep layers (IV-VI). The inputs
to superficial layers are the source of information to the DG, CA and subiculum. These
inputs are thought to be fundamental for memory processing and form the basis of cortico-
hippocampal communication across several behavioural states (Sirota et al., 2003; Isomura
et al., 2006; Hahn et al., 2012; Schomburg et al., 2014). The major cortical inputs to
superficial EC originate from olfactory and piriform cortices, together with polysensory
areas perirhinal and postrhinal. Inputs to deep layers arise from the ACC, insular cortex,
and retrosplenial area, whose activities can be relied back from deep to superficial EC layers
and hence, to the hippocampus. The anatomical organisation of the EC may be partly the
basis of the functional dissociation between ventral and dorsal parts of the hippocampus
(Moser et al., 1995; Henke, 1990), as only the caudal and lateral parts of the EC —which
project to septal hippocampus— are targetted extensively by cortex. Other EC afferents
include insular, temporal, parietal and occipital areas (Andersen et al., 2006). The major

proportion of EC efferents contribute to high-order associational and polysensory cortices.

The anatomical substrates of the hippocampal formation, its highly recurrent intra-field
connectivity and the nature of its afferents are the basis for a wide range of characteristic
electrical activities, which I studied extensively in this dissertation and shall introduce in

the next section.

1.4 Electrical signatures of hippocampal activity. Part I

Recording the neuronal activity of the hippocampus allows us to understand how infor-
mation processing about the outside world takes place in the brain circuits, and how this
highly dynamical process is translated into memories. The principles outlined in this

section, however, apply to any brain circuit under study.

Brain activity can be recorded as electroencephalogram (EEG) using surface electrodes
placed on the scalp, as electrocorticogram using electrodes directly in contact with the
cortical surface, or using electrodes that penetrate the cortical surface, reaching the
extracellular milieu, often referred to as intracortical EEG. Electrophysiological preparations

on unrestrained animals typically use electrodes placed into brain structures of interest
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in order to investigate their function on the basis of an integrated and spatially localised
signal known as mean extracellular field potential (mEFP). The mEFP is a measure of
the electrical activity generated by the various neural processes surrounding the recording
electrode tip (Quian Quiroga and Panzeri, 2013; Buzsaki et al., 2012; Logothetis and
Wandell, 2004).

The electrode —depending on its construction properties— can isolate the activity of single
neurons, i.e. the extracellular signature of their action potentials, also known as single-unit
activity (SUA). These action potentials are markers of the interaction between one cell
and its partner cells, and therefore can be used to study the relationship between the
neural activity of a given cell or a small group of cells, and the behaviour of the animal
during a specific task. Alternatively, an electrode can be used to record the summed
action potentials from hundreds of neurons within one or more subpopulations. This
summed activity is known as multi-unit activity (MUA). Both SUA and MUA reflect
similar processes, however, MUA recordings are less sensitive to electrode placement than
SUA, and MUA represents a larger spatial integration of neuronal activities from which
the activity of single cells is difficult to isolate. Typically, both SUA and MUA -as they
correspond to very fast time-scale processes— can be isolated by high-pass filtering the

mEFP signal using standard digital filtering techniques.

What neural processes do the lower frequencies of the mEFP represent? The low-frequency
activity (up to ca. 330 Hz) of the mEFP signal —known as the local field potential
(LFP)- represents slow fluctuations of the extracellular voltage. The origin of the LFP
is not straightforward, and represents the weighted sum of neural processes present in
the transmembrane currents exerted by individual neurons (Buzsaki et al., 2012). These
microscopic-scale events include synaptic activity (Whittingstall and Logothetis, 2013;
Logothetis and Wandell, 2004), action potentials (Ray and Maunsell, 2011; Schomburg
et al., 2012; Reimann et al., 2013), calcium spikes (Schiller et al., 2000), intrinsic currents
(Llinas, 1988), spike afterpotentials (Reimann et al., 2013; Gustafsson, 1984; Harada and
Takahashi, 1983), gap junctions (Draguhn et al., 1998; Traub and Bibbig, 2000), neuron-glia
interactions (Kang et al., 1998), and ephaptic coupling (Anastassiou et al., 2011).

The LFP also shows some dependence on the neuronal geometry. For instance, pyramidal
cells have long apical dendrites and —in the CA of the hippocampus, for example— lie
oriented perpendicular to the surface of the stratum pyramidale. This so-called ‘open field’
configuration generates dipoles along the neural axis due to the spatially separated active
portion of the membrane from its corresponding return currents. These dipoles contribute
strongly to the LFP. Conversely, this is not the case for radially-symmetric neurons, which
due to geometric cancellation on radially-even arborisations, have a weaker contribution
to the extracellular potential than pyramidal cells (Schomburg et al., 2012). However, in

a strict sense, a ‘closed field’ would only occur when all dendrites are activated at the
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same time, which is not the case in reality (Buzsaki et al., 2012). Furthermore, some
radially-symmetric neurons —such as some hippocampal interneuron subtypes— have the
capacity to pace network oscillatory episodes due to their fast kinetic properties (Schlingloff
et al., 2014; Stark et al., 2014). These activities are likely broadband with predominant
high-frequencies, and may contribute to the shape of the LFP spectrum. Thus, the LFP

should be understood in the specific context of underlying network dynamics.

There is a direct link between transmembrane currents and the dipolar structure of the LFP
(for details the reader is referred to the seminal contributions of Nicholson and Llinas (1971),
Nicholson (1973), and Nicholson and Freeman (1975)). Briefly, the extracellular milieu is
assumed continuous, homogeneous, ohmic (that is, there is no charge accumulation; rather,
there are currents that appear and disappear in the medium), and isotropic (the same
in all directions). The last assumption allows us to express the conductivity as a scalar
quantity o. The transmembrane currents are distributed along the axis of the cell (parallel
to the dendritic tree), that is, along lines at the cylindrical axes of the neurons (Nicholson
and Llinas, 1971). The field potential is observed at some point of the extracellular
medium. In reality, the observation point is the point in space occupied by the measuring
electrode. Therefore, the potential at that point can be computed as a volume integral
of the transmembrane current that is inversely proportional to the distance between the
current generator and the observation point (that is, the location of the electrode). One
may infer that due to the planar symmetry of the neuronal population in an oriented array
of neurons, current changes mainly occur along the axis of the neuron, vanishing in other
directions (Nicholson and Llinas, 1971).

From the previous physical notions, we can already conclude that the LFP is a highly
integrated measure, reflecting the input to a given cell population, together with its local
active processes and includes the activity of several cellular subtypes. It follows that the
LFP is a key signal to understand neuronal network mechanisms that result from cognitive
processes (e.g. learning and memory, attention, perception) and pathology (e.g. epilepsy,
Alzheimer’s disease). The use of LFP, however, has limitations. Namely, since it reflects
many neuronal processes at the population level happening at a given time point, the
LFP is inherently ambiguous (Einevoll et al., 2013). Consequently, it requires principled
methodological approaches to understand its content, and to turn this understanding
into conclusions about neuronal processing. I argue that —to some extent— it is possible
to decompose the LFP into several biophysically-relevant elementary components. In
particular, the second paper of this dissertation shows that some frequency-dependent
LFP components can be ascribed to dynamical aspects of network-level processing (e.g.
coordinated post-synaptic potentials and spiking currents). In turn, these components
may correlate with activities specific to distinct cell groups, thus reflecting the dynamical

context in which certain neuronal processing occurs (Ramirez-Villegas et al., 2017b).
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1.4.1 Content of the hippocampal LFP

The LFP of the hippocampus reflects the intrinsic dynamics of highly recurrent subcircuits
(see section 1.3). This property provides the hippocampus with the ability to exert a
number of distinct rhythmic activities, varying across hippocampal subfields and with the
behavioural state of the animal. More importantly, rhythms in the hippocampal LFP are
associated with population-level processing of mnemonic information as it will be discussed

in the present subsection of this dissertation.

1.4.2 Place cells and theta rhythm

As mentioned earlier, a notable characteristic of the cells in the rodent hippocampus is their
ability to fire at specific spatial locations. Due to this spatial specificity these (excitatory)
cells are referred to as place cells (O’Keefe and Dostrovsky, 1971). The spatially-tuned
receptive field of a place cell is called place field, and represents the region in which the cell
fires at its maximum, while remaining silent (or almost silent) at other locations. Place
cells fire at specific phase of the hippocampal LFP rhythm known as theta (O’Keefe and
Recce, 1993). The elementary notions about this rhythm that I describe here apply to

rodents. Later on, I generalise them to other animal species, and particularly primates.

Theta is a low frequency —quasi sinusoidal— oscillation in the frequency range 3-12 Hz with
a center frequency of approximately 8 Hz, that dominates the hippocampal field activity
during the locomotor state (Vanderwolf, 1969; O’Keefe and Recce, 1993; Wilson and
McNaughton, 1994), and also during periods of paradoxical (rapid-eye movement, REM)
sleep (Jouvet, 1969). Theta has been long associated with coordination of information
processing within the hippocampus. In particular, with coordinating the activity of place
cells that ultimately encode locations in space (Buzsaki, 2002). For reasons explained
later in this chapter, the physiological significance of theta remains elusive. However, it is
possible that a theta-like low-frequency rhythm (whether transient or sustained) bears a

similar role across several mammalian species (Sosa et al., 2016).

The theta rhythm is thought to be controlled by a chain of linked subcortical structures.
Amongst these, the medial septum/diagonal band of Broca (MS-DB) is thought to play a
critical role. Lesion studies suggest that inactivation of MS-DB abolish theta oscillations
in all cortical targets (Petsche et al., 1962; Bland et al., 1994). MS-DB sends inhibitory
connections onto DG/CA3/CA1 basket cells, whose rhythmic input results in transient
bouts of disinhibition of pyramidal cells. Similarly, cholinergic input into the hippocampus
depolarizes both pyramidal neurons and basket cells promoting their rhythmic discharge
(Bland and Oddie, 1998; Buzsaki, 2002). Thus, the theta phases represent ongoing changes

of excitation and inhibition (Csicsvari et al., 1999). Other structures contributing to the
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theta rhythm are the SuM nucleus (Kocsis and Vertes, 1994; Kirk and McNaughton, 1993),
EC (Kamondi et al., 1998), posterior hypothalamus and the pontine region (Oddie et al.,
1994; Kirk and McNaughton, 1993; Bland et al., 1994; Vertes et al., 1993).

Although the foundations of theta remain somewhat unclear, one may safely conclude that
theta relies on the rhythmic discharge of both inhibitory and excitatory hippocampal cells,
and depends upon local network interactions that can be greatly influenced by the activity
of a chain of subcortical nuclei and the EC. Finally, the interplay between spiking activity,
theta and gamma rhythms may establish the basis of episodic memory encoding in the
brain (Lisman and Idiart, 1995; Lisman, 2005; Schomburg et al., 2014; Fernandez-Ruiz
et al., 2017).

1.4.3 Gamma oscillations

Gamma activities -LFP oscillations in the frequency band 25-100 Hz in rodents— are ex-
pressed by hippocampal circuits during the awake state (locomotion), periods of quiescence,
SWS and REM sleep (Sullivan et al., 2011, 2014; Schomburg et al., 2014). The exact
definition of gamma activity in terms of an explicit frequency range is obscure in the
rodent literature. Ranging from a lower bound of 20 Hz, and reaching an upper bound of
140 Hz, gamma activity seems to contribute to information transfer and to bind neuronal
ensembles (Csicsvari et al., 2003; Schomburg et al., 2014). Hippocampal gamma activity
also comes in different flavors. A low range —known as slow gamma— corresponding to
25-55 Hz (or 20-50 Hz) (Colgin et al., 2009; Sosa et al., 2016), and a high range —or fast
gamma— comprising the frequencies 60-100 Hz (or 50-90 Hz, or 50-140 Hz) (see Colgin
et al. (2009), and Sullivan et al. (2011)).

Evidence suggests that within the hippocampal formation gamma activity is generated
due to the activity of interneurons (Csicsvari et al., 2003; Colgin, 2016; Buzsaki and Wang,
2012) and input from EC (Schomburg et al., 2014). The emergence of gamma correlates
with that of theta, as it is also prominent during awake, locomotor and REM-sleep states.
Furthermore, gamma phase and amplitude are coupled to theta (Colgin et al., 2009; Bragin
et al., 1995).

Whether slow and fast gamma are two network-related activities generated by distinct
mechanisms was an open question until very recently. Recent evidence suggests that
different gamma rhythms are differentially expressed by distinct layers of CA1 (Colgin
et al., 2009; Schomburg et al., 2014). Slow gamma activity —obeying the CA3-related
Schaffer collateral input— is expressed in SR, whereas fast gamma —arising from the EC
layer IIT or TA pathway— dominates in SL-M. These activities were consistently observed

during locomotion and REM sleep, suggesting common mechanisms of information routing



32

during hippocampal theta-related states (Colgin et al., 2009; Schomburg et al., 2014).
Furthermore, subpopulations of CA1 interneurons are differentially activated by CA3- and

EC-related gamma activities (Lasztoczi and Klausberger, 2014).

1.4.4 Sharp wave-ripples (SWR)

In contrast to the regular theta activity during locomotion and paradoxical sleep, the
hippocampus also exerts periods of asynchronous activity, also referred to as large-amplitude
irregular activity (LIA). Unlike theta, LIA displays a pattern of activity covering the entire
LFP spectrum (<330 Hz), rather than a narrow-band, regular rhythm. The hippocampus
displays LIA during periods of awake immobility and SWS, when synchronous activity
occurs only transiently. These transient activities include gamma oscillations (Sullivan
et al., 2011), spindles (Sullivan et al., 2014), and SWR complexes (Buzsaki, 1986; Buzsaki
et al., 1992). SWR episodes have been the focus of enormous attention (the reader is
referred to Buzsaki (2015) for an extensive review), due to their involvement in declarative
memory processes (Girardeau et al., 2009; Nakashiba et al., 2009; van de Ven et al., 2016).

As pointed out earlier in this work, SWR episodes are likely the most synchronous activities
in the brain (Chrobak and Buzsaki, 1994, 1996). When theta-related inhibition from
MS-DB is released in the hippocampus, due to the recurrent nature of the CA3 circuitry,
groups of cells produce irregular, but recurring episodes of highly synchronous activity.
These bursts of activity —associated with gamma-like LFP activity (Sullivan et al., 2011)—
produce a large population-level depolarization in the apical dendritic fields of CA1. The
synchronous, yet massive recruitment of CA1 pyramidal cells and interneurons —with an
estimate of 50000 to 100000 participating neurons— produces a short-lived (50-150 ms)
high frequency oscillation (ca. 150-250 Hz in rodents) known as ripple (Buzsaki et al.,
1992; Csicsvari et al., 1999). SWR episodes are ubiquitous across several mammalian
species, and have been recorded in mice, rats (Buzsaki et al., 1992; Csicsvari et al., 1999;
Sullivan et al., 2011), bats (Ulanovsky and Moss, 2007), rabbits (Nokia et al., 2010), cats
(Kanamori, 1985), monkeys (Skaggs et al., 2007; Logothetis et al., 2012; Leonard et al.,
2015), and humans (Axmacher et al., 2008). This fact has lead to the hypothesis that the
physiological role of these episodes is phylogenetically conserved (Buzsaki, 2015).

In section 1.2, I have discussed that episodic memory is initially encoded in the hippocam-
pus. Furthermore, the structures of the hippocampus may give the brain the ability to
spontaneously retrieve memories. A phenomenon known as replay is thought to underlie
this process. During replay hippocampal cells that were active during previous awake
experience reactivate to form brief snippets of experience-related activity (Wilson and
McNaughton, 1994; Skaggs et al., 1996; Lee and Wilson, 2002). These brief snippets of

activity —in line with theoretical and experimental evidence— must be fast so as to be
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suitable to induce plasticity in neuronal populations of target structures (Euston et al.,
2007). The first demonstration that a spatial-sequence replay occurs simultaneously with
field SWR episodes was established by the study of Lee and Wilson (2002). In their
experiment, rats ran back and forth linear tracks for a reward at each end. During theta,
place cells were selectively activated as the animals traversed the tracks. However, during
off-line periods (i.e. periods of quiescence and SWS) the place cells that fired during
the task were selectively active during SWR episodes, following the same sequence of
place-field activations of the awake experience. This replay, representing an immediate
spatial experience of a rodent, occurs both in the forward and reverse orders in a brain
state-dependent fashion (Diba and Buzsaki, 2007).

The physiological significance of SWR has been demonstrated by several studies, where
selective suppression of SWR episodes was a sufficient condition to impair the animal’s
performance during spatial memory tasks (Girardeau et al., 2009; Nakashiba et al., 2009;
Jadhav et al., 2012; van de Ven et al., 2016; Ego-Stengel and Wilson, 2010; Gerrard et al.,
2008). However, despite the increasing number of studies investigating the role of SWR
and replay, whether memory consolidation and retrieval are a direct consequence of the
SWR phenomenon remains debated (see Carr et al. (2011), Dupret et al. (2010), van de
Ven et al. (2016), Leonard et al. (2015); Leonard and Hoffman (2016)). SWR epochs
form about 10% of the hippocampal LIA during immobility (Buzsaki, 2015), thus, it is
likely that the remaining proportion of activity contributes to encoding and retrieval of
information as well (see Kay et al. (2016)), and that the SWR phenomenon is one part of

(probably the chain of) memory consolidation and retrieval mechanisms.

Recent studies link the occurrence of awake SWR, with consolidation of new information.
For instance, van de Ven et al. (2016) found that off-line reactivation is only required when
establishing ensemble patterns representing a novel environment, but not a familiar one.
Furthermore, the reinstatement of the new spatial memory was impaired by suppressing
SWR, but also depended on its initial encoding stage. In another study, Papale et al. (2016)
observed that the occurrence rate of awake SWR, diminished after epochs of vicarious trial
and error (VTE), whereas increases of awake SWR rate at reward sites were associated
with decrease in VTE subsequently, at choice points. Furthermore, decreases of VTE with
prevalence of SWR ocurred as animals learned to exploit the learning rule. Altogether, these
studies suggest that SWR that occur during waking —associated with periods of quiescence
or rest at rewarded locations— are important for awake learning processes, whereas already
stabilised memories may not require this mechanism in order to be further strengthened. In
addition, the interplay between theta sequences, VI'E and SWR may contribute to states
of deliberation and consolidation processes that could link an experience to its outcome
(Foster and Wilson, 2006; Gupta et al., 2010).
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1.4.5 Neuronal mechanisms of SWR

The underlying neuronal mechanisms of SWR have been the topic of many investigations
(also extensively reviewed in Buzsaki (2015)). However, since the discovery of these transient
episodes (O’Keefe, 1976; Buzsaki, 1986; Buzsaki et al., 1992), these mechanisms are not
well understood. The candidate mechanisms of SWR, generation appointed so far by
experimental and theoretical investigations include remote and intrahippocampal network
interactions (Buzsaki et al., 1992; Csicsvari et al., 1999; Sirota et al., 2003; Vandecasteele
et al., 2014), pyramidal neuron-interneuron synaptic interactions (Schlingloff et al., 2014;
Stark et al., 2014), axo-axonal electrical coupling (gap junctions) (Dermietzel and Spray,
1993; Traub and Bibbig, 2000), and ephaptic effects (Ozen et al., 2010; Anastassiou et al.,
2011; Buzsaki, 2015).

There are a series of global circuit mechanisms that permit the emergence of SWR
complexes. These mechanisms include the control of inhibition and glutamate release
within the hippocampus. One of the most extensively studied hippocampal inputs in
relation to this process is that of the MS-DB due to its ability to exert strong influence
on hippocampal neuronal activity (Petsche et al., 1962; Bland et al., 1994; Oddie et al.,
1994). Experimental evidence indicates that cholinergic input to the hippocampus from
MS-DB interferes with SWR emergence. In line with early electrical stimulation and
pharmacological studies (Gray and Ball, 1970; Bland and Bland, 1986; Lawson and Bland,
1993; Oddie et al., 1994), in vivo optogenetic stimulation of MS cholinergic neurons
increases theta oscillations. In addition, this theta enhancement occurs at the expense of a
significant decrease in SWR occurrence even when excitation to septal cholinergic cells is
not sufficiently strong to generate theta (Vandecasteele et al., 2014). Thus, in the absence
of the suppressing effects of distinct neuromodulatory systems —due to the recurrent nature
of the hippocampal circuitry— SWR episodes are ‘released’ in the hippocampus proper. |
discuss the topic of neuromodulatory control of hippocampal circuits more in depth in a

separate subsection of this work (see Subsection 1.6).

SWR-related bursts usually emerge from the CA3a subfield (adjacent to CA2 in the
hippocampus transverse axis), and this synchronous discharge causes depolarization of
CA1 apical dendrites due to CA3c (at the proximal end of CA3, closest to the hilus)
output (Csicsvari et al., 2000). Although this represented the most accepted mechanism of
SWR until very recently, two studies have provided evidence for the role of CA2 in SWR
initiation. Oliva et al. (2016) recorded network and single-cell activity of all structures in
the hippocampus proper (namely, all CA subfields) in vivo, and observed that SWR-related
synchronous activation of CA2 ensembles preceded that of all other CA subfields during
both SWS and waking states. Interestingly, CA2 neurons depolarised the basal dendrites of
CA1 cells that produced an inverse-polarity sharp wave (i.e. a positive field deflection) in
apical dendritic fields of CA1, indicating that different patterns of SWR field activities may
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be co-expressed in CA1 due to the CA2-triggering network. These findings are in line with
those of the first paper of this dissertation, wherein SWR complexes were classified into
distinct putative groups. Notably, I found that one of the groups correspond to a sharp
wave with inverse polarity, whose time-frequency characteristics differ from the ‘classical’

sharp waves reported in other studies.

In addition, a subpopulation of CA2 neurons fires selectively before SWR, episodes (Oliva
et al., 2016; Kay et al., 2016). These cells were found in the deep layers of CA2, suggesting
subcircuit anatomical and functional differences (Oliva et al., 2016). Finally, this group of
neurons were suggested to encode location during periods of immobility (Kay et al., 2016).
These observations suggest a role for CA2 during mnemonic processing, and initiation of
SWR episodes.

Experimental observations in trangenic mice suggest that ripples persist after blockade
of CA3 (Nakashiba et al., 2009). However, time-frequency features of CA3-blockade
SWR were largely modified, resulting in a weaker form of oscillation with a lower high
frequency peak (~110 Hz). Ripple persistence in this scenario leads to the hypothesis
that input may arrive from EC via the TA pathway to the SL-M of CA1, where otherwise
the effectiveness of EC in generating CAl-bursts is limited by CA3 due to the activation
of oriens lacunosum-moleculare (OLM) interneurons during physiological SWR activity
(Buzsaki, 2015).

Another contributor to hippocampal SWR activity may be the subiculum. An in vitro study
—combining electrophysiology and calcium imaging— reported that a subset of subicular
neurons was activated approximately 100 ms before the occurrence of hippocampal SWR
(Norimoto et al., 2013). Surgical resection of the CAl-subiculum projection further revealed
that, while subiculum activities following SWR were abolished, those preceding SWR were
still observed. Altogether, these in vitro data suggest that CA1l circuits may be also
controlled by a subicular-CA1 backprojection, specifically during SWR. However, since CA1
SWR episodes’ rate was not significantly affected upon inactivation of the CAl-subiculum

projection, this input may not be critical for SWR to emerge in the hippocampal network.

The local (CA1) generators of SWR episodes seem to be more controversial than their
remote contributors. The associational CA3 network’s bursting activity is brought to CA1l
apical dendrites, wherein a large depolarization can be recorded. What happens in stratum
pyramidale, however, offers more room for debate. The frequency of ripple oscillations in
pyramidal cells is not voltage dependent, suggesting network rather than intrinsic ionic
mechanisms (Ylinen et al., 1995). Several lines of evidence suggest that the interplay
between pyramidal cells and inhibitory cells produces the high-frequency oscillation in CA1.
This excitation-inhibition interaction (E-I model) was suggested by the first experimental
studies and several modeling studies on SWR (Buzsaki et al., 1992; Ylinen et al., 1995;
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Brunel and Wang, 2003; Memmesheimer, 2010). Others, with less popular lines of thought,
argue that ripples may come about by excitation of electrically-coupled pyramidal cells (axo-
axonal gap junctions), while interneurons are relatively passive elements in the rhythmic
discharges (Draguhn et al., 1998; Traub and Bibbig, 2000; Schmitz et al., 2001; Traub
et al., 2012).

Recent experimental evidence offers new insights into the mechanisms of ripple oscillations
in CA1l and CA3 networks. Stark et al. (2014) studied SWR-related CA1 activities
in vivo, whereas Schlingloff et al. (2014) investigated SWR in CA3 in vitro. Although
recordings were done in different hippocampal subfields and experimental conditions, these
studies agreed in many findings. First, both studies concluded that a minimal amount of
excitation is a necessary prerequisite for SWR episodes to emerge. Specifically, Stark and
collaborators observed that SWR-like episodes emerged after applying localised optogenetic
depolarizations to pyramidal cells and interneurons. Second, the role of excitation is
critical, as SWR are aborted upon silencing of pyramidal cells. Third, silencing the
activity of perisomatic interneurons terminates ripples. Notably, this effect was observed by
Schlingloff and collaborators after applying gabazine in vitro, while also observed by Stark
and collaborators by optogenetically silencing parvalbumin (PV)-expressing interneurons.
Thus, ripple oscillations may depend upon a transient regime of synchrony of interacting
pyramidal cells and interneurons. It is hypothesised that SWR underlie both mutual
synaptic inhibition, together with E-I loops. This scenario supports the results obtained in
both studies on the basis of pyramidal cell-related discharges, time-locked and paced by
fast coordinated inhibition, which in turn is ripple-coherent due to the inhibitory-inhibitory
cell connections (Schlingloff et al., 2014). Furthermore, inhibitory-inhibitory synapses may
partly establish the conditions for SWR to emerge upon a transient imbalance of excitatory
activity (Stark et al., 2014; Mizunuma et al., 2014).

Despite the experimental evidence provided by previous studies, it is difficult to establish
a dichotomy between E-I and E-I-I models (for a discussion see Buzsaki (2015)), and to
what extent they are implemented in CA1/CA3 networks (see also the work of Chiovini
et al. (2014), who propose that interneurons have highly resonant firing properties, and
ripples may result from fast dendritic calcium events). Moreover, it is difficult to assess
to what degree silencing interneurons is effective in abolishing SWR, or to what extent
progressively enhanced interneuronal activity would either reduce or enhance ripples and

their physiological time-frequency characteristics.

These questions are investigated in the second paper of this dissertation (Ramirez-Villegas
et al., 2017b). By a series of modeling studies combined with in vivo intracortical data,
we identify frequency-dependent components of SWR. These components rely on network
interactions associated with the incoming CA3 activity onto CA1, and specific firing and

synaptic events of pyramidal cells and perisomatic-targeting interneurons within CA1. Our
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model points to specific neural mechanisms underlying the neurophysiology of peri-SWR
activity, thus establishing a relationship between its LFP and the context of its underlying
network-level activities. The state-of-art controversies on this topic are discussed in the

next subsection of this work.

1.4.5.1 Content of SWR-related LFP

The content of SWR-related LFP —that is asking: what do LFP sharp waves and ripples
represent in terms of underlying neural activity?— remains highly controversial. In general,
fast oscillations in CA1 have stereotypical time-frequency features. These oscillations consist
of brief (~200 ms) power increases in several frequency bands. Usually, the ‘classical’ SWR
is ascribed to two frequency bands: the sharp wave (<20 Hz) and the ripple (~150-250 Hz,
in rodents; ~80-180 Hz in non-human primates). The in vivo distribution of frequencies
in CA3, however, varies reflecting a gamma-like (‘epsilon’) episode (Sullivan et al., 2011;
Oliva et al., 2016). The fact that CA1 and CA3 produce somewhat distinct (and largely
incoherent) fast oscillatory patterns during SWR episodes has led hippocampologists to
theorise possible mechanisms of CA1 sharp waves and ripples. Briefly, the converging
excitatory drive of CA3 over CAl may be stronger than what CA3 itself can produce
due to collateral-related activity, which could in turn explain the differences in oscillation

frequency.

However, if CA1 ripples are generated de novo after CA3 ripples, the question would
be: how optimal is this strategy for information transfer and coordination between these
hippocampal subfields? In fact, SWR are field episodes, and as such, their power spectral
distribution in the LFP frequencies is largely broad, rather than well-localised. During
most SWR episodes both CA3 and CA1 display a transient, somewhat prominent slow
gamma rhythm (Carr et al., 2012). The observation that this slow gamma rhythm has
an impact in CA1 processing is almost as controversial as its existence, as some authors
have related it to ‘spectral leakage’. However, beyond beliefs, compelling experimental
evidence suggests that SWR-related slow gamma (~ 30-50 Hz) synchronises CA3 and CA1l
and supports memory replay, as CA3-CA1 gamma coherence is predictive of replay quality
(Carr et al., 2012). In addition, gamma may also serve as a clocking mechanism in the
coordination of memory-related activity across the hippocampal network (see also Gillespie
et al. (2016), and Pfeiffer and Foster (2015)).

On the basis of the previous evidence one could expect two main frequency components
conflating in the CA1 SR LFP: a sharp wave deflection and gamma oscillations. Furthermore,
as SWR episodes are release phenomena, it is expected that their associated MUA is elevated.
Ascribed to the high coordination of activity in an exceptionally short time window, the
temporal summation of spiking activity is a significant component in SWR episodes. These

summed events (Schomburg et al., 2012) represent ‘mini-population spikes’ (Buzsaki, 1986),
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and are thought to be responsible for the ‘spiky’ appearance of ripple oscillations.

Furthermore, LFP have been classically associated with synaptic currents in the extracellular
space (Ajmone-Marsan, 1965; Buchwald et al., 1965), to date still used in modelling studies
as a LFP proxy (Taxidis et al., 2012; Mazzoni et al., 2015). Analogously, post-synaptic
currents (PSC) are thought to be a major contributor to the LFP ripple, given the capacity
of summed synaptic events to account for lower LFP frequencies as compared to spikes
(Schomburg et al., 2012). Moreover, synchronised gamma-aminobutyric acid-A (GABA-A)
receptor-mediated currents (therefore inhibitory post-synaptic currents, IPSC) during
ripples may establish a major contribution to the ripple, as ripples are induced even after
blockade of glutamatergic receptors in CA3 (Schlingloff et al., 2014). However, this finding
is seemingly at odds with in vivo and in vitro evidence showing that inhibitory activity
alone cannot produce ripple activity (Stark et al., 2014; Ellender et al., 2010). Both in vivo
and in vitro results can be explained on the basis of a network effect involving the action
of CAl pyramidal cells. For instance, due to the incoming activity from CA3, pyramidal
cells in CA1 also generate coordinated excitatory post-synaptic currents (EPSC), and CA1
pyramidal cell EPSC contribute to the discharge of inhibitory interneurons.

Although the contribution of these EPSC to the ripple LFP signature is unclear on the basis
of the existent experimental evidence, they may well be a component of ripple oscillations.
In fact, we investigated this question in the second paper of this dissertation, and we show
that not only IPSC due to interneuron activity, but also EPSC onto interneurons by local
pyramidal cells underlie ripple activity. Our results in a way challenge common beliefs,
as interneuronal activity produces a pacing rhythm to the pyramidal cell’s membrane
potentials and constrains the number of SWR-participating cells in CA1. This control of
participation is at the same time further enforced by the action of EPSC onto interneurons
(Ramirez-Villegas et al., 2017b).

1.4.5.2 Inhibitory activity during SWR

SWR activity is controlled by the rapid activity of interneurons. Interneurons in the CA1
subfield are extremely diverse (for extensive reviews the reader is referred to Freund and
Buzsaki (1996), Klausberger and Somogyi (2008), and Somogyi et al. (2014)), albeit they
represent ~11% of the total CA1 cell population (Andersen et al., 2006). As discussed in
the previous subsection, interneurons present a major contribution in shaping the circuit
dynamics during SWR. These contributions partly establish the recruitment pyramidal
cells, and the temporal structure of pyramidal cell firing (Buzsaki, 2015).

The firing of interneurons during SWR is largely dependent on the interneuron subtype.
Amongst hippocampal interneurons, the peri-somatic basket cell has been the most studied

subtype. Similar to peri-somatic basket cells, bistratified cells increase their discharge
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probability sharply during SWR. In contrast, PV-expressing axo-axonic cells and OL-M
cells are largely suppressed during SWR, yet with augmented discharge probability at the
beginning and the end of and SWR event. The suppression of the interneuron subtypes
may provide pyramidal cells with increased excitability necessary for SWR to emerge
and impact target structures (Mizunuma et al., 2014; Ellender et al., 2010), while their
activation may be related to the control of the circuit and SWR emergence over large time
scales (Ellender et al., 2010).

In a recent work, Varga et al. (2014) investigated the impact of distinct subpopulations of
CAL1 interneurons in the dynamics of low- and high-frequency oscillations. Their study
suggested that basket, axo-axonic and bistratified cells could be clustered into multiple
functional sub-classes on the basis of their activity, which segregated along specific features
of dendritic structure and somatic location. Notably, ‘fast ripples’ (ripple episodes of
higher frequency peak) were generated upon the selective activation of a specific functional
subtype of bistratified cell, as opposed to basket cells which participated virtually during
every SWR. In addition, a subclass of axo-axonic cells (with somatic location in CA1
SO) showed prominent activity during SWR. The distinct interneuron types established
a rich repertoire of LFP-spike relationships during ripples, highlighting their consistent
rhythmicity (Csicsvari et al., 1999). Overall, this evidence suggests that SWR may be
highly heterogeneous. This heterogeneity may be a result of differential modulation of
subcircuits of interneurons via local or extra-hippocampal inputs (see also the first paper
of this thesis, Ramirez-Villegas et al. (2015), where we discovered that SWR episodes come
in multiple, possibly functionally distinct subtypes).

In addition, there are other subtypes of interneurons thought to contribute to SWR bursts,
but not much is known about them. Basket cells expressing cholecystokinin (CCK) are also
perisomatic. However, unlike PV-expressing basket cells, CCK cells fire at low discharge
rates during SWR, yet they may contribute to pyramidal cell auto-desinhibition (Buzsaki,
2015). So-called ivy cells also present slow discharge rate that appears unaffected during
SWR. Finally, a small group of cells expressing endogenous opioid encephalin (ENK) do not
fire during SWR but exhibit rebound during post-ripple suppression, possibly contributing
to the post-SWR hyperpolarisation (English et al., 2014; Hulse et al., 2016).

Finally, interneurons with long-range axons are thought to control extra-hippocampal
input during periods of LIA by suppressing interneuron targets in the MS, hippocampus,

subiculum and retrohippocampal areas (Klausberger and Somogyi, 2008).
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1.5 Electrical signatures of hippocampal activity. Part II: Beyond

rodents

So far we have reviewed the patterns of electrical activity expressed in the hippocampus of
rodents. Although much less is know about non-human and human primates, several studies
have shown that the general correlates of hippocampal activity in these species follows
similar patterns as that of the rodents. For instance, SWR are observed in both monkeys
and humans (Axmacher et al., 2008; Le Van Quyen et al., 2008; Staresina et al., 2015;
Logothetis et al., 2012), presenting similar cell discharge patterns, but slightly different
LFP time-frequency characteristics such as the high-frequency power spectral density peak
(Logothetis et al., 2012). On the basis of these qualitative similarities, several investigators
have hypothesised that patters of hippocampal activity in primates imply underlying

mechanisms similar to those found in rodents.

1.5.1 Neural correlates of exploratory behaviour: theta rhythm revisited

When 1 introduced the term theta in this thesis, it was done in the context of rodent
navigation (locomotor state). However, theta oscillations have been ascribed to a number
of other behavioural states in other animals species. Early studies in cats (Bennet et al.,
1973; Bennet, 1970) indicated that the activity of the hippocampus during waking was
dominated by LIA (desynchronisation), except when the animals displayed ‘orienting’
responses, including periods dominated by visual or olfactory search, and other so-called
investigative behaviours. Task-related theta activities were related to attention to cues
required for task exploitation. Thus, depending on the animal species, theta can be a
highly transient event-like low-frequency oscillation (Bennet et al., 1973), or a sustained
oscillatory regime. In fact, there is no consensus on both the behavioural correlates, and

the significance of theta across animal species (Buzsaki, 2002),

The hippocampal circuits of the primate and the dominant rodent model have similar
connectivity between substructures as well as between neuronal types (Andersen et al., 2006).
However, several differences persist between primates and rodents. A notable example
of these differences is that primates do not necessarily require ambulatory behaviour to
explore their environment. Indeed, human and non-human primates are visual animals
par excellence. This fact probably leads to multiple functional differences expressed in
the macroscopic dynamics of the brain, from the activity of subcortical structures that
lead to hippocampal synchronisation to primary and associative cortical structures. For
example, like in the cat, theta-related field activities are observed during visual exploratory
behaviours in monkeys. Jutras et al. (2013) investigated the neuronal activity of the

hippocampus of macaques during visual exploration. As monkeys freely observed novel



41

images, a theta-band (3-12 Hz) pattern of activity was present in the hippocampal field
recordings. Notably, these theta oscillations were not sustained, but rather transient
event-like activities, and were predictive of stimulus coding. These results indicate that
the activity of the hippocampus, in addition to visual sensory and associative areas may

act in concert to support nmemonic processing in macaques.

Theta oscillations have been observed in the field activity of the macaque hippocampus
during anaesthesia (Stewart and Fox, 1991), and more recently during awake behaviour
(Leonard et al., 2015). Transient bouts of theta oscillations have been also observed in
humans during virtual spatial nagivation tasks (Ekstrom et al., 2005; Vass et al., 2016;
Aghajan et al., 2016).

1.5.2 SWR and hippocampal-cortical communication

In section 1.4.4, I discussed the behavioural significance of SWR activity at a system level,
in light of current hypotheses of consolidation and recall of spatial memories in rodents
(Carr et al., 2011). Several investigators have tried to address whether similar processes
govern memory consolidation in non-human primates. The occurrence of SWR complexes
in the hippocampus of primates suggests that these events may have similar roles in such

animal species.

Intracortical recordings in behaving macaques have been performed during visual explo-
ration in a recent study in order to advance our current understanding of the activities
of hippocampal circuits during the occurrence of SWR, together with their associated
behavioural correlates (Leonard et al., 2015). This study shows that SWR occur across
distinct behavioural epochs, namely visual exploration (during which the animals are
required to find and select a target object in a visual scene), quiescence (periods with
no sensory stimulation, including SWS) and quiet wakefulness (inactive periods during
wakefulness). In line with rodent investigations, these episodes are observed during epochs
during which the theta rhythm is absent. Furthermore, SWR were shown to occur when

the animal performs visual search.

Exploration-SWR in macaques have similar visual and power-spectral density characteristics
as compared to SWR observed during quiescence and immobility. These episodes selectively
occur at points where memory recall may be required, as suggested by the demonstration
that SWR occur more often when the animals look at familiar scenes as compared to
novel scenes (Leonard and Hoffman, 2016). Overall, these data suggest that SWR may be
instrumental for solving visual-memory tasks in primates, possibly indicating periods of
memory recall, or consolidation processes that could link a visual experience to reward
(Papale et al., 2016).



42

Post-experience reactivation of neuronal ensemble activities in hippocampus and neocortex
has been hypothesised to underlie systems memory consolidation (Wilson and McNaughton,
1994; Kudrimoti et al., 1999; Skaggs et al., 1996). Yet, it is unknown how consolidation-
related information is transferred to neocortical ensembles. If the functional organisation
of memory emerges from the concerted activity of several brain areas occurring at multiple
spatio-temporal scales, its operational principles may be better understood on the basis of
the relationship between global and local dynamical aspects of its operations. For instance,
for a recently acquired memory, neocortical reactivation tends to follow hippocampal
reactivation (Wierzynski et al., 2009). Yet, this relationship may change for SWR, involved
in memory retrieval (e.g. modulating a coordinated top-down process prompted by high-
order neocortical areas). These aspects could only be mapped on the basis of global

neocortical activities.

The study of Logothetis et al. (2012) offers a glimpse into the complexity of the brain-wide
correlates of SWR in primates. Through a novel experimental methodology combining
concurrent multi-site hippocampal recordings and whole-brain fMRI, Logothetis and
collaborators investigated the regions of the macaque brain whose activity is modulated
during the occurrence of hippocampal neural events. Remarkably, during SWR —unlike
gamma or high-gamma episodes— a large portion of the neocortex, including visual and
associative areas, is activated, while subcortical structures including most diencephalic,
midbrain and brainstem reagions are consistently deactivated (Logothetis et al., 2012).
In addition, the metabolic responses of neocortical and subcortical structures displayed a
variety of time lags, suggesting anti-causal relationships with hippocampal SWR-related
activities. That is, the remarkably concerted and consistent set of brain activations
during SWR is correlated with, but not necessarily an effect of SWR. Furthermore, the
interpretation of peri-event BOLD signals is not straightforward, yet it is likely correlated
with general decreases or increases in MUA of the local circuits, which again deserve careful
consideration. For instance, overall decreases in MUA may give rise to interactions that are
highly selective at the microcircuit level, rather than corresponding to an overall neuronal
‘shut-down’ (Logothetis et al., 2012; Logothetis, 2015).

1.6 Brainstem origin of the hippocampal electrical potential

To understand how subcortical networks modulate hippocampal activity, and how these
interactions may contribute to learning and memory, it is important to grasp some basic
details on the synaptic connectivity, patterns of activity, and how upon manipulation of
some subcortical nuclei, the activity of the hippocampus changes from a synchronised state
to a desynchronised one, and vice-versa. For extensive reviews on these matters, the reader
is referred to Bland and Oddie (1998); Vertes (1982); Vertes et al. (2004).
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The activity of the hippocampus depends largely on the activity of extra-hippocampal
regions, whose synaptic inputs often synchronise hippocampal activity. A major component
of these projections —mostly, part of the ascending cholinergic system in the brain— is a
polysynaptic pathway originating in the pontine region, and terminating in the MS-DB. As
emphasised earlier, the MS-DB distributes inputs to the hippocampal formation inducing

rhythmic theta oscillations on its targets under certain conditions.

Hippocampal synchronisation or theta has been observed during locomotion, paradoxical
sleep, and anaesthesia. The origin of the ascending brainstem-hippocampus pathway is
thought to be located in a subcortical structure known as nucleus reticularis pontis oralis
(RPO). Experimental evidence suggests that electrical stimulation of the RPO is effective in
generating theta oscillations in the hippocampus (Green and Arduini, 1954; Macadar et al.,
1974; Vertes, 1981). The contribution of RPO to the ascending hippocampal-synchronisation
pathway has been confirmed by pharmacological studies using the cholinergic agonist
carbachol (Bland et al., 1994). As a consequence of the enhanced activity of septal
theta-on cells upon RPO carbachol microinfusions, disruption of hippocampal LIA is
observed simultaneously with an increase of theta field activity. Notably, stimulation to
the pedunculopontine tegmental nucleus (PPT) via carbachol can also elicit hippocampal
theta activity (Vertes et al., 1993).

In a similar vein, posterior hypothalamic (PH) cells in the caudal diencephalic area display
augmented discharge with stimulation of the RPO. Notably, the discharge patterns of PH
cells seem to be largely irregular during hippocampal LIA (Kirk et al., 1996). During
stimulation-induced theta, however, PH cells discharge in a regular, tonic manner, unlike
that of SuM and medial mammillary nucleus (MM). Finally, unlike MM, SuM and PH
cells display theta-related activity even after septal procaine infusion, indicating that the
last structures are part of an ascending pons-hippocampus synchronising system, and may

receive limited septal backprojections (Kirk et al., 1996).

1.6.1 The supramammillary (SuM) nucleus

The SuM nucleus is a central piece in the synchronisation of hippocampal activity as
demonstrated by pharmacological and electrical stimulation studies. Microinfusion of
procaine into the SuM nucleus reversibly abolishes both spontaneous and RPO electrical
stimulation-induced theta (Oddie et al., 1994). Procaine microinfusion into the SuM
nucleus also results in reduction of the hippocampal field potential amplitude during LIA
(Oddie et al., 1994).

The SuM nucleus can also exert a direct effect upon its hippocampal targets, namely
CA2/CA3a and DG (Vertes, 1992). For instance, Ohara et al. (2013) studied first-order
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inputs to DG, and showed that its major afferents originate in the SuM, MS-DB nuclei, and
EC. Ohara et al. (2013) also showed that medial SuM nucleus mainly projected to ventral
DG, and the lateral SuM nucleus to the dorsal part of DG. The SuM-DG projection is both
excitatory (glutamatergic) and inhibitory (GABAergic). Finally, SuM nucleus efferents are
thought to be almost exclusively to hippocampal principal cells (Magloczky et al., 1994).

Overall, this evidence suggests that the SuM nucleus receives projections from brainstem,
upon which theta-related rhythmicity is generated. SuM, in turn strongly targets the
MS-DB, driving septal pacemaking cells (theta-on cells) which drive hippocampal theta
(Pan and McNaughton, 2004). Furthermore, the direct and second-level SuM-hippocampal
projections may have differentiated roles in encoding of information as well as off-line

memory reactivation and consolidation.

1.6.2 Hippocampus under neuromodulation

Other than projections arising from the brainstem cholinergic system, the hippocampus
has direct and relatively dense noradrenergic, serotonergic and dopaminergic innervation
(Andersen et al., 2006). In general, neuromodulators mediate changes to network excitation-
inhibition balance, whose effects control the activity of neural circuits to encode and transfer
information (Zaldivar et al., 2014; Zaldivar, 2016), and are involved in processes such as

memory reactivation, consolidation, as well as awake retrieval (Atherton et al., 2015).

Neuromodulation is known to have both tonic and fast (phasic) effects on both hippocampus
and cortex. For example, neurons in the locus coeruleus (LC) exhibit both phasic and tonic
modes of activity, where phasic activation has been associated with task-related decision
processes, with typical latencies of 15 to 70 ms, followed by a 300 to 700 ms period of
suppression of discharge activity (Aston-Jones and Cohen, 2005). It follows that levels of
extrasynaptic norepinephrine (NE) are linearly related to LC discharges (Berridge and
Waterhouse, 2003; Huang et al., 2007).

A recent study on the effects of neuromodulation on hippocampal circuits, reports that
upon phasic LC stimulation during ripples, both ripple and cortical spindles were transiently
suppressed (for ~1 to 2 s). Suppression of ripples via ripple-triggered LC stimulation
consistently lead to learning deficits (Novitskaya et al., 2016). This evidence suggests
that hippocampal circuits can be controlled by rapid LC responses. In an in vitro study,
Ul Haq et al. (2012) investigated the noradrenergic system influence on hippocampal
circuits and network events. Through the application of NE, both spontaneous and
high-frequency stimulation-induced SWR episodes were reversibly abolished. Suppressed
SWR activity was paired to the activation of al adrenoreceptors. However, SWR rates

and amplitude increased with stimulation of 81 adrenoreceptors via isoproterenol. These



45

effects caused reduction on the amplitude of IPSP in cells that were silent during SWR.
In addition, the slow after-hyperpolarisation of pyramidal cells during SWR. (English
et al., 2014) was reduced, which may be also associated with increased depolarisation and
input resistance of CA3. Altogether, these data suggests that LC may have differentiated
effects on hippocampal circuits across different brain states, associated with enhanced or
reduced SWR activity, and possibly serving during information coding and memory-related
functions (see also Eschenko and Sara (2008)).

The raphe nucleus is also important for regulating hippocampal activity, and likely also
mnemonic processing in this area. In a recent work, Varga et al. (2009) showed that
selective stimulation of raphe contacts in interneuronal dendritic fields evoked EPSP of
large amplitude and latencies in the order of ~3 ms. Then, via electrical stimulation
of serotonergic median raphe-hippocampus-projecting neurons, the authors found that a
subset of raphe cells responded with latencies of less than 10 ms, while another subset
responded with latencies in the order of tens of milliseconds, subsequently activating

hippocampal interneurons.

Thus, it is likely that raphe nucleus acts selectively on hippocampal interneurons to
regulate hippocampal network activity (e.g. by silencing SWR-related ‘release’ circuits)
with a subsequent impact on memory reactivation and consolidation (Wang et al., 2015;
Ul Haq et al., 2016). Finally, although highly speculative, the raphe nucleus may also
regulate hippocampal activity with net effects that enhance SWR activity, rather than
just silencing (Ellender et al., 2010). It is possible that fast ripple activity —~during which
some interneuronal groups participate selectively (Varga et al., 2014)— is mediated by the
extrahippocampal influence of the raphe nucleus (see also the first two papers of this thesis
Ramirez-Villegas et al. (2015); Ramirez-Villegas et al. (2017b)).

The hippocampus receives projections from dopaminergic neurons in the ventral tegmental
area (VTA), substantia nigra, and LC (Gasbarri et al., 1994). VTA neurons exert elevated
firing in relation to reward or reward-predicting stimuli, and during exposure to previously
unexplored enclosures (McNamara et al., 2014). Hippocampal neuronal ensembles are
more SWR-reactivated after exploration of a new environment (Cheng and Frank, 2008;
McNamara et al., 2014), and after rewarded tasks (Singer and Frank, 2009). This evidence
is likely linked to the idea of a selective neuromodulatory influence in hippocampal circuits
not only may relate specific decisions with their potential outcome (Papale et al., 2016), but
also also bear several information-coding implications (Gupta et al., 2010). Concordantly,
inhibition of VTA using pharmacological manipulations impairs CA1 place-cell stability
(Martig and Mizumori, 2011). Overall, this evidence suggests that VTA dopamine release
enhances hippocampal activity, and thus facilitate synaptic plasticity, which may be

instrumental to stabilise hippocampal memory representations.
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The specific effects of neuromodulatory activity on hippocampal SWR occurring during
awake experience are unknown. SWR may be instrumental for stabilization of memory
traces of locations of the visual/traversing field with particular behavioural relevance, due
to their associated reward or stimulus properties, in line with previous studies in rodents
during spatial exploration (McNamara et al., 2014; Gomperts et al., 2015). Whereas
this hypothesis may appear conflicting with the common assumption that consolidation
is performed during off-line states (but see van de Ven et al. (2016)), the possibility
remains that ‘short-lived off-line states’ are elicited by rapid actions of neuromodulatory
centres (see also Ramirez-Villegas et al. (2015)). For instance, a proportion of VTA neurons
increases firing during SWR episodes during quiet wakefulness, and these increases diminish
during SWS, suggesting that VTA neuromodulation over hippocampal circuits may have

contributions to memory functions in a state-dependent manner (Gomperts et al., 2015).

1.7 Rapid-eye-movement (REM) sleep

Beyond its phenomenological description, the emergence of distinct neural events during
REM sleep has motivated a growing body of research to establish their role in cognitive
processes (Datta, 1997, 2006; Pace-Schott and Hobson, 2002). Are REM sleep-associated
neuronal processes necessary for the formation of new memories, reactivation and retrieval?
Selective inactivation of the brainstem-hippocampus synchronising pathway during REM