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Abstract

Athena is ESA's next generation observatory for X-ray astronomy. One of its two focal-
plane instruments is the WFI, a large area, pixelated silicon-detector for imaging spec-
troscopy that will provide an unmatched �eld of view and the capability to observe even
brightest radiation sources with high throughput.
The WFI's sensor will be based on the combined sensor-ampli�er structure DEPFET.
This concept provides a high �exibility in terms of device readout and permits to add
various functional features into each pixel of the detector.
It is for instance, possible to implement a pixel wise electronic shutter and furthermore,
provide every pixel with an additional storage area. In this thesis, these DEPFET
concepts with enhanced functionality are evaluated with respect to a potential use as
building block for Athena's WFI. The focus was thereby on the application of a DEPFET
based sensors as high count rate spectrometer and the in�uence and mitigation of read-
out artifacts on the spectral response of the sensor.
To improve the understanding of the di�erent concepts, a series of device simulations
was carried out. Parts of these simulations were used as input for the layout of novel
devices.
To study the properties of the di�erent DEPFET devices, a �exible measurement setup
was designed, assembled and operated. With that setup, the properties of di�erent
DEPFETs were investigated. Especially time dependent readout artifacts were studied
and models to describe these were developed. In the course of this thesis it was fur-
thermore possible to con�rm the basic functionality of the �rst devices providing an
additional storage area.
Based on the device simulations as well as measurements, spectral simulations were
conducted. These show that a DEPFET is capable to do spectroscopy even at fastest
timings. However, the spectral performance will deteriorate drastically due to readout
artifacts. While the pixel-wise built-in shutter provides good spectral response it severely
limits the throughput at fast timings due to the required deadtime. An additional stor-
age area provides both, good spectral performance and high throughput even at fastest
timings.
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Zusammenfassung

Athena ist das nächste groÿe Observatorium für Röntgenastronomie der ESA. Eines
der zwei Instrumente in Athenas Fokalebene ist der WFI, ein groÿ�ächiger, pixelierter
Silizium Sensor für ortsaufgelöste Röntgenspektroskopie, der gleichzeitig ein bisher nicht
erreichtes Gesichtsfeld und höchste Zählratenfähigkeit bietet.
Der Sensor des WFI basiert auf der kombinierten Sensor-Verstärker Struktur DEPFET.
Neben der hohen Flexibilität bezüglich der Auslese, ist es möglich verschiedenste zusät-
zliche Eigenschaften in jeden Pixel eines gröÿeren Sensors zu Implementieren.
So ist es zum Beispiel möglich jeden Pixel mit einer elektronischen Blende zu verse-
hen. Diese kann auÿerdem um einen Speicherbereich für Elektronen erweitert werden.
In dieser Arbeit wurden diese verbesserten DEPFET Konzepte in Hinblick auf einen
Einsatz für den WFI untersucht. Der Fokus wurde dabei auf die Anwendung eines
DEPFET-basierten Sensors als Hochzählratenspektrometer gelegt. Insbesondere wur-
den Ausleseartefakte und möglichkeiten zur Unterdrückung dieser untersucht.
Zum besseren Verständnis der verschiedenen Konzepte wurden Device Simulationen
durchgeführt. Teile dieser Simulationen wurden für das Design von neuartigen Sen-
sor Strukturen verwendet.
Im Rahmen dieser Arbeit wurde ein �exibler Messaufbau designet, aufgebaut und genutzt
um die verschiedenen Sensorstrukturen zu vermessen. Insbesondere wurden Zeitab-
hängige Ausleseartefakte untersucht und Modelle um diese zu beschreiben erarbeitet.
Im Rahmen dieser Messungen wurde auÿerdem die grundsätzliche Funktionalität der
ersten DEPFET Prototypen mit eingebautem Speicherbereich nachgewiesen.
Basierend auf Device-Simulationen und Messergebnissen wurden spektrale Simulationen
angefertigt. Diese zeigen, dass ein DEPFET Sensor auch bei hohen Frame-Raten als
Spektrometer genutzt werden kann. Aufgrund der hohen Wahrscheinlichkeit für Ausle-
sartefakte verschlechtern sich jedoch die spektroskopischen Eigenschaften. Durch einen
eingebauten Shutter, wird eine Beein�ussung der spektroskopischen Eigenschaften ver-
hindert, jedoch ist der Durchsatz einer solchen Struktur bei schnellem Betrieb durch
die auftretende Totzeit limitiert. Durch einen zusätzlichen Speicherbereich, wird diese
Totzeit vermieden und eine gute spektrale Au�ösung mit hohen Durchsatz ermöglicht.
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1. Introduction

"No matter how fast light travels, it

�nds the darkness has always got

there �rst and is waiting for it."

� Terry Pratchett, Reaper Man

For every answered question at least one new is raised. Nevertheless, the knowledge
of mankind is extended one step at a time using available tools and new ideas to access
previously unknown territories.
One example for this process is the vast �eld of X-ray astronomy. X-rays were �rst de-
tected in the end of the 19th century. With their discovery and the following research a
rapid progress in several �elds as medicine, material analysis, engineering and science in
general took place. Within this progress, attempts to observe the sky in the X-ray band
were undertaken. Since X-rays are not capable to penetrate the earth's atmosphere, the
observation of extraterrestrial X-ray sources requires the operation of instrumentation
at high altitudes. First studies to examine the X-ray emission of the nearest celestial
objects like the Sun and Moon were done in the late 1940s using sounding rockets. As
a result of these experiments, the �rst celestial X-ray source (Scorpio X-1) was discov-
ered in 1962 (see Giacconi et al. 1962). Later these experiments were extended with
observations by balloons and satellites to grant longer exposure times. Actually, from
the beginning until the present day, X-ray astronomy has utilized innovative technolo-
gies and has thus been capable of providing new discoveries with astounding continuity.
In several cases new or improved detector properties, such as angular resolution, time
resolution or high spectral accuracy, made it possible to observe phenomena which were
previously unknown (for a comprehensible history of X-ray astronomy with a focus on
instrumentation see e.g. Fraser 1989).
Today the Instrumentation portfolio of astrophysicists includes several satellites. Two of
the most famous X-ray observatories are Chandra and XMM-Newton. Chandra was
launched 1999 by NASA. Its mirror system provides an e�ective area of 800 cm2

for low energetic photons and an angular resolution of 0.5" Full Width at Half Max-
imum (FWHM). It is equipped with two Charge Coupled Device (CCD) based instru-
ments, ACIS-I and ACIS-S. ACIS-I provides imaging over a Field of View (FOV) of 16.9'
x 16.9' with moderate spectral resolution. The primary objective of ACIS-S is the read-
out of Chandras two high resolution grating spectrometers. In addition it can also be
used for imaging spectroscopy similar to ACIS-I (Chandra X-ray Center 2016). XMM-
Newton was launched at the end of 1999 and is operated by the ESA. It is equipped
with a mirror system that provides 1600 cm2 of e�ective area and an spatial resolution
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Figure 1.1.: ATHENA is the next generation X-ray observatory and currently under develop-
ment. Shown is an artist's view of the ATHENA satellite.

of about 6" FWHM. It is equipped with multiple CCD based spectrometers for imaging
spectroscopy over a FOV of 30' x 30' and a grating instrument for high resolution spec-
troscopy. In addition XMM-Newton is equipped with a co-aligned UV/optical telescope,
the Optical Monitor (OM), that provides simultaneous observations of X-ray and optical
emission (XMM-Newton SOC 2016).
The next large mission for X-ray astrophysics is the Advanced Telescope for High EN-
ergy Astrophysics (ATHENA). An artist's view of the ATHENA satellite is shown in
�gure 1.1. ATHENA is part of the Cosmic Vision program of the European Space
Agency (ESA) and will be designed to answer key questions of "The Hot and Energetic
Universe" (Nandra et al. 2013). ATHENA is going to provide order-of-magnitude leaps
in observational capabilities. As experience has shown these will unquestionably result
in breakthroughs of our astrophysical understanding (Lumb et al. 2012).

Prospect of the Following Chapters

This thesis is divided into �ve chapters. In the �rst chapter, the science cases Athena
is intended to address are discussed. Furthermore, the Athena satellite and its payload,
consisting of a large scale X-ray mirror assembly and two spectroscopic instruments will
be described. In chapter 3, the physical limitations of silicon sensors in general and the
properties of DEPleted Field E�ect Transistors (DEPFETs) in particular will be intro-
duced. The focus is thereby on the typical operation of DEPFET matrices for spaceborn
applications and X-ray spectroscopy. Furthermore, the e�ect of timing related readout
artifacts is discussed.

11



1. Introduction

In chapter 4 new DEPFET concepts are presented and investigated using device simula-
tions as well as experimental tests results. Furthermore, a study of the spectral response
of di�erent DEPFET devices operated in "fast timing" conditions is presented. In addi-
tion, the bene�t provided by a built-in shutter and an additional storage is discussed in
that chapter. Although the functionality of the tested prototypes was proven, a number
of possible improvements for future devices is discussed. A summary of all simulations
and measurements is provided in section 4.5.
The conclusions can be found in chapter 5. In addition further steps as well as ap-
plications of the studied DEPFET concepts in other �elds of science are illustrated.

"Why bother with a cunning plan if a

simple one will do?"

�TerryPratchett, Thud!

12



2. Science Case and the Athena
Mission

Over the course of the last century, X-ray observations lead to a rapid progress of our
understanding of both astrophysics and cosmology. This is largely owed to the improve-
ments in instrumentation that allowed new and higher quality observations . So it is to
date largely assured, that the universe consists of baryronic- and dark matter as well as
dark energy. Furthermore, all observational evidence hints, that the universe expanded
from a small, dense state into the large scale structures we observe today. Although
current cosmological and astrophysical models are capable to describe many of the ob-
servations made (e.g. evolution of stars, expansion of the universe, apparent acceleration
of the universes expansion), the exact values of model parameters, and in some cases
even the models to use, are not well constrained.
Astrophysical observations cover the complete range of the electromagnetic spectrum
from microwaves over the infrared and visual band, UV, soft and hard X-rays from a
few eV up to several hundred keV and Gamma-rays in the TeV range. The X-ray band,
from about 0.1 keVup to 20 keV, provides unique insight into the composition of hot
gases and plasma, which is the primary state of matter within stars, in the intergalactic
medium and matter accreting towards dense objects.
While current and planned X-ray observatories are capable to provide many information
about the universe, their capabilities in terms of angular resolution, time resolution, spa-
tial and spectral resolution as well as collection area, are limited and show an incomplete
picture of our universe. The ATHENA observatory will be unique in its combination of
large e�ective area, good angular resolution, high spectral resolution, large �eld of view
and high count-rate capability. This combination will allow observations with unprece-
dented accuracy.
Before providing details about the ATHENA satellite, its optics as well as X-ray spec-
trometers, the scienti�c objectives will be presented. In addition, one particular science
case, which is the measurement of the spin of black holes, that of bright galactic black
hole binary systems in particular, is discussed in more detail.

2.1. Science Case

The ATHENA mission is designed to address the science cases presented in the white
paper "The Hot and Energetic Universe" (Nandra et al. 2013). The two astrophysical
questions stated therein are "How does ordinary matter assemble into the large scale
structures we observe today?" and "How do black holes grow and shape the universe?".

13



2. Science Case and the Athena Mission

In the following sections, the observational goals and the proposed scienti�c outcome,
will be discussed. By answering these questions, ATHENA will provide a major leap
forward in our understanding of Cluster, Group and Galaxy formation, the interplay of
SMBH at the center of galaxies with their surrounding and shed light on the growth
of SMBH and the evolution of baryonic matter over cosmic time scales. The discussion
follows the white paper (Nandra et al. 2013) as well as the ATHENA supporting papers
(Pointecouteau et al. 2013; Ettori et al. 2013; Croston et al. 2013; Kaastra et al. 2013;
Arid et al. 2013; Georgakakis et al. 2013; Cappi et al. 2013; Dovciak et al. 2013; Motch
et al. 2013) and references therein.

2.1.1. The Hot Universe: How does ordinary Matter assemble into
the large Scale Structures we observe Today

Galaxies, composed of planets, stars, black holes, hot gas and dust clouds are observed
in larger gravitationally bound structures like groups and clusters. Within groups and
clusters, a hot gas, the Intra Cluster Medium (ICM), �lls the space between galaxies
and independent clusters are connected through �laments of gas. While clusters are still
in the process of formation until today, local groups and clusters mark the endpoint of
their evolution. The observed large scale structure can be explained through dark mat-
ter, that only interacts through gravity and not or only weakly through other means. In
addition, the observed accelerated expansion of the universe further requires so called
dark energy that causes the increasing expansion rate.
Utilizing astrophysical simulations, including dark and baryonic matter as well as dark
energy, the formation history of galaxies and clusters can be inferred (Springel et al.
2005). The current understanding is, that groups and clusters form within gravitational
wells formed by overdensities of dark matter. Baryonic matter is attracted by the po-
tentials formed by dark matter and drawn to the center of these mass concentration.
This is illustrated in �gure 2.1.
On a smaller scale, the �rst stars, black holes and galaxies are formed. The latter

are structured in groups and clusters within the dark matter halo. This hierarchical
formation process leads to the �nal structures observable today within nearby groups
and clusters.
Over time, the gas within galaxies is enriched with heavier element through stellar pro-
cesses. In addition, both, supernovae and accretion onto black holes feed kinetic energy
into the galactic gas heating it up, inducing winds and even expelling it from the galaxy
into the ICM. At the same time, the supply of gas within a galaxy is continuously re-
fuelled from the ICM. While stars and black holes have a large in�uence on the growth
of galaxies, groups and presumably even clusters, the largest fraction of the baryonic
matter content is of the form of hot gas (either the ICM or the Warm Hot Intergalactic
Medium (WHIM)).
All these di�erent objects, stars, accreting black holes, Active Galactic Nucleus (AGN),
the ICM and the WHIM, emit radiation over a large range of the electromagnetic spec-
trum. However, the X-ray band in the range from 0.1 keV up to 20 keV is unique in
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(a) (b)

Figure 2.1.: The two pictures show the result of the millenium simulation for dark mat-
ter (a) and baryonic matter (b) (Springel et al. 2005). As can be seen the baryonic mat-
ter follows the distribution of dark matter. Pictures taken from https://wwwmpa.mpa-
garching.mpg.de/galform/virgo/millennium/

tracing the emission from these objects and determine their chemical composition.
The planned sensitivity of Athena, its large e�ective area and the excellent spectroscopic
capability will allow for detailed studies of close by and far away objects in a fraction of
the time required by other instruments. This large improvement will revolutionize our
understanding of astrophysics and cosmology. A number of examples where this leap in
observational capability will further our understanding are pointed out in the following.

2.1.1.1. The formation and evolution of Galaxy Groups and Clusters

The peak of galaxy group and cluster formation as well as the maximum of star formation
and accretion rate appears at redshifts of about z=2.5 (Hopkins and Beacom 2006;
Merloni, Rudnick, and Matteo 2004). These processes heavily in�uence the properties
of the ICM as they feed gas and heavy elements from galaxies as well as kinetic energy
into the ICM. Simultaneously, its mass increases through infalling matter from the
�lamentary structures (Voit 2005) and merger events. Although a coherent picture
of the local Universe with z<0.5 is established, the evolution history of clusters from
their formation until today is not well understood. The observations described in the
following paragraphs are aimed to answer three questions as discussed in (Pointecouteau
et al. 2013).

• What is the interplay of galaxy, supermassive black hole, and intergalactic gas
evolution in the most massive objects in the Universe � galaxy groups and clusters?

• What are the processes driving the evolution of chemical enrichment of the hot
di�use gas in large-scale structures?
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• How and when did the �rst galaxy groups in the Universe, massive enough to bind
more than 107 K gas, form?

Energy deposition History of the ICM Both, measurements and astrophysical simula-
tions indicate, that the growth and evolution of SMBH and their host galaxies is tightly
correlated. To deeper understand the co-evolution of SMBH and the ICM it is required
to determine the feedback process controlling energy injection into the ICM and the �ow
of mass towards the black hole. The energy deposition into the ICM can be derived from
surface brightness and temperature measurements. Through these, the entropy and thus
the history of energy deposition into the ICM can be quanti�ed (Pointecouteau et al.
2013).
The entropy distribution of multiple cluster will be measured with high accuracy by
ATHENA utilizing its large e�ective area and the high spectral resolution of its X-Ray
Integrated Field Unit (XIFU). While current observatories, as XMM-Newton and Chan-
dra provided precise calibration data for clusters up to redshifts of z∼0.6, ATHENA will
push this to z∼2 and down to the group regime (Pointecouteau et al. 2013).

Chemical evolution of Halos through cosmic Time The �rst population of stars cer-
tainly produced and distributed the �rst elements heavier than helium within the Uni-
verse. Nevertheless, the majority of these elements and their spreading over the Uni-
verse likely originated from the period of most intense star formation activity at redshift
z about z∼2.5 (Bouwens et al. 2009). Elements heavier than Si are produced by type
Ia supernovae whereas elements between O to Si stem from core-collapse supernovae
(Pointecouteau et al. 2013). Lighter elements like N, C and F are bred in Asymptotic
Giant Branch (AGB) stars (Werner et al. 2008). As metals provide a sustained cooling
of their environment through the emission of spectral lines, they have a crucial role in
the thermodynamic balance of most astrophysical systems.
Multiple processes as merger events, galaxy-galaxy interaction and others as supernova
winds and AGN feedback lead to a distribution of metals over the ICM. Within the ICM,
the gas is in an thermal and ionisation equilibrium and its high temperature prevent a
condensation into dust grains. Massive halos of gas can thus be seen as fossil records
of the metal production by stellar processes that happened in the early Universe. To
have a complete picture of the evolution processes that enriched the ICM with heavy
elements, observation over a large range of redshifts and over the range of the center of
galaxy clusters to its outskirts are required.
A large e�ective area will allow measurements at higher redshifts, while a good angu-
lar resolution is required to map the clusters. To disentangle the chemical abundance
ratios, a high spectral resolution is required. To date ATHENA is the only instrument
providing all the properties to measure elemental abundance ratios out to redshifts of
z∼0.5-2 (Pointecouteau et al. 2013).

The Cosmic Web in formation and evolution Although it is known that the peak
of group and cluster formation as well as the highest star formation rate and accretion
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activities appear at redshifts between z∼0.5 to z∼4 (Hopkins and Beacom 2006; Merloni,
Rudnick, and Matteo 2004), it is yet unknown when the �rst galaxy groups large enough
to bind gas with temperatures of the order of 107 K formed.
ATHENA will be able to detect groups and clusters at high redshifts as extended sources
through its large e�ective area and good spatial resolution over its complete FOV. In
addition, to enable the detection of these structures, a low instrument background is
mandatory.

The chemical History of hot Baryons Encoded within the X-ray emission of the ICM
is also the chemical abundance of its baryonic matter content. Di�erent types of super-
novae and accretion processes lead to di�erent ratios of metals within the ICM. X-ray
spectra from clusters over large ranges of redshifts will allow to determine the chemical
evolution of clusters and the primary mechanism leading to the enrichment with ele-
ments heavier than helium. As a matter of fact, X-rays are the only means to determine
the chemical abundance within hot plasmas that are composed of highly ionized atoms
(Pointecouteau et al. 2013).
Not just will it be possible to evaluate the chemical abundance of the ICM, the proposed
properties of ATHENAs mirror system and the XIFU instrument will allow the mea-
surement of gas motions and turbulences within the hot gas. These will further allow
to understand how the baryonic gas evolves in the dark matter potentials and reveal its
physical state. Furthermore, apart from ATHENA, no mission available in the foreseen
future provides the capabilities to measure the chemical abundance of the ICM over
cosmic time-scales, or out to high redshifts respectively.

2.1.1.2. The Astrophysics of Galaxy Groups and Clusters

In addition to providing new insights into the history of galaxy group and cluster for-
mation, ATHENA will also enable the study of the astrophysics governing the evolution
of baryonic matter, in dark matter potentials.
Clusters form the nodes of the cosmic web with 80% of their mass being made up of
dark matter that can only be detected indirectly. The remaining mass is formed by
baryonic matter a large fraction of which is contained within the ICM. Radiation from
the ICM provides information about the interplay of hot and cold gas with dark matter.
The complete story of the structural growth and how gravitational and non-thermal
components of their energy are dissipated however is still beyond the grasp of current
X-ray facilities.
An X-ray observatory with the capabilities proposed for ATHENA will be able to answer
the following questions as stated in Ettori et al. 2013.

• How do hot di�use baryons accrete and dynamically evolve in dark matter poten-
tials?

• How and when was the energy that we observe in the ICM generated and dis-
tributed?
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• Where and when are heavy elements produced and how are they circulated?

The thermodynamic Properties of large scale Structures In the established struc-
ture formation scenario, the large scale structures observed today form hierarchically.
The largest fraction of the mass energy budget is thereby made up by dark energy with
about 72 %, followed by dark matter with about 23 % and baryonic matter with about
5%. The baryonic matter is collected in dark matter potentials and forms galaxies and
clusters as we observe them today. However, the formation processes are not understood
well enough to formulate theoretical models to make precise prediction from �rst prin-
ciples (Ettori et al. 2013). The most active regions of the high redshift universe are the
birthplace for galaxy clusters. These proto-cluster regions are mapped as concentrations
of strong star formation at redshifts z about z∼2-4 (Steidel 2011) and associated with
AGN activity and metal enrichment in the high redshift ICM. In turn this high activity
in the high redshift Universe leaves its marks in the thermodynamic and chemical prop-
erties of the low redshift ICM (Ettori et al. 2013).
Measurements of the X-ray emission from the ICM and galaxies within clusters will show
the interplay of hot and cold components of the baryonic matter. These on the other
hand require high angular and spectral resolution.

How do hot Baryons dynamically evolve in Dark Matter Potentials Baryons are at-
tracted by the dark matter potential wells. During cluster formation, the matter falls
into the potential well, releasing its potential energy. The energy is expected to be dis-
sipated within the cluster gas through the generation of turbulences and bulk motions.
However, these have never been observed conclusively. To date only upper limits on the
bulk motion velocities of the coolest, brightest central gas with values between 300 km/s
and 500 km/s are accessible (Sanders and Fabian 2013).
The spectral and spatial resolution of ATHENA will enable the measurement of detailed
velocity maps of the ICM with a measurement precision of the order of 10 km/s. A sim-
ulated velocity �eld as observed by ATHENA is shown in �gure 2.2 on the left. On the
right, the concept of measuring the turbulent velocities from spectral line-broadening is
illustrated. The large e�ective area of ATHENA will furthermore enable these measure-
ments also for sources that are too faint for other X-ray observatories.

How and when was the Energy in the ICM generated and distributed? Feedback
processes from supernovae and SMBH are suggested to have a major role in the history
of all massive galaxies and the evolution of groups and clusters. These non-gravitational
processes are likely to feed energy into the ICM and prevent the cooling of gas within
cluster cores and a condensition of the gas into molecular clouds. They are also assumed
to be responsible for the excess entropy observed in the centers of group and cluster ICM
(Ettori et al. 2013). Winds from supernovae, jets from AGN or yet unknown e�ects are
capable to inject energy into the ICM. The interplay of the di�erent feedback processes
and cooling in�uences the overall thermodynamic properties of the ICM. The key to
understand the role of di�erent processes are the gas entropy measurements and the
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Figure 2.2.: The left shows a velocity map from a cosmological hydrodynamic simulation of
a pertubed galaxy cluster. On the right a 100 ks observation with the XIFU for a 1.5' x 1.5'
region is shown corresponding to one of the 9 small regions shown in the left. The simulation
shows that the XIFU will be able to identify the broadening of the Fe XXVKα line and measure
the thermal and turbulent broadening of that line. Picture taken from Nandra et al. 2013.

metallic enrichment. Entropy increases every time energy is introduced into the ICM
and decreases when it is carried away e.g. through cooling. The entropy expected from
gravitational collapse is known (Voit 2005). Deviations from this simple baseline can be
linked to non-gravitational processes as feedback and cooling. Unfortunately, to date
only the outskirts of few bright objects are accessible (Ecker et al. 2013).
With ATHENA it will be possible to routinely measure entropy and metallicity pro�les
even of faint sources. The proposed good spatial resolution will provide the means to
localise the energy input from non-gravitational events over the complete cluster volume
from its center to its outskirts (Ettori et al. 2013).

Production and Circulation of Heavy Elements Since the �rst supernovae explosions,
the baryonic content of clusters is continuously enriched with heavy elements. Through
that, the metal abundance of the ICM is a tracer for supernovae activity and provides
information what sort of enrichment process is dominant in which epoch. In addition
to the production, these elements are transported from within galaxies into the hot
ICM. Both AGN jets and supernovae winds are capable to expel metal enriched gas
out of a galaxy into the ICM. In the case of AGN jets, the range of metal enriched
out�ows is found to scale with jet power (Kirkpatrick, McNamara, and Cavagnolo 2011).
Complementary to direct velocity measurements, metalicity pro�les can be used to trace
turbulences and gas motions induced by AGN out�ows.
ATHENA will be able to provide a coherent picture of the metal enrichment processes,
the distribution of metals within clusters and constrain feedback and mixing models.
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Figure 2.3.: The left part shows a simulation of a 50 ks observation of the perseus cluster
with ATHENA's XIFU. On the right, the spectrum of a 5x5 squared minute of arc region is
shown and compared with a observation made by Chandras ACIS-S instrument. The higher
throughput of ATHENA will provide detailed information (velocity distribution, temperature,
metallicity etc.) of many clusters and groups. Picture taken from Croston et al. 2013.

2.1.1.3. Feedback in Clusters of Galaxies

AGN feedback, regulating the cooling of intragroup and -cluster gas is suggested to play
a crucial role in galaxy and cluster formation. Mechanical feedback from AGN jets has
become one of the most promising candidates to suppress star formation by heating the
hot gas of galaxies. However, the balance between gas cooling and AGN feedback is
not well understood. In addition, the signi�cance of radiative heating from quasars as a
function of epoch and environment is not clear.
Key questions as stated in Croston et al. 2013 are:

• How is the energy from jets dissipated and distributed throughout the hot gas
atmosphere of the cluster or group?

• How does feedback operate to regulate gas cooling and AGN fuelling?

• What is the cumulative impact of powerful radio galaxies on the evolution of
baryons from the epoch of group and cluster formation to the present time?

The observational goals to answer these questions are discussed in the following para-
graphs.

How is Jet Energy dissipated and distributed? Today, the energetics of AGN feed-
back is reasonably well explained. Accretion onto SMBH, that is suggested to be the
source for the feedback process, regulates the conditions of sources nine and more orders
of magnitude larger. Until now only in the nearest and brightest clusters, �rst clues on
the distribution of the mechanical energy of jets has been found. The originally strongly
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directed jet power seems to be isotropically distributed to the surrounding gas through
sound waves and weak shocks (Fabian 2012). While the energy of these disturbances is
su�cient to prevent heating, neither the energy transfer nor the spatial scales on which
they happen are known.
Velocity �eld mappings of the ICM will provide new insight into the AGN feedback pro-
cess. These are acquired through detailed measurements of line pro�les. Variations of
line centroids provide characteristic spatial scales and velocity amplitudes while the total
widths of the line provides the total kinetic energy stored in stochastical gas motions.
A simulation of a gas velocity map as expected from ATHENA is shown in �gure 2.3.
From these, the gas viscosity and energy dissipation mechanism can be determined and
the full calorimetric energy input of AGN into the ICM can be derived for the �rst time.
These measurement require an instrument as the XIFU and a large, square meter class
mirror system. The FOV of the Wide Field Imager (WFI) will provide large area maps
of the ICM surface brightness giving the �rst population study of AGN induced pertur-
bations over a large range of systems and spatial scales.

How does Feedback operate to regulate Gas Cooling and AGN Fuelling? While
it is sure that jets are powered by accretion of matter onto black holes and the release
of its gravitational energy, the fueling process itself is not well understood. While short
cooling times are observed in a large fraction of hot gas structures, the lack of cold
material and star formation can not be explained without a feedback between jet induced
heating and AGN fuelling (McNamara and Nulsen 2007). Di�erent models for AGN
fuelling predict largely di�erent accretion rates (Bondi 1952; Gaspari, Ruszkowski, and
Sharma 2012). Testing these models requires a thorough understanding of the cooling
processes. In addition, galaxy clusters are an ideal laboratory to observe matter over a
wide temperature range and X-rays are where the bulk of the energy output happens.
Previous observations already showed, that there is much less cool material emitting
X-rays in the center of galaxy clusters than would be expected from radiative cooling
(Peterson et al. 2003; Sanders et al. 2008). Since the cooling timescale of gas is of
the order of 107 years, an energy feedback cycle must operate on shorter timescales to
suppress cooling.
ATHENA will provide largely improved observational capabilities compared to other
facilities. Through these improvements, it will be possible to measure in detail the
temperature distributions in the cores of clusters and groups.

What is the Cumulative Impact of Powerful Radio Galaxies? Within the cores of
nearby galaxy clusters, mechanical feedback is tightly coupled to cooling with a con-
stant feedback being required to prevent cooling. Due to the observed persistence of
steep abundance gradients, feedback can not only rely on strong shock heating as this
would disagree with observations. However, in the nearest powerful radio galaxies, jets
appear to transfer more energy into their environment than is required to counter cool-
ing. It is likely that this type of AGN heating was common in earlier epochs where
groups and clusters formed. This could explain the origin of excess entropy in groups
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and clusters (Ettori et al. 2013). Through the observation of shock heated gas, sur-
rounding expanding radio lobes, X-ray observations are the only way to test numerical
simulations of radio galaxy evolution. While current observatories were able to pro-
vide measurements of shocked gas (Chandra and XMM) for few nearby clusters, a large
area high throughput high spectral resolution mission as ATHENA will provide detailed
studies of radio galaxies and reveal their dynamics.

2.1.1.4. The missing Baryons and the Warm-Hot Intergalactic Medium

In the early universe baryons were relatively cold and homogeneously distributed. The
overall baryon distribution in the early universe can easily be detected through the ob-
servation of redshifted HI lines in the optical band (the so-called "Lyman Gamma Alpha
Forest") (Rauch 1998; Weinberg et al. 1997). Through the formation and evolution of
stars, galaxies and clusters, the state of baryons and the underlaying physics became
more complex. In contrast to cosmological predictions and the baryons density in the
high-z universe, observations of todays baryons can only account for less than 60% of the
expected baryon density (Shull, Smith, and Danforth 2012). In other words, baryons are
missing at low redshifts, and today's observations can only account for a fraction of the
baryons predicted by precision cosmology, and observed in the high-z Universe. In ad-
dition, by comparing the baryonic mass to the total mass of a galaxy, it can be deduced
that even most galaxies fall short of baryons (McGaugh et al. 2010). An explanation
may be given by feedback processes that expel gas from galaxies and push it into the
gaseous outskirts of the virilized structures (galaxies and clusters) (Cen and Ostriker
1999). This WHIM is structured in the form of a cosmic web. Its temperature in the
range of 105 K to 107 K causes emission primarily in the X-ray band. However, its low
density makes it near invisible for current X-ray instruments. Questions that need to be
answered according to Kaastra et al. 2013 are.

• Where are the baryons still missing from the cosmic budget at z<1? Do they
really trace the �laments of the cosmic web, as the theory predicts? What is their
physical state and composition?

• Where have the missing baryons in galactic halos, including our own Galaxy, gone?
Do we see them in the circumgalactic space?

• What is the role of feedback by galactic winds and active galactic nuclei in the
process of galaxy formation?

• What is the fate of the gas? How much material is accreted, how much is blown
out, and what fraction is locked-up temporarily in stars?

• What are the relative contributions from accretion versus out�ows in structure
formation?

The observational aims are discussed in the following paragraphs.
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Figure 2.4.: Shown are the emission (upper panel) and absorbtion (lower panel) line spectra
of two overlapping �lament structures at di�erent redshifts as simulated for a 2'x2' region and
a 1 Ms ATHENA observation. Through the high spectral resolution it is possible to disentangle
the di�erent contributions. Picture taken from Kaastra et al. 2013.

Filaments and large scale Structure The evolution model of our universe predicts,
that a large fraction of baryons populate the �laments that built the cosmic web. The
majority of this gas is assumed to have temperatures of the order of 105.5 K forming
a plasma that is best detectable through the interaction of its highly ionized atoms.
Through the large distance of �laments from external in�uences, they are ideal to study
the structure formation process and metal enrichment history in the universe (Kaastra
et al. 2013).
ATHENA will be capable to detect and resolve �laments through absorbtion line and
emission line spectroscopy from their hot gas. In addition, it is possible to observe a pro-
nounced gamma-ray burst behind large scale superstructures. Furthermore, ATHENA
will also probe the outskirts of clusters. Details are provided in the following four sub-
paragraphs. Until now there is no convincing observational proof for absorbtion lines
of baryons in the WHIM (Nicastro et al. 2013). An obvious task for ATHENA is the
unambiguous detection of absorbtion lines caused by �laments of the WHIM. Absorb-
tion line measurements are expected to tightly constrain the physical properties of the
WHIM.A negative result, i.e. no detection of the WHIM on the other hand will put the
current understanding of baryonic structure formation in question.
The detection of absorbtion lines requires a known "candle" that provides the primary
X-ray spectrum. Both AGN outbursts or Gamma Ray Burst (GRB) afterglows can
be used for that purpose. In addition to large area, good spatial and high spectral
resolution this requires a su�ciently fast reaction time to AGN or GRB triggers. Al-
though present, emission lines from the WHIM especially in �laments are signi�cantly
weaker and thus harder to detect. Nevertheless, ATHENA should be able to provide
emission line spectra for a signi�cant fraction (about 30%) of systems identi�ed through
absorbtion lines (Kaastra et al. 2013). The combination of absorbtion and emission line
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spectroscopy will provide model independent measurements of the gas density, length
scale, ionization and excitation mechanism respectively gas temperature as well as ele-
mental abundance (Kaastra et al. 2013). As emission lines are more likely to be found
in high density environments within the cluster outskirts, they bridge the gap between
�laments and the ICM and potentially allow to trace the gas infall into the virilized
objects.
An example for an absorbtion/emission line spectrum is shown in �gure 2.4. With its
good angular resolution, ATHENA will be capable to remove the contribution of point-
like X-ray sources and give high quality spectra of the WHIM alone (Kaastra et al.
2013).

Gamma Ray Bursts behind Walls Absorbtion line measurements rely on bright back-
ground sources as AGN and GRB. Their bright emission is usually short lived and not
predictable. The statistical nature of AGN activity and GRB will provide an unbiased
study of absorbtion lines caused by the WHIM as no line of sight is preferred (Kaastra
et al. 2013). Under fortunate instances, a background source can be found behind one
of the most pronounced structures of the cosmic web as was the case for the blazar
H2356-309 behind the Sculptor Wall. This event was observed both by Chandra and
XMM and showed a strong absorbtion line for O VII (Fang et al. 2010).
With respect to the oxygen density illuminated by such an outburst, ATHENA will be
capable to provide su�cient statistics to determine the O VII absorbtion lines in the
fraction of the time required by other available instruments, provided the reaction time
to such an event is su�ciently small (of the order of 2 h - 8 h).

Cluster Outskirts Cluster outskirts are a melting pot, where cosmic baryons convert
the kinetic energy of their infall into the thermal energy of the hot gas. The state of
baryons in this region is expected to show a wide spectrum of thermal and kinematic
properties.
These studies have just become feasible with current instruments. ATHENA with its
high energy resolution, high collecting area and large �eld of view will reveal the full
picture of baryons on large scales (Kaastra et al. 2013).

Galactic Halos As already mentioned, gas accretion and galactic winds as well as shock
heating are poorly understood (Voort et al. 2011). Through accretion and winds gas is
moved from the inner area of galaxies to their outskirts. This shock heated gas with
temperatures of 106 K and above may contain as many heavy atoms as the galaxies
(Tumlinson et al. 2011). Without feedback the gas would cool and fall back onto the
galaxy and cause star formation rates well above those observed. Feedback and winds
may be the explanation for this contradiction. Observations hint to the presence of a gas
in the outskirts of galaxies that moves with several 100 · 103 km/s relative to the galaxies,
as expected if feedback and winds expel the gas from the galaxies (Veilleux, Cecil,
and Bland-Hawthorn 2005). To date, the picture however incomplete. The formation
and evolution of galaxies and the evolution of the gas around them are thus closely
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intertwined (Kaastra et al. 2013).
Detection of multiple metal lines will give details about the physical conditions of hot
gas while a good angular resolution allows to map the position of gas clouds from the
outskirts to the center of clusters. The ATHENA observatory will provide the means to
understand both gas accretion and galactic winds.

2.1.2. The Energetic Universe: How do Black Holes grow and shape
the Universe?

The evolution of galaxies and that of the SMBH appears to be closely coupled. During
their build-up SMBH release energies that exceed the binding energy of their host galaxy
by a factor of 10-100 (Nandra et al. 2013) requiring a self-regulating feedback process that
connects the SMBH growth and the star formation of its galaxy. The close environment
of black holes belong to the most exotic places within our universe. The strong gravity of
black holes provide a direct test environment for our understanding of general relativity.
As exotic as black holes appear, it is largely agreed that these objects can be fully
characterized by only two properties, their mass and spin. The following section discusses
the observational goals that will improve our understanding of SMBH growth, feedback
and the close environments of black holes.

2.1.2.1. The formation and growth of the earliest SMBH

Both the processes that cause the initial formation of SMBH and their following growth
are unknown. To shed light onto these processes, ATHENA strives to answer the fol-
lowing questions (Arid et al. 2013).

• How do the "seeds" of the �rst SMBHs form?

• What processes drive the initial growth of SMBHs and trigger AGN activity in the
early Universe?

• What in�uence do early AGNs have on structure formation, reionisation of the
Universe and the evolution of the �rst galaxies?

The observational goals that are related to the questions stated above are discussed in
the following paragraphs.

The initial Growth of SMBH The nature of the seeds that grow to todays SMBH are
unknown. Two di�erent seeding and evolution processes are in discussion. Either early
stars collapse into a black hole and undergo a phase of heavy accretion or SMBH seeds
form directly from primordial gas leading to seeds with a higher start mass that go
through a phase of more moderate accretion (Arid et al. 2013). In both cases, high
accretion rates are required to built up the 109 solar masses of currently known SMBH
at redshifts z>6 (Li et al. 2007), that power luminous quasars out to z=7 (Mortlock
et al. 2011). While these luminous optical quasars constrain the models of early growth,
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their high masses and luminosity indicate a sustained high accretion rate, so that their
�nal properties are nearly independent from the initial seed conditions. Through a pop-
ulation study of lower mass SMBH and obscured AGN at z>6, it will be possible to
tightly constrain the seeding and initial growth mechanism of the majority of SMBH.
While AGN feedback is likely to have a crucial impact on the evolution of galaxies, the
impact of early AGN growth on the Universe is unknown.
ATHENA's large e�ective area will push the limits of observational capabilities to make
population studies of AGN possible. Combined with the large �eld of view of the WFI,
these studies will be done two orders of magnitude faster than with current observato-
ries. In addition, the high sensitivity of its two spectrometers will push the observational
limitation out to high redshifts allowing the detection of a statistical sample of lumi-
nous AGN at redshift z>6 and track their growth and constrain models for the fuelling
mechanism.

Identifying high Redshift AGN A census of AGN requires the measurement of its bolo-
metric luminosity while minimising obscuration and contaminations from other sources.
While multiple technics in di�erent bands of the electromagnetic spectrum are capable
to identify AGN, X-rays are uniquely capable to provide a census of AGN up to high
redshifts (Arid et al. 2013). X-rays can penetrate obscuring matter and provide a near
contamination free way to identify AGN and measure their luminosity. However, cur-
rent facilities lack the sensitivity or e�ective area so that to date no con�rmed AGN at
redshift z>6 has been identi�ed (Civano et al. 2011; Trichas et al. 2012).
Here the improved observational capabilities of ATHENA are required to reveal early
AGN and further our understanding of SMBHs formation and growth in the early Uni-
verse.

Understanding the build-up of SMBH and Galaxies at the Heyday of the Universe
The peak of accretion activity and thus the largest rate of SMBHs growth is observed to
happen in the redshift range between z=1-4 (Merloni, Rudnick, and Matteo 2004). In
addition, observations indicate that SMBHs growth is among the most relevant processes
in galaxy evolution (Georgakakis et al. 2013). Open questions, as stated in Georgakakis
et al. 2013 are:

• What are the physical conditions (e.g. fuelling mode, trigger mechanism), that
initiate major black hole accretion events?

• What is the nature of AGN feedback and does it plays a signi�cant role in the
evolution of galaxies?

The observational goals are discussed in the next paragraphs.

Obscured Accretion and Galaxy Formation Population studies with XMM-Newton
and Chandra demonstrate the complexity of AGN growth (Alexander and Hickox 2012).
There is evidence for di�erent fuelling modes and trigger mechanisms for accretion
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Figure 2.5.: Shown is a direct comparison of a Compton thick AGN as observed over a period
of 4 Ms with Chandra and a simulated spectrum as expected for 1 Ms ATHENA observation.
Through its large e�ective area and sensitivity ATHENA provides a major leap in survey power.
The picture was taken from (Georgakakis et al. 2013).

(Georgakakis et al. 2009; Kocevski et al. 2012). In addition, the correlation between
star-formation in the host galaxy and accretion rate is not well understood (Rosario et
al. 2012). It is yet unsure how AGN reach the masses observed today. In either known
birth scenario, an AGN will undergo a high rate of accretion building up its mass. Much
of the initial growth is suggested to appear behind clouds of obscuring gas that limit
our ability for a direct observation. While the most heavily obscured and Compton
thick AGN represent a major fraction of black hole growth, their properties are poorly
known (Akylas et al. 2012). These objects are thought to represent the early phases of
accretion events in galaxies and provide important tests for models of AGN and galaxy
co-evolution. Unfortunately, due to the observational di�culty only few highly obscured
or Compton thick AGN have been detected (Brightman 2012).
An example for a spectrum recorded with Chandra over a time period of 4 Ms is shown
in �gure 2.5. In contrast, the shown simulated 1 Ms observation will provide certain
detection and characterization of Compton thick AGN within a fraction of the time re-
quired by current instruments. A thorough understanding of the growth of black holes
over cosmic time, with respect to their large scale environment and surroundings is one
of the goals of ATHENA. The required observations are enabled through ATHENAs
large e�ective area and the foreseen sensitivity of its instruments.

Cosmic Feedback Matter out�ows from local Seyfert galaxies have been revealed
by XMM-Newton and Chandra as blue-shifted absorbtion lines from ionised elements
(Tombesi et al. 2010; Tombesi et al. 2013). These show, that the bulk of energy and
mass �ux of AGN driven winds are of the form of highly ionized material, invisible in
wavelength other than X-rays (Cappi et al. 2013). Provided AGN winds are responsible
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for the correlation between SMBH and galaxy growth, they should be widely visible in
the redshift range of z 1-4, where star formation and SMBH accreation activity peaked
(Hopkins and Beacom 2006; Merloni, Rudnick, and Matteo 2004). Current facilities are
limited to the nearby Universe or bright sources (Georgakakis et al. 2013).
ATHENA will be the key to understand feedback processes due to its large e�ective
area, high sensitivity and good spatial as well as spectral resolution. Surveys with
ATHENAs WFI will be able to identify AGN out�ows and set constraints on the out�ow
velocities, ionisation states and column density. Follow up observations with the XIFU
will determine the wind properties further. A population study for a signi�cant sample
size with the combined knowledge about out�ows in nearby systems will provide su�cient
information for a test of AGN and galaxy co-evolution scenarios.

2.1.2.2. Galaxy Scale Feedback

AGN feedback is invoked in cluster evolution and suggested to heat the ICM. Equally
crucial is the removal of gas from the AGNs host galaxy through AGN jets, that suppress
star formation. While jets are regarded as the most e�ective way to transport energy
from the AGN into its host galaxy (Cappi et al. 2013) the following questions are still
unclear.

• How do accretion discs around black holes launch winds/out�ows, and how much
energy do these carry?

• How are the energy and metals accelerated in winds/out�ows transferred and de-
posited into the circum-galactic medium?

Using X-ray observatories, it is possible to determine the physical state of AGN out�ows
and understand the feedback processes as discussed in the following.

How do AGN launch Winds/Outflows and how much kinetic Energy do these Winds
carry? AGN winds are observed as blue shifted and broadened absorbtion lines in the
UV and X-ray band of a substantial fraction of AGN. These winds have a wide range
of velocities and physical conditions, carrying di�erent amounts of kinetic energy and
momentum from the AGN and into the larger scale environment. While simulations
of accretion discs and out�ows show, that several physical mechanisms are capable of
launching winds (Blandford and Payne 1982; Kazanas et al. 2012), the energetically
dominant mechanism is not yet understood. These out�ows can take the form of a
warm absorber medium, found in about 50 percent of AGN (McKernan, Yaqoob, and
Reynolds 2007), that likely originates in the dusty torus around the central SMBH
having only low mass and kinetic energies of the order of 1 percent of the bolometric
energy of the SMBH (Blustin et al. 2005). In contrast, Ultra Fast Out�ow (UFO)s,
that are observable in 30-40 percent of AGN and reach velocities of several tenth the
speed of light (Tombesi et al. 2010) carry signi�cant kinetic energy. While it is possible
to observe these winds and models for their launch and acceleration exist, it is to date
unclear which model applies. To understand the processes leading to the generation of
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winds/out�ows, detailed characterizations of their physical properties on a dynamical
time-scale (Cappi et al. 2013) are needed.
With ATHENA it should be possible to provide su�ciently elaborate observational data
to constrain the fundamental processes launching winds/out�ows from AGN.

How do AGN Winds/Outflowas interact with their Environment? Numerical simu-
lations indicate, that out�ows with kinetic energies in the range of a few percent the
power of the bolometric luminosity, have a signi�cant impact on the evolution of the host
galaxy (e.g. Wagner, Umemura, and Bicknell 2013). The transfer of energy from these
out�ows into the interstellar medium and furthermore the interplay on AGN feedback
and its apparent regulating e�ect on star formation are not well understood (Cappi et al.
2013). In nearby AGN out�ows and feedback can be probed directly through imaging
spectroscopy.
For 3-D mapping, a high spectral resolution is required to disentangle overlapping

components while a spatial resolution of a few seconds of arc is necessary to resolve
out�ow patterns (Cappi et al. 2013). Feedback from AGN and starbursts are expected
to have an important role in the building of galaxies. Mergers destabilize cold gas
and trigger star formation as well as accretion onto SMBH including AGN activity. By
spatially separating these activities it will be possible to understand how they are linked.
Through ATHENAs XIFU and the good angular resolution of its mirror system, it will
be possible to map the velocity distribution of hot gas within galaxies and thereby
probe the interaction of AGN and starburst induced winds with the surroundings in
local galaxies. From these observations, it will be possible to understand the process of
AGN feedback in further away, higher redshift galaxies, where the wind shocks can not
be resolved.

The nearest Laboratory for "AGN-type" Feedback: The Galactic Center and SGR A*
current and past Activity The black hole at the center of our own galaxy, SGR A*,
can be used as case study for the interaction of a SMBH with its environment (Cappi
et al. 2013). Despite its mass of 4 · 106 solar mass it has a luminosity only 300 times
brighter as our sun. That indicates a low or radiative ine�cient accretion activity.
Though it is usually found in a quiescent state, SGR A* emits �ares in the X-ray and
NIR band on daily timescales (Porquet et al. 2008). These intense activities are believed
to originate within a few gravitational radii of the event horizon (Genzel et al. 2003)
and are suggested to come from sudden increases of accretion activity or the release of
magnetic energy. However, to date neither the general rate of accretion nor the ejection
mechanism causing �ares are understood.
A large e�ective area combined with good angular and time resolution will allow to
follow the spectral evolution of SGR A* from quiescent to �aring. In combination with
observations at other wavelengths this will provide unreached precision for models of
�are emission. Furthermore, detailed high spectral resolution maps of SGR A* will
provide information about its activity over the past millenium (Cappi et al. 2013).
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2.1.2.3. The Physics of Accretion

The most active part of an AGN is the region within a fraction of gravitational radii
from the SMBH. Here, matter will lose up to half its energy, leading to the emission of
large amounts of X-rays. Winds and jets are assumed to be generated within this area
where the e�ects of General and Special relativity are most prominent. It is also within
this close environment, were the e�ects of black hole spin on the metric of space time
become apparent. Understanding the processes encountered close to a black hole will
give insight into four questions of astrophysics (Dovciak et al. 2013).

• How does the most e�cient energy release mechanism in the Universe work?

• How does strong gravity a�ect the behaviour of matter and radiation?

• How are the physics of accretion and ejection related?

• What is the spin distribution of black holes?

Several observations, that will be discussed in the following paragraphs are capable to
provide new details about the processes leading to X-ray emission from matter accreting
towards black holes. In addition, these direct observations also provide information
about the black hole itself.

The close Environment of Black Holes While falling towards the black hole, matter
within an accretion disk is heated through turbulent friction. This leads to the emission
of thermal photons, that can already be observed also in X-rays and furthermore the
formation of a hot corona in the vicinity of the black hole. Here thermal photons can gain
more energy through inverse Compton scattering. Part of these photons will illuminate
the disc, be reprocessed and lead to the emission of both hard and soft X-rays. The
e�ects of strong gravity become more and more relevant the closer to the black hole
photons are emitted. Within a few gravitational radii from the black hole these e�ects
have to be fully taken into account . That in turn o�ers the opportunity to test General
relativity itself.

Time Lags and Reverberation Mapping The X-ray spectra of black holes are com-
posed of several characteristic emissions that happen in di�erent distances to the center.
An already employed and common technique is the observation of time lags between
changes of di�erent components of the X-ray spectrum. Hard X-rays are suggested to
originate in a hot corona close to the black hole. The photons are emitted uniformly in all
directions so part is reaching an observer directly while part of the photons are emitted
towards the accretion disc. Here the photons are reprocessed and lead to the emission of
lines and a re�ection both in hard and soft X-rays. Measurements of these time lags also
called reverberation mapping (Matt and Perola 1992) are already employed and provide
a model independent method to map the inner accretion �ow (Fabian et al. 2009).
Where other facilities are limited to few bright AGN and low frequencies, ATHENA
will provide the timing capability, throughput and e�ective area to signi�cantly improve
time lag observations.
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Measuring the Spin of Black Holes Black holes are characterized by their mass and
spin, and a proper census of black holes requires the measurement of both parameters.
The spin of a black hole can be measured using several methods, that will be discussed
in more detail in section 2.1.3. The yet most widespread method is the measurement
and �tting of relativistically broadened iron Kα lines (Fabian et al. 2000). However, to
date only a small number of spin estimates for black hole spectra are available (Walton
et al. 2013).
ATHENA will be able to perform measurements that allow the application of multiple
independent methods that can be used to estimate the spin of black holes. In addition,
it will be possible to observe both galactic black hole systems, that are too bright for
other instruments, and sources that are so faint, that a reliable spin measurement is not
possible with current instruments.

The Nature of soft X-ray Emission In most radio-quiet AGN an excess emission of
X-rays in the energy range from 0.5 keV to 1 keV is observed. At least part of this excess
emission is attributed to re�ection on the ionized accretion disc (Ross and Fabian 2005).
In addition, there is evidence that this excess is caused by comptonised UV photons
rather than re�ected hard X-rays (Done et al. 2012). As current facilities are not able
to spectrally distinguish this additional component from multiple re�ected components
the origin of the excess emission is still unknown.
With its large e�ective are for soft X-rays and the spectral capabilities of its XIFU
ATHENA will provide the data required to explain the excess emission (Dovciak et al.
2013).

Mapping the Circum-Nuclear Matter Within the region where the gravitational po-
tential of a black hole exceeds that of its host galaxy, matter is found in a manyfold of
dynamical and ionization states. Through emission and absorbtion lines emitted from
this sphere of in�uence, it is in principle possible to determine size and velocity of the
emitting regions (Dovciak et al. 2013). An example would be the iron Kα visible in near
all AGN spectra (Nandra 2006). However, the position within the circumnuclear gas
can not be resolved through the lack of spectral resolution of current instruments.
Through its large e�ective area and the good spatial resolution, ATHENA will be able
to map the innermost regions around a black hole.

2.1.3. Measuring Black Hole Spin

Black holes belong to the most exotic objects in our universe. According to general
relativity a black hole can be characterized using only its mass, spin and electric charge.
Extensive theoretical work on this "no hair conjecture" was done in late 60's and early
70's. The implicit assumptions of these theorems were thereby justi�ed by Hawking (see
Hawking 1973)1.

1For more details about uniqueness or no hair theorems the reader may refer to Mazur 2000. Fur-

thermore, recent work indicates that black holes may be more hairy than initially suggested as
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In the past 20 years extensive observations and data analysis have yielded a list of black
hole candidates and constrained their mass (these candidates can be found e.g. in Remil-
lard and McClintock 2006). Furthermore, it was possible to begin the determination of
the spin of a small number of these black holes. The proper description of large masses
and their surroundings requires Einsteins theory of general relativity. In case of both,
non rotating and rotating spherical mass distribution, the solution to Einsteins �eld
equations are given by the Schwarzschild- and Kerr-metric (see Schwarzschild 1916 and
Kerr 1963) respectively. These solutions imply the existence of a horizon around a high
mass object where the required escape velocity exceeds the speed of light. Anything
within the enclosed volume is unable to leave the gravity well and is thus invisible for
an outside observer. If the density is su�ciently large, the object itself is inside this
Schwarzschild-radius and "invisible"(thus the name black hole). The Schwarzschild-
radius also de�nes the Innermost Stable Circular Orbit (ISCO) around a black hole. In
addition to its mass, the spin of a rotating mass also distorts the surrounding space-time.
Matter falling towards such an object appears to be dragged along by the mass's angular
momentum. This frame-dragging is described by the Kerr-metric and changes the ISCO
with respect to that of a non rotating black hole.
Black holes can be found in the form of SMBH at the center of galaxies in which case
accretion onto black holes can lead to the formation of an AGN that emits large amounts
of electromagnetic radiation over the complete spectrum. Similarly, galactic black holes
can be observed through the accretion of matter (although in that case the matter is
mostly donated by a companion star) and in di�erent states of activity. Though the
di�erence in mass of SMBH and their smaller counterparts is several orders of magni-
tude, galactic black holes can bee seen as scaled down models of SMBH at the center
of galaxies. As also the dynamic behaviour of galactic black holes is scaled down, these
objects provide the mean to study accretion �ows and dynamic processes inaccessible
in SMBH (Motch et al. 2013). A star is a rather complex system, which maintains a
stable state through the balance of gravitational force, and the fusion driven radiation
pressure. In the end of its life cycle, when it is no more possible to maintain energy
yielding fusion processes, a star will collapse and form a dense object. If its initial mass
is su�ciently large, the gravitational force causes the star to collapse into a point like
physical singularity. The star will become a black hole, one of the possible endpoints
of stellar evolution. While a large number of its initial properties are lost during the
collapse, mass and spin of a black hole are highly determined by its previous form.
As already mentioned, the extreme gravity in the vicinity of a black hole prevents a
direct observation. Fortunately, stellar objects often form binary systems. As discussed
in the next section, such systems emit X-rays that are characteristic for the objects in
the system. A more detailed discussion of the X-ray emission of black holes can be found
e.g. in Psaltis 2004 or Remillard and McClintock 2006.

Black Hole Binary X-ray emission Binary systems consist of two stellar objects.
These may be either two stars, a star and a compact object (white dwarf, neutron star

summarized in Chru±siel, Costa, and Heusler 2015
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Figure 2.6.: Artistic interpretation of the black hole binary Cygnus X-1. The proximity of
the black hole to its companion enforces a direct �ow of mass from the companion towards the
black hole. The momentum of the emitted mass and the gravitational force of the black hole
results in the formation of a accretion disc surrounding the black hole.

or black hole), or even two compact objects. In the following, only the properties of a
binary system consisting of a black hole and a companion star are taken into account.
In such a system, the gravitational �eld of the black hole will result in a mass transfer
from the companion towards the black hole. This happens either directly by Roch-Lobe
over�ow, if the two companions are close and the mass of the dense object is high enough
(see �gure 2.6 for an artistic depiction), or by stellar winds, which are emitted from the
companion and caught by the black holes gravity (see e.g. Psaltis 2004 for more details).
The angular momentum of matter released from the companion and the gravitational
force of the compact object will lead to the formation of an accretion disc. While matter
falls towards the discs center, it mixes with matter from smaller radii. The viscous mix-
ing gives rise to turbulences and induces magnetic �elds, e�ectively causing a transfer
of angular momentum from the inside of the disc to its outside while matter moves into
the opposite direction. Altogether, the kinetic energy of the falling matter is converted
into heat by the turbulent friction inside the accretion disc, leading to an increase of
temperature with decreasing radius. The high temperatures near the center of the disc
causes the formation of a hot plasma.
Several processes will lead to the emission of photons with di�erent energies that all
contribute to the observed spectrum. An example of an X-ray spectrum for an accreting
black hole and a illustration of the di�erent components contributing to it is shown in
�gure 2.7. First, the disc itself will emit thermally generated photons with an emission
spectrum that can be modelled by a multi temperature black-body. As the emission itself
is in all directions, photons from the disc will move through the surrounding plasma and
gain energy by inverse Compton-scattering. The energy distribution of these photons is
typically modelled by a power-law spectrum with a high energy cut-o�. The spectral
emission is proportional to E−Γ with typical values of Γ in the range of 1.4 to 2. Since
the scattering process is undirected, Comptonized photons can move towards the disc.
Here they are again scattered and a part of the incident radiation is "re�ected" into the
direction of the observer. The corresponding spectral component is then composed of

33



2. Science Case and the Athena Mission

disk comptonized reflexion

accretion disk plasma

(a)

KERRDISK -  a
*
= 0 .8 6 ± 0 .1

KERRBB -  a
*
= 0 .8 8 ± 0 .0 1

ATHENA data po ints  (5  ks e c o bs .)

Power law 

(comptonized photons)

sum spectrum1

0.1

0.01

E
n
er

g
y
 F

lu
x

Energy [keV]
1 2 5

relativistic iron line

(reflection)

thermal emission

(disk)

(b)

Figure 2.7.: a) The temperature of an accretion disc gradually increases towards its center,
generating a surrounding, hot plasma. The disc emits thermally generated photons. Some
of these traverse the hot plasma and gain energy by inverse Compton scattering. These high
energetic photons can in turn be re�ected on the accretion disc. b) The shown simulated spec-
trum of a black hole consists of a thermal component, a power-law continuum and a re�ection
component, here primarily visible as a relativistically broadened iron line. (Figure from Lumb
et al. 2012)

the re�ected photons and characteristic �uorescence lines as illustrated in �gure 2.7.
For an external observer, the emitted �uorescence lines are blue or red-shifted by gravity
and rotation. The exact composition of the relativistically broadened lines is thereby
largely depending on the origin inside the disc.
As pointed out beforehand, the smallest possible orbit around a black hole, the ISCO,
is de�ned by the black holes mass and spin. Since the ISCO de�nes the shape of the
accretion disc, the X-ray emission of a black hole binary system is in turn characterized
by the mass and spin of the black hole.

Measuring the Black Hole Spin All in all, there are two methods based solely on
X-ray spectroscopy that can be used to determine the spin of a black hole.
The �rst uses the thermal emission from the accretion disc. The disc temperature in-
creases towards its center. According to the Kerr-metric, the ISCO around the black
hole is tied to its spin. Since higher temperatures are emitted from smaller radii of
the disc, the characteristic multi-temperature black body emission depends on the black
holes spin. An exact model of this thermal component can be (and already is) utilized
for spin measurements.
The second way is the determination of the relativistically broadened iron-K line pro�le
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Figure 2.8.: The re�ection component of a black hole binary largely depends on the spin of
the black hole. The reason for this is that the spin of the black hole distorts space time and thus
in�uences the innermost stable circular orbit around the black hole (Illustration: NASA/CXC/
M. Weiss; Spectra: NASA/CXC/SAO/ J. Miller 2003).

around 6.4keV energy range. The red shift of a photon is determined by its origin inside
the accretion disc. Thus photons emitted from di�erent positions inside the disc will
show di�erent red shifts. The exact shape of this relativistically broadened iron-K-line
is given by the mass and spin of the black hole, the position of the emitting material
within the accretion disc and other factors. Spectra as expected from black holes with
largely di�erent spins are indicated in �gure 2.8. An exact measurement and modelling
of the iron K line can be used as a direct measure for the spin of the central black hole.
A third method requires su�cient timing capabilities of the used sensor and is based on
the timing properties of the emitted spectrum. The power spectra of black hole bina-
ries show distinct timing features as quasi-periodic oscillations. Furthermore intensity
changes of di�erent energy bands show a time lag that is tied to the movement of pho-
tons over the macroscopic distances of the accretion disc. A thorough understanding of
these e�ects could be used to determine the properties of black holes. In addition these
spectral features can be used to probe the current understanding of general relativity.
For further details on X-ray binaries, their spectral and timing properties as well as
methods to determine black hole spin refer to Remillard and McClintock 2006 and ref-
erences therein.
The di�erent spin measurement methods are still in a process of gradual improvement.
Ideally, the di�erent methods should yield the same result for a given black hole. Pro-
vided an instrument is capable to deliver spectral data that allow to apply more than
one method on the same set of data, the di�erent methods could be used to cross check
the underlying models. This should �nally yield highly accurate spin estimations.
This, however, requires an instrument that has su�cient spectral resolution as well as
count rate capability to observe bright galactic sources. In addition, a time resolution
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su�cient to resolve �ux changes in the di�erent energy bands related to the black holes
mass and spin would be bene�cial.

2.2. The Athena Mission

ATHENA is intended to provide a leap in observational capability with respect to cur-
rent and planned facilities to address the topics discussed in the previous section. For
this, ATHENA's payload will consist of a focussing X-ray optics and two X-ray spec-
trometers. These are the XIFU and the WFI. The XIFU will provide excellent spectral
resolution, but only over a limited �eld of view, while the WFI, will grant moderate
spectral resolution and high sensitivity over a large �eld of view. Furthermore, the WFI
will be able, to observe even brightest radiation sources.
ATHENA is suggested to be stared in 2028 by an Ariane V class launch vehicle into
an L2 orbit. Its foreseen life-time is 5 years with 5 years of extension. From the scien-
ti�c objectives discussed beforehand, a number of requirements for the di�erent parts of
ATHENA can be derived. A detailed confrontation of observational goals and require-
ments can be found i.e. in Nandra et al. 2014. In the following a justi�cation for the
respective science requirements with respect to the herein presented science will be pro-
vided. Following this introduction, ATHENA's mirror system and its two spectrometers
will be discussed.

2.2.1. Science Requirements

Parameter Requirement

E�ective Area 2 m2 at 1 keV
0.25 m2 at 6 keV

PSF HEW 5" on axis
10" on axis

XIFU Energy Resolution 2.5 eV

XIFU Calibration Accuracy 0.4 eV

XIFU FOV 5' diameter

XIFU threshold 0.2 keV

WFI FOV 40' x 40'

WFI Energy Resolution 80 eV at 1 keV
170 eV at 7 keV

WFI count rate capability 1 Crab
with 80 throughput

and less than 1 % pile-up

WFI time resolution <80 µs

Instrumental Background <5x1e-3 cts/cm2/s/keV

Table 2.1.: Requirement for the ATHENA mission.

To measure and identify faint
objects as either early groups
or the WHIM a large e�ec-
tive area for both low ener-
getic X-rays (E < 1 keV) and
higher energetic emission (E =
6 keV) is required. Further-
more, to disentangle di�erent
sources from each other or to
provide detailed velocity maps
e.g. to measure the e�ects of
AGN jets and their energy de-
position into the ICM, a spa-
tial resolution better than 5"
on axis and better than 10"
o� axis are necessary. To de-
termine the process of matter
assembly in clusters, the en-
ergy dissipation of jets and to
record a census of baryons in
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the warm hot phase, the XIFU must provide an energy resolution of 2.5 eV FWHM.
Simultaneously, its absolute accuracy should reach 0.4 eV.
A su�cient FOV for the XIFU to provide enough details about matter assembly,

metal production and dissipation as well as the dissipation of jet energy is deemed to
be 5 minutes of arc. The lower energy limit of the XIFU is suggested to be 0.2 keV
to get all information of warm hot baryons, the physical properties of the WHIM and
the interaction of winds and out�ows with their environment. Through its FOV of 40
x 40 square minutes of arc, the WFI will help to identify early groups, provide infor-
mation about non-gravitational heating, help to understand the metal production and
dispersion in galaxies and clusters and provide a population study of high z AGN as well
as a complete census of AGN at the peak of star formation and accretion activity. To
ful�ll the di�erent science requirements, a su�cient energy resolution is mandatory. At
low energies of about 1 keV, the FWHM energy resolution is meant to be about 80 eV
to provide su�cient resolution for the detection of highly red shifted X-ray lines. For
spin measurements and reverberation measurements of black holes on the other hand an
energy resolution of 170 eV FWHM at 7 keV is necessary. For the observation of bright,
galactic black holes, a count rate capability su�cient to observe a Crab-like source with
less than 20 percent dead time is required. One Crab �ux unit about 2.4 · 109 erg/s/cm2

over the energy range of 2 keV to 10 keV. With the expected e�ective area of ATHENA's
mirror system, that equals a count-rate of about 105 cts/s.
To achieve the su�cient sensitivity for faint sources, an instrument background be-
low 5 · 103 cts/s/cm2/keV is demanded. By providing the above discussed instrument
requirement, ATHENA will be able to address questions of matter assembly, non-
gravitational heating, metal production and dispersion and a complete census of AGN
at the peak of activity in the Universe. There are furthermore constraints on ATHENAs
astrometric accuracy and the e�ciency and response time to GRBs. These are largely
related to the spacecraft, respectively the telemetry and data analysis, and a discus-
sion is beyond the scope of this work. However, details can be found in (Nandra et al.
2014) and references therein. In the next subsections the properties of ATHENAs mirror
system and its two spectrometers will be discussed.

2.2.2. Mirror Assembly

The observation of faint sources is usually accomplished using optics that focus the light
from a large collection area onto a sensor. In the optical band this can be accomplished
using lens or mirror systems that work on near normal incident. The focussing of X-rays
is more complicated as for optical light. Usually, a system of two surfaces in a so called
Wolter con�guration are used. Multiple surfaces with di�erent diameters are used to
build a Wolter-telescope (Wolter 1952), that focusses radiation over a large bandwidth
range onto an X-ray sensitive detector.
For ATHENA and its predecessors, a new mirror design for a Wolter 1 telescope has
been developed (Willingale et al. 2013). It utilizes Silicon Pore Optics (SPO) technology
(Beijersbergen et al. 2004). The complete mirror is built of modules, that in turn consist
of two stacks of silicon wafers. Each wafer is groove cut such, that only a thin layer of
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(a)

Silicon Pore Optics, ESA/Cosine
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Figure 2.9.: a) shows the functional principle of a single pore of an SPO. These pores are
formed through stacking multiple groove cut wafers. By aligning two of these wafer stacks, a
single mirror module is formed. Each pore is a small sector of a Wolter-I telescope. Multiple
mirror modules are assembled into a mechanical frame to form the complete ATHENA mirror
system as shown in �gure 2.10.

about 150 µm is left. Through stacking of several wafers, the grooves form pores and the
thin layer is the surface of re�ection for incident X-rays. Two pores, aligned correctly
to each other, form a small sector of a Wolter 1 telescope as shown in �gure 2.9a. A
complete module, formed of two wafer stacks is shown in �gure 2.9b. The wafers are
stacked on a precision mandrel to achieve the required curvature, and cold bonded onto
each other. The stacking process results in a conical approximation of a Wolter optics.
Multiple modules are assembled in a proper mechanical frame shown in �gure 2.10, to
form the complete mirror system. Compared to other mirror technologies, the SPO
technology provides a drastic reduction of mass for the same e�ective area (Willingale
et al. 2013). For an e�ective area of about 2 m2, a diameter of 3 m and a focal length
of 12 m are required (Nandra et al. 2014). To populate this area, about 1000 mirror
modules are necessary. Through a tightly controlled manufacturing process, it should
be possible to achieve an on-axis HEW of 5" for the complete mirror system. In fact, it
was already demonstrated, that single modules are able to achieve the required spatial
resolution (Willingale et al. 2013). To improve the low energy response of the mirror
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Figure 2.10.: The complete mirror assembly, as shown on the left is composed of multiple
mechanical frames, shown in the middle picture, that in turn are populated by mirror modules
shown in �gure 2.9b. The modular approach will lead to an e�ective area of 2 m2 and an
angular resolution of 5 seconds of arc on axis.

system, it is possible to coat the wafers with a high-Z material. In addition, di�erent
module assemblies to improve the angular resolution of the �nal mirror system are under
development (Willingale et al. 2013).
The current state of the SPO mirror system for ATHENA is reasonably progressed to
assume that the requirements to achieve the observational goals for ATHENA can be
ful�lled.

2.2.3. X-ray Integrating Field Unit

A single cell of the XIFU consists of an absorber and a Transition Edge Sensor (TES)
that have a strong thermal connection. The TES is weakly coupled to a cryogenic bath
and operated close to its transition between super- and normal conduction (Irwin and
Hilton 2005). An incident photon will deposit its energy in the absorber and heat it
up. The heating will cause the TES to switch from super- to normal conducting. The
heat is dissipated through the weak link to the cryogenic bath, with a time constant
characterized by the thermal capacity of the absorber and TES and the thermal cou-
pling to the cryogenic bath. The TES generates a current signal that is ampli�ed by
a Superconducting Quantum Interference Device (SQUID) that is operated at 50 mK.
The SQUID signal is further processed by a low noise ampli�er.
Multiple pixel of the TES are connected to the same SQUID. The signal multiplexing is
done through Frequency Domain Multiplexing (FDM). Each pixel is equipped with an
LC circuit in series with the resistance of the TES. Each pixel is excited through its re-
spective resonance frequency. Through the switching from super- to normal-conduction,
the quality of the resonance circuit is drastically reduced, leading to a modulation of
the resonance signal. The TES resistance change is later demodulated, the signal pulse
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Figure 2.11.: a) Shows the FPA of the XIFU consisting of the sensor, thermal and magnetic
shielding, and the �rst readout stage. b) The FPA is embedded in the complete instrument
and surrounded by several thermal shields and the di�erent cooling stages.

reconstructed and the energy information retrieved. This multiplexing scheme allows to
read 3840 TES sensors using only 96 readout channels.
The XIFU is equipped with an anticoincidence �lter that is used to suppress background
events. Foreseen is a cryogenic TES based anticoincidence �lter with Silicon as absorber
and Iridium as TES (Macculi et al. 2014). The anticoincidence will be comprised of
four TES arrays. Required is a rejection of primary particles larger than 98%, a low
energy threshold of 20 keV and a size of 18 x 18 mm2 with a rise time faster than 30 µs.
Prototypes ful�lling these requirements have been produced (Macculi et al. 2014).
The FPA of the XIFU, shown in �gure 2.11a, will provide the thermal and mechanical
support for the sensor, the anti-coincidence detector, and the cold electronics. It will
also provide the required magnetic shielding. Two magnetic shields are foreseen and
attenuation of �elds by a factor of 1.6 · 105 have already been measured (Barret et al.
2013). Furthermore, a �lter wheel with an optical blocking �lter, a beam di�user for the
observation of bright point sources, a closed position and an calibration source will be
implemented.
The cooling chain consists of several stages with two major components. The upper
cooling chain provides cooling down to 2 K while the last stage grants the cryogenic
bath at 50 mK (Rando et al. 2010). A model of the complete instrument including
cooling stages and thermal shields is shown in �gure 2.11b, with the FPA embedded in
the center.
The exceptional energy resolution over a su�ciently large sensor array, of the XIFU will
grant a new deep look into the Universe.
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Figure 2.12.: a) The WFI consists of its camera head, corresponding detector electronics, the
ICPU, a �lter wheel, radiators and the mechanical structure. b) The focal plane of the camera
head is formed by 5 silicon based sensors. 4 of these are combined to provide an �eld of view
of 40'. Adjacent to this large area sensor array, is an additional �fth sensor. This device will
be optimized to cope with even highest count rates.

2.2.4. Wide Field Imager

The WFI will consist of the camera head, the surrounding detector electronics, the
instrument control and power conditioning unit as well as the required radiators and
mechanical structure as shown in �gure 2.12a. The camera head will be composed of
5 individual solid-state-sensors and the required front-end Application Speci�ed Inte-
grated Circuits (ASICs).
The sensors will be based on silicon, which has a long heritage as sensor material in sci-
ence and X-ray astrophysics. Well known are the properties of Hybrid Pixel Detectors,
CCDs and Silicon Drift Detector (SDD). The developments for future X-ray missions are
currently focussed on Active Pixel Sensors (see Holl et al. 2003 and Bautz et al. 2009).
One Active Pixel Sensor (APS) concept is the so-called DEPFET that was developed at
the MPI-HLL in Munich.
ATHENA's WFI will utilize the DEPFET technology for all its detectors. 4 monolithic
sensors, based on the DEPFET technology, with an area of about 7 × 7 cm2 each will
form a large scale sensor array providing highest sensitivity over an unprecedented �eld
of view of 40 minutes of arc. In addition, to be able to observe even brightest radiation
sources the WFI will be equipped with a �fth sensor designed to accommodate high
count-rates.

High-Count-Rate Sensor

Black hole binary systems, especially galactic binary sources, tend to be among the
most luminous, respectively brightest, sources in the sky. In addition, many usually
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quiet sources as e.g. AGN regularly undergo phases of intense emission. During these
they exceed their quiescence �ux by several orders of magnitude. While it is possi-
ble to observe bright (and therefore potentially interesting) sources also with current
instruments, their limitations signi�cantly hamper our ability to make progress in the
understanding of these objects as either most of the �ux is discarded as pileup (Motch
et al. 2013), or their spectral performance is too poor to provide su�cient spectroscopic
information for the determination of e.g. black hole spin.
Pile-up appears when the arrival time of two consecutive incident photons is smaller
than the readout time constant of the respective pixel of the detector. In that case, the
two signals "pile up" on each other and it is not possible to discriminate these events
and, in the worst case, they have to be discarded. For ATHENA's WFI, a requirement
of less than 1 % pile-up at a source brightness equal to that of the crab nebula is de�ned.
Simultaneously, the instruments throughput should be larger than 90 %. Furthermore,
an energy resolution better than 150 eV and a time resolution better 80 µs are demanded
according to Nandra et al. 2014.
The high count-rate sensor of the WFI will be designed to accommodate count-rates
of bright sources with minimal pile-up. It will thus be capable to provide high quality
spectra of bright sources in a fraction of the time required by current instruments. Apart
from the obvious bene�t of reduced observation time, this will furthermore enable the
observation of fast variations within these sources, which is not possible with current
instruments of otherwise comparable spectral resolution.
Using a DEPFET based sensor, there are two possibilities to reduce pile-up. The �rst
is to spread the incident photons over several pixels and thus reduce the count rate for
each individual pixel. The second way would be to increase the readout speed of the
whole sensor. It is furthermore possible to settle for a moderate combination of these
two extremes.
In this thesis, di�erent advanced DEPFET concepts are studied with respect to a high
count-rate achieved through a fast readout.
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Radiation passing a solid state sensor interacts with electrons and nuclei of the sensi-
tive material. While elastic processes only change the momentum of incident particles,
inelastic processes will cause the transfer of energy and momentum resulting in the gen-
eration of electrons and ionized atoms. Overall these processes result in the generation
of a charge cloud inside the sensor. Thus, it is possible to detect a broad spectrum of
radiation, as light and heavy charged particles as well as electromagnetic radiation from
a few eV up to several hundred keV.
From a technical point of view, the detection of radiation is then just the process of
counting the number of electrons generated inside a sensor by incident radiation. As
simple as this may sound, there is a number of processes that deteriorate the counting
process.
A perfect sensor system would be capable to detect every incident particle, reconstruct
its energy and position with arbitrary accuracy and do this in�nitely fast. A real de-
tectors has limitations that arise from the physical processes that allow the detection of
incident radiation and from imperfections of the detector system. Both will be discussed
in the following sections.
The discussion starts with the interaction processes leading to the generation of the
primary charge cloud, followed by its transport to a read node. The ampli�cation of the
collected charge is then considered on the example of the DEPFET ampli�er structure.
Covered are the charge ampli�cation, noise and di�erent readout schemes.
The energy signal of incident photons is distorted by the physical processes that allow
their detection and the corresponding statistical �uctuations. Incident photons of a
single energy will thus not generate a single output signal but a spectrum that is char-
acteristic for the sensor and energy. That response function can be seen as a probability
distribution that describes the output signal with respect to a given incident radiation.
In the third part of this chapter an analytical formulation of that response function for
silicon as detector material will be derived.
The applied readout method may introduce further deteriorations of the response func-
tion e.g. due to the readout method. In the fourth part of this chapter, the spectral
response is extended for time dependent readout artifacts to describe the response of
DEPFET based sensors, read out on demand.
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3.1. Detection of Radiation

This section discusses the interaction of incident radiation and the processes leading to
the generation of a charge cloud inside a silicon based sensors. The focus is thereby set
to electromagnetic radiation in the energy range from 0.1keV up to 10keV(which is the
typical range of astrophysical observatories for soft X-rays).
The generated charge carriers are subject to the electric �eld inside the sensor. This �eld
has to be shaped such that the electrons are moved to a read node and any charge loss
is avoided. The shape of the �eld is determined by surface contacts as pn-junctions and
MOS-structures. These structures as well as the electron transport will be considered
in the second part of this section.

3.1.1. Detection of Radiation

As this work is focused on spectroscopic devices for applications in X-ray astrophysics,
particle interaction will be neglected. Furthermore, we will focus on the electromag-
netic regime of interest from 0.1keVup to 10keV. Although elastic scattering e�ects as
Thompson and Rayleigh scattering as well as inelastic Compton scattering are present
in this energy regime, the dominant interaction process is the photoelectric e�ect of
electromagnetic radiation with the silicon 1s or K-shell electrons.
Therefore, the discussion will be limited to the photoelectric e�ect and related secondary
interaction. For a discussion of all interaction mechanisms the reader is referred to stan-
dard literature (see Knoll 1999; Sze and Ng 2007).

3.1.1.1. Photoelectric Effect

The photoelectric e�ect is the absorbtion of a photon by an atom and the following
emission of a photoelectron. In this process, the energy Eph of the photon, propagating

into the direction
−→
k is transferred to a bound electron. If the photon energy exceeds

the electron binding energy Ebind, this causes the emission of the electron to an unbound
state of Energy Epe = Eph − Ebind with momentum −→p as depicted in �gure 3.1a. The
probability for this interaction process is given by the interaction cross section σshell.
Extensive tabulations of cross sections for di�erent materials and photon energies are
provided e.g. by the National Institute of Standards and Technology (NIST)1 and The
Center for X-ray Optics (CRXO)2(the there listed values are based on Seltzer 1993 and
Henke, Gullikson, and Davis 1993). Graphs of the cross sections for silicon, silicon-
nitride and silicon-oxide are provided in appendix C.
Since the electrons are excited by the electric �eld of the photon, the angular distribution
of photoelectron-emission peaks into the direction of the electric �eld. In addition, in the
absorbtion process, the photons momentum is also transferred to the electron causing the
emission distribution to have a slight preference pointing into the photons propagation

1http://www.nist.gov/pml/data/xraycoef/
2http://henke.lbl.gov/optical_constants/
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Figure 3.1.: a) shows a schematic depiction of the photoelectric e�ect. An incident photon
with wavenumber k excites a bound electron, in the shown case from the K-shell into an
unbound state. The electron will move into the direction of p. The angle θ between incident
photon and excited electron can be described by equation (3.1). The distribution for incident
photon energies from 2 keV up to 10 keV is depicted in b).

direction. While analytic calculations allow qualitative insight to the physical process
(see Sauter 1931a; Sauter 1931b) and describe the dependency of the cross section on
atomic number and photon energy, they are not su�cient for quantitative analysis (Pratt,
Ron, and Tseng 1973).
In the following, the formula proposed by Cooper (Cooper 1992) for the di�erential

cross section dσshell
dΩ

of unpolarized incident radiation is utilized. Including asymmetries
for the emission probability this formula is given through

dσshell
dΩ

= σshell ·
1

4π
(1− β

4
(3cos2(θ)− 1) + (

γ

2
sin2(θ) + δ)cos(θ)). (3.1)

Here θ denominates the angle between direction of propagation
−→
k of the incident photon

and direction of emission −→p of the electron. The factor σshell is the interaction cross
section for the respective atomic shell and incident photon energy, while the parameters
β, γ and δ correspond to electric dipole, quadrupole, and magnetic dipole transitions.
All parameters dependent on the energy of the incident photon, electron orbital and
atomic number (see Trzhaskovskaya, Nefedov, and Yarzhemsky 2001; Trzhaskovskaya
et al. 2006). The tabulated values for silicon are listed in appendix C. Figure 3.1b shows
the angular distribution of photoelectrons with energies from 3 keV - 10 keV emitted
by a silicon atom, together with emission in dipole approximation (corresponding to a
β value of 2).
The absorbtion probability for an incident photon is, as mentioned above, given by the
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Figure 3.2.: The notation for X-ray �uorescence lines starts with a Greek letters that denote
the initial shell of the electron transition. Any �ne structure of these lines is denoted by numbers
in ascending order of the transition energy. Shown are only those transitions that are allowed
by the selection rules.

interaction cross section of the single shells of an atom. A more common description for
the absorbtion of photons is given by Lambert-Beers Law

I(z) = I0 exp (−µz) . (3.2)

Here I(z) is the intensity observed in the depth z, I0 is the incident intensity and µ
the absorbtion coe�cient. A quantity also used is the absorbtion length, which is the
reciprocal of the absorbtion coe�cient. The absorbtion coe�cient µ and the sum of the
individual shell cross-section σtot are related by

σtot = (µ/ρ)ma/NA., (3.3)

Here, ρ is the density of the material, ma the molar mass and NA the Avogadro number.
Graphs and selected tabulated values for the absorbtion length are provided in �gure
C.1 and table C.1 summarized in appendix C.

3.1.1.2. Atomic Relaxation

As discussed above, the incident photon causes the emission of a photoelectron from a
bound state and thus generates furthermore an atom in an excited state. The relaxation
of that atom happens by radiative or non-radiative transition processes. Subsequently
the vacant atomic shell will be �lled by electrons from higher shells. This relaxation
process is accompanied by the emission of photons or electrons. The probability for
a �uorescence process (the emission of a photon) is given by the �uorescence yield
ω. The energy of the emitted photon is de�ned by the di�erence in binding energy
of the participating shells, which allows the identi�cation of the process causing the
�uorescence. Correspondingly the photon is named by the participating shells, starting
with the vacant shell (K,L,M) typically followed by an index α or β depending on if
the shell is �lled by an electron from the next higher or the next but one higher shell.
Furthermore the di�erent energy levels for one shell can be distinguished by indexing
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Figure 3.3.: A vacancy caused by photoelectric absorbtion will subsequently be �lled by
electrons from higher energy states. During this relaxation process either a �uorescence-photon
a) or an auger-electron b) is emitted.

the transitions. The naming scheme for allowed transitions is depicted in �gure 3.2.
The second relaxation process is the Auger-e�ect. Here the energy of the relaxation
process is transferred to another electron, that subsequently enters an unbound state.
The energy of the emitted Auger-electron is characteristic for the bound states of the
participating electrons. Auger electrons are thus labelled by 3 characters naming all
participating shells. The �rst character de�nes the vacancy. The second character
corresponds to the shell the �rst electron is originated from, the third character is the
shell of the emitted electron. A K-shell vacancy may e.g. be �lled by an electron from
the L-shell. Instead of the emission of a Kα �uorescence photon, the resulting energy is
transferred to another electron from the L-shell leading to the emission of a KLL-Auger-
electron.
For elements with Z < 17, less than 10% of all transitions are followed by the emission
of a photon (see Perkins, Chen, and Hubbel 1991). Thus the dominating relaxation
process is the Auger-process. In the case of silicon (Z=14) 95% of the excited atoms
relax by the emission of an K-shell auger-electron while only 5% relax by emission of a
K-shell photon. The Auger-electron emission probabilities and the �uorescence yield for
silicon are summarized in table C.3.

3.1.1.3. The Range of Energetic Electrons

As pointed out in the previous section the photoelectric absorbtion inside a solid will
most likely cause the generation of a photoelectron and an Auger-electron. These elec-
trons will be subject to further interactions. In the energy range of interest the dom-
inating processes are elastic scattering, changing the electrons direction and inelastic
scattering, mostly changing its energy. The characteristic values corresponding to these
processes are the inelastic and elastic mean free path. Both de�ne the mean range elec-
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trons travel before undergoing an interaction. The electron will interact in this manner
until all its energy is dissipated or it leaves the solid. The average number of charge
carriers Ne generated by an electron is de�ned by its initial energy Ekin and the mean
energy necessary to generate a single electron hole pair. For silicon this pair-creation
energy is w = 3.66eV (see Scholze, Rabus, and Ulm 1998). Provided that the complete
energy Eph of an incident photon is deposited inside the sensitive volume of the sensor,
the number of generated electron hole pairs is

Ne =
Eph
w
. (3.4)

With decreasing energy, the probability that an electron is subject to a scattering process
increases. Thus electrons will dissipate the majority of their energy on the �nal part of
their way.
In total exists a variety of range parameters, which are commonly used to describe the
mean, average, extrapolated or maximum distance an electron with the kinetic energy
Ekin travels through a material (see Iske�, Cunningham, and Watt 1983 for a discussion
of the di�erent range parameters).
For analytical considerations, approximations based on measurement data can and are
widely used. Two common approximations are the formulas stated by Iske� for the
approximated range of energetic electrons inside a material (Iske�, Cunningham, and
Watt 1983) and Fittings relation for the maximum range (Fitting 1974). In the scope
or this thesis the formula of Fitting for the maximum range

Rmax = 90 · E
1.3
kin

ρ0.8
(3.5)

will be used. The formulas only variables are the material density ρ and the kinetic
energy Ekin of the electron.
The in�uence of energetic electrons on the spectral response function is twofold. For
once it is possible, that the primary electrons deposit only a fraction of their energy
inside the sensitive volume. This leads to the formation of several "�at shelfs" in the
spectrum (see section 3.3.2.5). Furthermore, the charge cloud has a starting diameter
largely de�ned by the incident photons energy. Imperfections and Impurities close to
the sensor surface may cause the recombination of generated charge carriers (for more
details see section 3.1.2.2) and give raise to a characteristic tail in the spectral response
function (see section 3.3.2.2).

3.1.2. Electron Transport in Silicon Sensors

What remains, once an energetic electron has deposited all its energy to the silicon, is a
charge cloud composed of electrons and holes. The number of generated pairs is thereby
proportional to the energy of the incident photon. Thus, to measure the energy of the
incident photon it is su�cient to "count" the number of either electrons or holes. For
this it is necessary to transport the charge carriers from their point of origin to a read
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node. Furthermore, a recombination or loss of charge carriers has to be avoided.
Inside a semiconductor, charge is transported either by di�usion due to a density gradient
or, if an electric �eld is present, by a drift of the charge carriers. The most basic
structures to build a silicon sensor is a pn-junction. While a simple diode can be used to
detect radiation, high quality X-ray spectroscopy requires more sophisticated techniques
as e.g. the principle of sidewards depletion. Furthermore, the generation of a de�ned
electrostatic pro�le inside the sensor often requires MOS-structures e.g. to avoid a
current �ow between p-contacts on di�erent potentials.
For in depth discussion of semiconductor physics refer to Sze and Ng 2007 and similar
literature. The following will only discuss the above mentioned structures and the charge
transport as required in the scope of this thesis.

3.1.2.1. The Electric Field inside a Sensor Device

The dominating charge transport mechanisms inside semiconductors are di�usion due to
an imbalanced carrier density and drift caused by the application of an external electric
�eld.
The movement of charge carriers due to di�usion always points from regions of high
carrier density to regions of low carrier density. Assuming a spot-like carrier distribution,
which is a su�cient �rst approximation for the carrier distribution directly after the
conversion process of a photon, di�usion will cause the charge carriers to move uniformly
into all directions.
In contrast, a drift of charge carriers caused by an electric �eld is de�ned by the direction
of the electric �eld. On their path the electrons will be accelerated by the electric �eld
until they are subject to an interaction with other electrons or the semiconductor crystal.
Due to these interaction processes charge carriers are not accelerated in�nitely when
moving inside a solid. The mean velocity of charge carriers inside a solid is de�ned by
the carrier mobility and the external �eld. The mobility µ depends on the mean free
path length and the sensor material. In silicon, the mean free path length increases
with decreasing temperature due to the reduced probability of phonon scattering. The
velocity v of electrons subject to an external electric �eld E is

v = E ·µ. (3.6)

At high electric �elds the electrons will gain more energy between two interaction
processes but also transfer more energy by scattering. This results in a saturation
of the electron velocity at a maximum value. In the temperature range from 4.2 K
and 300 K the saturation velocity in silicon is decreases from vsat = 1.4 · 107 cm

s
to

vsat = 0.96 · 107 cm
s
(Canali and Ottaviani 1970).

3.1.2.2. PN-Junction

A pn-junction is formed when p- and n- doped semiconductor materials are in contact.
If no external bias is applied to these contacts, the concentration di�erence of majority
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charge carriers will result in their drift from one region into the other.
This in turn causes the formation of a region with �xed charge carriers inside the semi-
conductor, the so called space charge region. In thermal equilibrium, implying an equal
Fermi-level for both semiconductor regions, the di�erence of electrostatic potential, also
referred to as built-in potential Vbi can be expressed by (Sze and Ng 2007)

Vbi =
kT

q
ln

(
NAND

n2
i

)
. (3.7)

With k as the Boltzmann-constant, T the temperature, q the elemental charge, NA the
acceptor, ND the donor and ni the intrinsic charge carrier density. The application of an
external bias will a�ect the depletion width. If donor and acceptor concentration show
a high asymmetry, NA >> ND the space charge region will primarily be formed in the
n-doped region. In dependency of the applied bias voltage Vext , the width WD of the
depletion region can be expressed by

WD =

√
2ε0ε

qND

(
Vbi −

2kT

q
− Vext

)
. (3.8)

In this equation, ε0 is the vacuum dielectric constant, ε the relative material permittivity
and Vext the applied external bias.
A positive voltage drop between p- and n-doped region will compensate the built-in
potential and reduce the depletion width. If that forward bias is su�cient, the small
width of the depletion region will result in the recombination of electrons and holes and
thus an increase of the current �ow. The rate of recombination, and thus the current
�ow, is exponentially depending on the applied voltage.
Applying a reverse bias voltage increases the depletion width. In this mode only a
small current is present. That leakage current is primarily caused by the generation of
electron hole pairs due to thermal excitation. Especially crystal defects inside the silicon
lattice and unsaturated bonds on the sensor surface act as generation and recombination
centers as they introduce intermediate energy states in the silicon band-structure. These
intermediate states open a path for a two staged excitation process, with each process
requiring a smaller excitation energy. Defects are the main cause for leakage current of
silicon devices. Thereby the recombination/generation rate U is de�ned by the Shockley-
Read-Hall relation (Sze and Ng 2007)

U =
pn− n2

i

τp
(
n+ ni exp

[
Et−Ei
kT

])
+ τn

(
p+ ni exp

[
Ei−Et
kT

]) . (3.9)

The variables n and p are the electron and hole densities, Et is the energy level of the
intermediate state, Ei the mid-gap energy and τn and τp are the lifetimes for electrons
and holes respectively.
In the scope of this thesis, the e�ect of generation and recombination is discussed in the
form of leakage current (see section 3.2.4.2) and a tail in the response function charac-
teristic for the sensor entrance window (see section 3.3.2.2).
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Figure 3.4.: On the left side the basic concept of sidewards depletion is shown. By implanting
a p+ contact on top and bottom of the sensor, the device is depleted from both sides. The
n+ contact, which also serves as readout node, is placed on the side of the device. In that
way, the size of the read node and thus its capacity can be minimized. The resulting parabolic
potential pro�le is depicted on the right. It depends on the sensor thickness, the applied front-
and backside voltages as well as the bulk doping.

The most basic structure for the detection of electrons is a diode. To increase the sen-
sitive volume, these devices can be build using low doped or near intrinsic substrate
material with p and n contacts on top and bottom. A typical value for a low n−-doped
substrate is a donor concentration of ND = 1012 cm−3. Using this value and equation
(3.8) it is possible to show that already a bias voltage of 10 V is su�cient to deplete
PIN-diodes with a thickness of 100 µm while voltages in the range of 100 V to 200 V
are su�cient to deplete devices of up to half a millimeter. Such devices provide high
quantum e�ciencies up to photon energies of 10 keV. The electric �eld inside the thus
created space charge region will separate electrons and holes and move the former into
the direction of the n+ contact and the latter to the p+ contact.

3.1.2.3. Sidewards Depletion

A large improvement of sensor properties is provided using the principle of sidewards
depletion. By contacting the sensor over p+ implantations on front- and backside and
a small n+ contact on the frontside of the sensor it is possible to reduce the necessary
depletion voltage and minimize the readout node capacitance. The principle was �rst
stated by Gatti and Rehak 1984. It is depicted in �gure 3.4. The potential distribution
inside the sensor can be found assuming a fully depleted volume. Starting from Poissons
equation the potential Φ(x) at the position x inside a depleted silicon sensor is

δ2Φ(x)

δx2
= −qND

εε0

. (3.10)
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The potentials on the front Φ(x = 0) and backside Φ(x = d) have to match the voltages
applied to front and backside contact VF and VB. Including these boundary conditions
the potential can be expressed by

Φ(x) = −qND

2εε0

·x2 +
qND

2εε0

·x · d+
VB − VF

d
·x+ VF . (3.11)

Therefore, the potential Φ(x) inside the sensor will follow a parabolic pro�le, which
is de�ned by the voltages applied to frontside VF and backside contacts VB, the ma-
terial permittivity ε, the sensor thickness dsd and the bulk doping concentration ND.
If frontside and backside are biased with the same voltage, the potential minimum for
electrons will be located at x = dsd/2. Position and value of the potential minimum
can be changed by applying a di�ering bias to front and backside. The position of the
minimum is then

xmin =
1

2

qNDd
2
sd + 2εε0VB − 2εε0VF

dsdqND

. (3.12)

Combining minimum position and equation (3.11) the potential at the minimum can be
calculated to be

Φmin =
1

8

qNDd
2
sd

εε0

+
1

2
(VB + VF ) +

εε0

2qNDd2
sd

(VB − VF )2 . (3.13)

In the approximation of a fully depleted sensor the in�uence of any additional structure
can be found using the principle of superposition.
The major advantages of a sidewards depleted device are �rstly the reduction of the
required bias voltages and secondly the minimized read node capacitance. The bene�t
of the reduced read node capacity will become more obvious in section 3.2.4.

3.1.2.4. MOS-Structure

The MOS structure is built by a SiO2 insulator sandwiched between the silicon bulk
and a metal layer (most commonly built of aluminum or poly-silicon). For this thesis
a MOS-structure on top of a n-doped bulk is considered. Depending on the applied
voltage the three di�erent states shown in �gure 3.5 can be distinguished.

3.1.2.4.1. Accumulation If the potential of the bulk is kept at zero, applying a positive
voltage will result in a similar con�guration as for a plate capacitor. The positive
potential applied to the gate induces a sheet layer of negative charge carriers inside the
bulk, below the oxide. Similar to a plate capacitor, the induced charge is (Sze and Ng
2007)

VG − VFB = −Qacc

Cox
. (3.14)

With VG being the voltage applied to the gate, Qacc the induced charge, Cox the sheet
capacitance of the gate contact. In this formulation the �at-band voltage VFB only
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Figure 3.5.: a) Applying a bias more positive than the �at-band voltage will accumulate
majority charge carriers below the MOS-structure. b) If the applied voltage is slightly more
negative than the �at-band voltage, a depletion region will be formed. c) If the negative bias is
further increased, minority charge carriers (e.g. generated by thermal excitation) will be drawn
underneath the MOS-structure.

incorporates the di�erence of the fermi level of the gate material and the silicon bulk.
For more sophisticated considerations it would be necessary to take e.g. �xed charges
in the oxide into account.

3.1.2.4.2. Depletion The application of a voltage slightly more negative than the �at-
band voltage will repel electrons from the region below the silicon-oxide. This result in
the formation of a depletion layer below the MOS-structure. The relation of depletion
width ds and applied bias voltage VG is

VG − VFB = −qNDds
ε0

(
ds
2εs

+
dox
εox

)
. (3.15)

In that relation, the �atbandvoltage VFB is the di�erence of workfunction of the gate
metal and the bulk material. The electric constant is denoted by ε0 while the relative
permittivity of the depleted volume is denoted by εs and the oxide permitivity by εox.
Respectively the thickness of the depleted volume and the oxide are given by ds and dox.

Inversion If the negative bias is reduced further the depletion region will increase.
As it was assumed that the bulk potential is zero, the forming negative space charge will
cause thermally generated electron hole pairs to separate and direct the holes towards
the surface. For a gate voltage VG << VFB, the width xd of the resulting hole or inversion
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layers is

xd =

√
4εSiΦF

qND

. (3.16)

3.2. Charge Amplification using the DEPFET

In the previous section the basic interaction leading to the generation of a charge cloud
and its transport parallel to the electric �eld vector inside the sensor was discussed. To
detect the generated charge, it is necessary to move it to a read node and amplify the
signal. A device that combines the read node and the �rst ampli�cation stage on top of
the sensitive volume is the DEPFET. The DEPFET principle was proposed �rst in 1987
(J.Kemmer and G. Lutz 1987). Since then, a variety of DEPFET designs optimized for
the application in several �elds of science have been developed.
One example for the implementation of DEPFET detectors in planetary science is the
Mercury Imaging X-ray Spectrometer (Fraser et al. 2010), one of the instruments on
board of the 5th ESA cornerstone mission BepiColombo (Benkho� et al. 2010).
Another example for the use of a DEPFET based sensors will be present at the low-
energy beam-line of the european X-FEL. Here a fast detector with tailored dynamic
range, the DEPFET-Sensor with built in Signal Compression (DSSC), will be used to
count single photon events as well as several 10k photons at once. This DEPFET based
instrument is thus suited for di�raction experiments (Porro et al. 2012).
Another example is the innermost part of the Vertex Detector of the BELLE II experi-
ment (Abe et al. 2010). In this case the DEPFET is built on a thinned silicon wafer to
minimize the material in the trajectory of the observed particles. In that way, scattering
is minimized and the accuracy of particle track reconstruction is optimized.
As pointed out before, a DEPFET based sensor is also proposed as basic building block
for ATHENA's WFI. This sensor will be optimized to provide high count-rate capabili-
ties, near Fano-limited energy resolution and a large �eld of view (Nandra et al. 2013).

3.2.1. Introduction to DEPFET technology

A DEPFET consists of a p-MOS-transistor and an adjacent clear structure implemented
on the surface of a high resistive n-type silicon bulk. A cutaway of a circular DEPFET
alongside the corresponding equivalent circuit is depicted in �gure 3.6.
A DEPFET is built on a substrate that is fully depleted by means of sidewards deple-
tion (see section 3.1.2.3). A deep n-implantation below the MOS-gate forms a potential
minimum for electrons, the so-called internal gate. Charge carriers generated within
the bulk by incident photons or thermal generation will be collected in the internal
gate, modulate the transistor conductivity and can thus be detected. The modulation is
proportional to the number of collected charge carriers. Deviations from a linear char-
acteristics are possible due to the capacitive coupling of the internal gate on source and
drain. The so-called clear structure formed by clear gate and clear, is used to remove
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Figure 3.6.: (a) cutaway of a circular DEPFET. (b) equivalent circuit of a DEPFET.

collected charge carriers from the internal gate.
As the p-MOS transistor serves as ampli�er, these devices implement the �rst ampli�-
cation stage directly on the sensitive volume. The minimized capacity maximizes the
devices ampli�cation and, as will be discussed in section 3.2.4.2 provides an optimized
signal to noise ratio. The intrinsic ampli�cation of DEPFET based sensors provides
exceptional properties for application in several scienti�c �elds. By means of sidewards
depletion DEPFET devices are sensitive over the whole bulk thickness. Because of this
property, DEPFETs can be backside illuminated, which results in 100% �ll factor. De-
vices built on a 450 µm silicon substrate grant high quantum e�ciency for X-rays over
the energy range of 100eV-10keV. Furthermore the backside illumination provides radi-
ation tolerance due to self-shielding. In addition, a DEPFET pixel can be modi�ed to
provide additional properties. Examples are sensor-integrated signal compression (Porro
et al. 2012), the repetitive readout of charge carriers (S. Wölfel 2007), a built-in shutter
(Bähr et al. 2014) and a redirection of charge into storage areas. The functionality of
these features has successfully been proven on test devices. Further properties are possi-
ble and even a combination of several characteristics may be feasible (Lutz et al. 2007).
The DEPFET ampli�er structure can be surrounded by drift electrodes. If several con-
centric electrodes are biased with su�cient voltage, a potential gradient toward the
DEPFET is formed. Charge generated inside this structure will be directed into the
internal gate of the DEPFET. By means of these drift electrodes, the sensitive area of
DEPFETs can be scaled from 24µm2 up to 10mm2 and further.

3.2.2. DEPFET matrices

As demonstrated for the Mercury Imaging X-ray Spectrometer (MIXS), BELLE II and
X-ray Free Electron Laser (X-FEL) DEPFETs can be used as unit cell of pixelated
sensors. These sensors permit individual addressing and readout of pixels or rows of
a matrix. With an adequate interconnection scheme and front-end electronics, as e.g.
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(a) (b)

Figure 3.7.: By embedding a DEPFET into a SDD structure the active area of single pixels can
be scaled to match experimental demands (a). The connection scheme of DEPFET matrices
de�nes the readout scheme. A common example is the scheme shown in (b). Here the gates,
clear gates and clear contacts are connected row wise while the sources of one column are
connected and the drain is common for all pixel. In this connection scheme all pixel of one row
are read out in parallel. By successively addressing the single rows the signal of the complete
matrix is processed.

realized for the DSSC, it is even possible to process the signal of the entire matrix
simultaneously.
An example of a common connection scheme for space borne applications is shown in
�gure 3.7b. Here the gates, clear gates and clear contacts are connected row-wise. With
a global drain contact and a column wise connection of the source nodes, always one
row of DEPFETs is addressed and all pixels of that row are read out in parallel. By
successively addressing all rows of the matrix, the complete sensor is read out in the so
called rolling shutter mode.
Since the DEPFET is an integrating device, collecting incident charge in the o� as well
as the on state the rolling shutter is bene�cial for applications that have limited electrical
and thermal power resources as e.g. satellite missions. Here the rolling shutter readout
provides a favourable compromise in terms of readout speed and power consumption.

3.2.3. Charge Gain

The primary structure of the DEPFET is a Metal Oxide Semiconductor Field E�ect
Transistor (MOSFET). The main di�erence to a conventional MOSFET is the inten-
tional collection of charge generated in the bulk below the conductive channel. These
charge carriers modulate the transistor current similar to a change of the voltage VG
applied to the gate. The proportionality factor between collected charge and the corre-
sponding voltage change is given by the capacitance CG of the external gate. A parasitic
coupling of the internal-gate to e.g. source and drain is taken into account by a propor-
tionality factor fm. Based on the equations for an ideal transistor, the current voltage
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characteristic for a DEPFET is (Lutz 1999)

Idrain = −W
L
µpCox

(
fm
Qsig

CG
+ (VG − VT )− VD

2

)
VD (3.17)

for a drain-source voltage VD smaller than VG − VT . The transistor current is thereby
de�ned by the geometry of the transistor characterized by its width W , length L and
the sheet capacity Cox of its gate. For a source-drain voltage VD larger than VG − VT
the current through the transistor saturates. The saturation current is

Idrain,sat = −W
L
µpCox

(
f
Qsig

CG
+ (VG − VT )

)
. (3.18)

From these relations the small signal parameters gm = δIdrain
δVG

and gq = δIdrain
δQsig

can be
derived. In the saturation region the small signal parameters are

gm = −W
L
Cox

(
fm
Qsig

CG
+ (VG − VT )

)
, (3.19)

and

gq = −W
L
fm
Cox
CG

(
fm
Qsig

CG
+ (VG − VT )

)
. (3.20)

The above equations are based on the assumption of an ideal transistor. For this reason
they are only valid for large devices. For real devices several parasitic e�ects as e.g.
short channel e�ects have to be taken into account. Although further e�ects need to
be taken into account, the above equations can be used for �rst order approximations
regarding changes of the charge gain and transconduction with reduced device size.

3.2.4. Noise of a DEPFET Sensor

The signal generated by the conversion processes described in section 3.1.1 will be subject
to statistical �uctuations. The dominating contributions are the so called Fano-noise,
electronic noise and charge loss processes. The following gives a brief introduction to
the di�erent noise sources with a focus on the DEPFET ampli�er structure.

3.2.4.1. Fano-Noise

As described in section 3.1.1.3 energetic electrons moving inside a solid will undergo
elastic and inelastic interactions and dissipate their energy by generating lattice vibra-
tions and additional electron hole pairs. The underlying statistic was �rst described by
Ugo Fano (Fano 1947) assuming a correlation between the individual scattering events.
The number variation of the generated charge carriers is

σFano =

√
Eph
w
f. (3.21)
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As shown in section 3.1.1.3, the factor Eph/w is just the mean number of generated
electron hole pairs. The Fano factor f results from the correlation of the single processes.
Empirical values for the Fano factor of silicon are in the range f = 0.11..0.12. For the
calculations shown in this work we refer to the value of f = 0.118 and w = 3.66 given
in Lowe and Sareen 2007 for silicon close to room temperature.

3.2.4.2. Electronic Noise

Several processes inside electronic circuits cause random �uctuations of the observed
signal. These �uctuations are often characterized by their spectral distribution instead
of the underlying physical process. In this manner electronic noise is usually attributed
by one of the following terms (Tietze and Schenk 2002).
a) White Noise: The most common example for white noise is the noise of a resistor

due to the brownian movement of charge carriers. This random movement induces
voltage �uctuations, which are observable as noise. Due to the constant spectral
density up to several GHz this e�ect is called white noise.

b) 1/f Noise or Flicker Noise: Every e�ect causing a noise density propotional to 1/fn,
with n ≈ 0.5..1.5 is referred to as �icker or 1/f noise. There are several e�ects causing
a 1/f like spectral distribution. Impurities in a semiconductor for example can cause
the trapping and de-trapping of charge carriers. Several superposed traps, each with
a di�erent time constant can cause a spectral density proportional to 1/f .

c) Parallel or Shot Noise: Shot noise is caused by the discrete nature of electrons and the
resulting number �uctuation of electrons moving through a conductor cross section
in a de�ned amount of time. The standard example for shot noise is the leakage
current of a reverse biased diode. While the mean number of electrons crossing
the potential barrier caused by the pn-junction is constant, the absolute number
�uctuates according to poisson statistics (Knoll 1999).

The electronic noise of a detector system is usually expressed in terms of the Equivalent
Noise Charge (ENC). The ENC is the root mean square value of the detector noise,
expressed by the number of electrons at the input node, that would cause a signal of the
same height(Gatti et al. 1990). Using a given shaping circuit, the noise σENCsh can be
described by

σENC2
sh

=
a1

τ
C2
detA1 + a2C

2
detA2 + a3τA3. (3.22)

The factors a1, a2 and a3 characterize the noise density of white, 1/f and shot noise.
In the same way, A1, A2, and A3 characterize the �ltering function for the single noise
contributions. The value Cdet is the detector capacitance and τ corresponds to the
processing time of the signal-�lter. It is obvious, that the detector noise reduces with
detector capacity. Since white noise scales with 1

τ
and the shot noise contribution is

proportional to τ , there has to be an optimum processing time τ as shown in �gure 3.8.
This minimal ENC value for a given detector system is only limited by the 1/f noise
contribution of the detector system.
For a MOS-transistor the following considerations for the di�erent noise sources can be
made.
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Figure 3.8.: The ENC is composed of three contributions. These are the white noise, 1/f
noise and shot noise. 1/f noise is independent from the applied shaping time, while white noise
decreases and shot noise increases with larger shaping times. Thus the ENC shows a minimum
value, which is determined by its three components.

3.2.4.2.1. a) White Noise Similar to resistive elements, transistor devices generate
noise due to the thermal motion of charge carriers in the conductive channel. Assuming
the channel to be constructed by several resistors in series and integrating over the hole
channel length, it is possible to derive the voltage noise density a1 for a MOS-transistor
to be

a1 =

√
4kT

gm
(3.23)

Here k is the Boltzmann-constant, T the absolute temperature and gm the transconduc-
tance of the transistor (Tietze and Schenk 2002). The equation shows that gm directly
in�uences the white noise of a MOS-transistor. This has to be taken into account if
the geometry of the a DEPFET is changed since a change of geometry also a�ects the
transconductance.

3.2.4.2.2. b) 1/f or Flicker Noise Two di�erent models are most frequently used to
describe the 1/f noise of MOS-transistors. In the conduction �uctuation model it is
supposed, that the conductivity of the channel is modulated due to carrier scattering on
lattice vibrations.
The number �uctuation model, in contrast, assumes that charge carriers in the channel
are trapped in interface states and released after a certain time. A single trap would
cause a 1/f 2 behavior. The interference of several traps with di�erent time constant
results in the 1/f like behaviour.
It is likely that both e�ects are present in any given device. However, typically one of
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these e�ects is dominant. The exact composition is highly depending on the transistor
geometry, technology and furthermore, its operational parameters. For a more thorough
examination of Flicker Noise refer to Tsividis 1999 and references therein.

3.2.4.2.3. c) Leakage Current Noise For a sidewards depleted device, the major con-
tribution to leakage current is caused by impurities and lattice defects either inside the
sensitive volume or at the surface of the sensor. As discussed in section 3.1.2.2 these
defects serve as generation and recombination centers for charge carriers. The genera-
tion rate is thereby determined by the Shockley-Read-Hall relation given by equation
(3.9). A good approximation is that the corresponding leakage current Ilc halves for
every seven degree reduction of the device temperature. To minimize the corresponding
noise contribution solid state sensors are often cooled and usually built of a high purity
mono-crystalline base material. The spectral noise density a3 (see section 3.22) of a
current �ow I is given by (Schottky 1918)

a3 = 2Ilc/e, (3.24)

with e as the elementary charge.
However, depending on the readout scheme of the sensor, the e�ect of leakage current
noise may be twofold. If the arrival of charge carriers at the read node triggers the
readout, a mode which is commonly referred to as time-continuous readout, the noise
contribution to the read noise σENCsh can be estimated using the �lter coe�cients,
shaping time and the leakage current (see section 3.2.4.2).
If the sensor is operated in an integrating mode, with readout on demand (also referred
to as time-variant readout), where charge carriers are collected and preserved until the
readout takes place, the collection of leakage current electrons during this illumination
time ti will cause an additional contribution to the noise. While the mean number
Nlc = (Ilc · ti)/e is supposed to be constant in time, the absolute number of collected
carriers will �uctuate according to Poisson statistics. Taking this e�ect into account,
the noise σENCR of a DEPFET sensor read out on demand can be calculated to be

σ2
ENCR

= σ2
ENCsh

+ (Ilc · ti)/e (3.25)

In an experimental environment, DEPFETs are usually subject to particle irradiation.
While these interact with the semiconductor lattice they can cause additional generation
centers, which increases the leakage current and degrade especially the energy resolution
of those devices. Practically the only way to counter these negative e�ects is cooling the
sensor to suppress the increase in leakage current.
In addition to volume and surface leakage current, an incorrect biasing of the device
may induce e�ects which have a similar appearance in the energy spectrum as leakage
current. An example is the biasing of the clear contact, that is embedded in a deep-p
well that forms a potential barrier towards the bulk and the adjacent internal gate. De-
pending on its bias conditions, that barrier can be overcome.
A too negative bias voltage of the clear n+-contact pushes electrons from the clear into
the bulk or internal gate. The e�ects can be seen directly as an increase of the leakage
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current and the ENC.
For too positive bias conditions charge can be lost into the clear contact. If the probabil-
ity for charge losses is small, the loss of electrons will follow Poisson statistics. This loss
of electrons is only present, if signal electrons were generated. The loss appears as tail
on the low energy side of the signal peak within the energy spectrum. Thus, although
the e�ect increases the FWHM of the sensor it can not be observed in the ENC.
In most cases, a proper biasing should avoid these and similar e�ects. Nevertheless,
especially for new layouts both cases have to be evaluated to optimize the operating
conditions for the detector.

3.2.4.3. Reset Noise

Reset noise is introduced by an incomplete removal of charge carriers from the internal
gate. While the average number of not removed charge carriers may be constant, the pro-
cess is subject to statistical �uctuations that introduce an additional noise contributions.
For an integrating readout this causes an additional noise contribution proportional to
the square root of the mean number of electrons not removed from the device. In prac-
tice, this contribution is zero for correct biasing of DEPFET devices. Nevertheless an
insu�cient biasing of the clear voltage or a too short clear time can cause an incomplete
removal of charge carriers.

3.2.4.4. Energy Resolution

The energy resolution of a detector for a monochromatic line at a certain energy is
de�ned as Full Width at Half Maximum of the corresponding signal peak. Provided
that the shape of the signal peak is not distorted by charge losses (e.g. at the entrance
window), the energy resolution is determined by the Fano-noise and the ENC of the
sensor. The Fano-noise is also the absolute limit for the energy resolution of a silicon
sensor.
Assuming that Fano-noise and ENC are uncorrelated the width of the signal peak is the
root-mean-square of the single contributions. Taking into account the conversion factor√

8 ln 2 ≈ 2.355 from the standard deviation of a gaussian distribution to its FWHM,
the energy resolution in eV is

FWHM = 2.355 ·w
√
σ2
ENC + σ2

Fano. (3.26)

With respect to the later shown measurements the Energy resolution of an ideal, silicon
based sensor and an incident photon energy of 5.9 keVcan be calculated to be 119 eV.
The energy resolution of a sensor is a crucial measure for its performance. However,
especially the conversion process of photons into a charge cloud gives rise to a complete
sensor response function that will be discussed in more detail in section 3.3 and section
3.4.
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3.2.5. Readout Methods

The readout methods discussed in the following have a strong focus on the DEPFET.
However, the basics regarding read node and signal shaping can also be applied to other
sensor-ampli�er systems.
The readout of DEPFET devices can be distinguished by read node, signal and shaping
method. For the �rst one can chose between the drain and the source of the DEPFET
transistor. Secondly it is possible to measure the change in conductivity either through
a current or a voltage change. Finally a DEPFET can be read out time continuous, such
that the incident photon triggers the readout or the charge is collected and preserved
in the DEPFET's internal gate until a time variant readout is triggered externally.
While read node, signal and method can be combined in any arbitrary fashion, the
following discussion is restricted to the readout schemes relevant for this thesis. In
terms of read node and read signal, this are a drain current based readout and a readout
in source follower con�guration. Furthermore two shaping schemes, a time-continuous
semi gaussian shaping and a time-variant trapezoidal shaping will be discussed.

3.2.5.1. Drain Current Readout

For the drain current readout, the voltages applied to gate, source and drain are �xed and
de�ne the point of operation of the transistor. Thus the change in channel conductivity
causes a proportional current modulation ∆Idrain, which is determined by the charge
gain gq.

∆Idrain = gq ·Qsig (3.27)

Provided that the rise time of the readout electronics is su�ciently fast, the signal rise
time is given by the charge collection time of the DEPFET. The operation of DEPFET
matrices demands a practicable number of bias contacts. So the voltages applied to
all pixels of a matrix is identical. Variations between the individual pixels of a matrix
result in deviations of the bias currents for the pixels. A typical bias current value is
100µA. The variations between devices is in the range of a few percent (Bergbauer
2015), resulting in deviations of some µA. However, since these deviations are coupled
to variations of implantation-concentration and/or variations of the MOS-structure sizes
they are constant in time. Thus a su�cient calibration is capable to avoid any degrada-
tion of the spectroscopic performance.
The number of signal e−for e.g. a 6keVphoton is in the order of 1640e−. Assuming a
charge gain of 300pA per electron this results in a current signal of 492nA. As can be
seen, the signal is in the same range as the �uctuations related to the production process
of few µA. This deviation has to be compensated by the connected readout electronics.

3.2.5.2. Source Follower Readout

In source follower operation, a current source connected to the DEPFET source drives
a constant current �ow through the transistor. Any change in DEPFET channel con-
ductivity caused by collected charge carriers is compensated by the current source by
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adjusting the source potential. The corresponding signal gain G is determined by the
ratio of charge gain gq and transconductance gm.

G =
gq
gm

(3.28)

Again considering a charge gain of 300pA
e−

and assuming a gm value of 50 µS, the gain is
G = 6µV

e−
. Within limitations, �uctuations in operational parameters, as e.g. threshold

variations between di�erent pixels, are compensated by the current source. Due to this
feature, a source follower readout is comparably robust regarding fabrication related
shifts in operational parameters, that cause variations between single DEPFET Pixels.
However, in this readout scheme the DEPFET has to supply the signal voltage step to
the summed capacitances of the readout line and the input node (current source and
preampli�er input). In other words the signal rise time is de�ned by the capacitance at
the preampli�er input node Cin and the DEPFET transconductance gm.

trise =
Cin
gm

(3.29)

In addition, the settling after applying a clear or switching the DEPFET on is also
determined by this time constant.

3.2.5.3. Time Continous Readout

When applying time continuous readout the signal processing is triggered by the arrival
of charge carriers. A standard example for this is a semi-Gaussian shaper connected to a
peak sensing Analog to Digital Converter (ADC). A semi-Gaussian shaper is composed
of one integration and at least one but up to n di�erentiation stages. Its response to a
signal step on its input is a pulse which is ideally proportional to

vsg = A(
t

τsg
)n exp

−t
τsg

(3.30)

here A is a gain factor, t the time and τsg the peaking time of the shaper. The pulse
response approaches a gaussian form for large n. This kind of signal shaping provides
low and high frequency cuto�s. A system with time continuous readout is relatively
insensitive to incomplete charge removal or low frequency �uctuations. In addition the
signal response can be tailored for high count rates or low noise readout. However,
this readout is only sensitive to arriving charge when the corresponding channel/pixel is
active. A matrix, consisting of several pixels, would require a readout and digitization
circuit for every single pixel. While this is in principle possible, especially for space
borne applications the resulting high power dissipation entails a complicated electrical
and thermal design.

3.2.5.4. Readout on Demand

A connection scheme of a DEPFET based sensor matrix is shown in �gure 3.7b. In
this scheme it is possible to address individual DEPFET pixels by applying the gateon
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Figure 3.9.: (a) Basic trapezoidal weighing without charge deposition in the internal gate.
The readout consists of two consecutive sampling/de-sampling times with an intermediate �at
top.3(b) Charge, which is collected before the processing starts, will cause a higher output level
after the �rst sampling. Since the charge carriers are removed by the clear, signal and baseline
sampling will provide di�erent levels. The di�erence of the two samplings is proportional to
the amount of charge collected.

voltage and reading the voltage of the source node. This feature can be used to address
for example a single row of DEPFET pixels which is then read out in parallel, while the
rest of the matrix collects arriving charge carriers. Reading all rows successively until
the whole matrix is processed signi�cantly reduces the power consumption.
In this so called rolling shutter readout the signal is usually processed using an opti-
mized readout ASIC as for example the ASTEROID (Active current Switching Technique
ReadOut In x-ray spectroscopy with Depfets (ASTEROIDs)). This ASIC processes the
signal of 64 channels in parallel. Each channel provides a current source for source
follower readout and applies a trapezoidal weighting of the charge collected in the ad-
dressed pixel (Porro et al. 2010). For the trapezoidal �ltering scheme the signal level (in
case of the ASTEROID, the voltage of the source node) is �rst integrated over a de�ned
time interval tsample1. After that, su�cient positive voltages are applied to clear and
clear gate, which remove any collected charge carriers from the internal gate. This clear
process is followed by a settling of the source node. Following that, the baseline level
is integrated over the same time interval tsample2. Since the DEPFET response is linear
and integration time for signal level and baseline are equal, tsample1 = tsample2 = tsample,
the resulting output signal is proportional to the number of charge carriers collected in
the internal gate.

3Actually, the sampling processes are really integrations of the signal over the respective time interval.

However, to avoid confusion of this and other integration times the term was avoided.
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3.2. Charge Ampli�cation using the DEPFET
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Figure 3.10.: If charge is collected during the �rst sampling of the trapezoidal weighting,
the corresponding output signal will be reduced in amplitude (a). Charge collected during the
second sampling will result in a negative signal (b). These e�ects, so called mis�ts, have a
negative impact on the spectral response.

The trapezoidal weighting is illustrated in �gure 3.9. If no charge is present in the in-
ternal gate the integration of signal and baseline cancel each other (see �gure 3.9a). If
charge is collected before the weighting starts, the sampling of signal and baseline will
yield unequal results. The di�erence of these two values is the output signal, which
is proportional to the amount of charge originally collected in the internal gate and re-
moved during the clear(see �gure 3.9b). While this operation mode is suitable for several
applications, it also implies drawbacks that have to be considered.
First, the time resolution of a sensor operated in this way will be limited by the frame-
rate. Although, a DEPFET based sensor may overcome this issue by addressing a region
of interest, which is read out with a faster timing, while the rest of the matrix can be
processed at a lower frame rate.
The second limitation arises from the fact that DEPFETs are always sensitive to arriv-
ing charge carriers. Since radiation sources, if not speci�cally designed otherwise, emit
photons randomly with a uniform probability distribution in time it is also possible to
collect signal charge during the signal processing. If signal charge is collected in the �rst
readout phase, the corresponding output signal is proportional to the signal charge and
the di�erence between arrival time and start of the �rst sampling time. These so-called
positive mis�ts are illustrated in �gure 3.10a. Similarly, a photon incident in second
sampling period will generate a negative signal that is depending on the signal charge
and arrival time as shown in �gure 3.10b. Equal to events that arrive during the �at
top, they generate a negative signal amplitude. Altogether these events are referred to
as negative mis�ts. The e�ects of mis�ts on the spectral redistribution will be discussed
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3. The Spectral Response of a DEPFET Sensor

in section 3.4.

3.3. Material Response Function

The spectral response describes the probability dp
dE

(E,Eph) to observe a certain energy
E with respect to the energy of incident photons Eph. One contribution to the spectral
response that was discussed in section 3.2.4 is the Fano-noise. In addition, x-ray spectra
reveal several other features, which are caused by the sensor itself. As will be discussed
in the following, these features are determined by the composition of the sensor en-
trance window. A schematic depiction of the entrance window composition of a typical
DEPFET sensor and the resulting spectral response are shown in �gure 3.11.
On top of the sensitive volume a shallow p+-implantation (ICC-layer) provides the

electrical contact for the backside potential. Furthermore, the silicon bulk is covered
by a layer stack of silicon-oxide (layer a) and silicon-nitride (layer b). In addition, the
measurements were carried out in a dry air atmosphere (layer c).4

Characteristic features of the spectrum like the main-peak, low energetic tail, escape-
peak and �at shelf will be discussed and analytical expressions will be derived. The
argumentation is oriented on the work of Scholze and Procop (Scholze and Procop 2009)
as well as Reed and Ware (Reed and Ware 1972). Features as e.g. �uorescence-peaks
(although present) are not discussed.
All spectra presented later on were taken using an 55Fe source, that emits two lines at
5.9keV and 6.4 keV. The discussion is on focussed these photon energies detected by a
silicon based sensor. However, the herein made considerations can also be used for other
photon energies.
The output signal of the sensor is quantized in energy bins. The mathematical formula-
tion is brie�y discussed in the last part of this section.

3.3.1. Radiation Source

The radioactive isotope 55Fe is used as a standard calibration source. It has a half life of
2.7 years and decays by electron capture to 55Mn. The excited atom relaxes as described
in section 3.1.1 by the emission of auger-electrons or characteristic photons. Since the
radioactive source used is sealed in a stainless steel capsule with an beryllium window,
the emitted radiation consists near solely of characteristic Kα and Kβ photons. For the
purpose of the following discussion, the source is considered to emit photons with an
energy of 5.895 keV and 6.492 keV and an emission ratio of Kβ/Kα = 0.138 (Schötzig
2000).

4Other combinations of oxide and nitride thickness as well as a optical blocking �lter based on alu-

minum can also be realized. However, herein only the entrance window of the actually tested sensors

is discussed in detail.
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Figure 3.11.: The entrance window of silicon sensors based on the principle of sidewards
depletion is usually composed of a shallow p+-implantation, covered by optional passiviation
layers of silicon-oxide and silicon-nitride. Depending on the absorbtion position of the incident
photon only part of its energy will be deposited inside the sensitive volume. This gives raise
to several features in the spectra of X-ray sensors. The most dominant of these are the main
peak, a low energetic tail, escape peaks and a �at shelf. (Figure after Granato 2012)

3.3.2. Spectral Contributions

The individual contributions to the spectral response, discussed in the following are the
main peak, its low energetic tail, a simple charge loss model, the escape peak and the
�at shelf. As the discussion will show, especially the �at shelf is determined by the com-
position of the sensor entrance window shown in �gure 3.11. For the sensors discussed
in this thesis, the entrance window is composed by a stack of 30nm silicon-oxide (layer
a) and 40nm silicon-nitride (layer b). Furthermore all measurements were done in a dry
air atmosphere (layer c).
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3. The Spectral Response of a DEPFET Sensor

3.3.2.1. Main Peak

The probability pEvent that a photon interacts inside the silicon bulk can be calculated
from Lambert-Beers equation (see equation (3.2)). If absorbtion within the top layer
(air, nitride and oxide) is neglected, the probability for absorbtion can be calculated from
the absorbtion coe�cient µ and the thickness of the sensitive volume d. The probability
pEvent is then

pEvent = 1− exp(−µSi · dsens). (3.31)

All events that do not contribute to the tail, charge loss function, escape peak or �at
shelf are attributed to the main peak at Ex = Eph. Here, the variable Ex represents the
amount of deposited energy without including statistical �uctuations caused by Fano-or
electronic noise. If the probability for the other contributions is known, the probability
that an event contributes to the main peak is

pMain = pEvent − pTail − pLoss − pEscape − pShelf . (3.32)

3.3.2.2. Low Energetic Tail

The interface between silicon and silicon-dioxide z = 0 inherently shows a high concen-
tration of imperfections as crystal defects and unsaturated bonds. These defects of the
crystal serve as generation and recombination centers for charge carriers. A charge cloud
generated in the sensor close to its entrance window is likely to lose a certain amount of
carriers by recombination. Usually this is accounted for by a charge collection e�ciency
function (CCE). Here a CCE of the form

CCE(z) =

{
C0 + (1− C0) · f(z) 0 ≤ z < z0

1 z ≥ z0

(3.33)

is used. The parameter C0 de�nes the fraction of charge detected if the absorbtion occurs
at the interface, z = 0. The variable z0 is the range at which the detected charge reaches
unity and the function f(z) describes the behaviour over the distance 0 ≤ z < z0.
A simple relation well suited to describe the observed spectra is (see Scholze and Procop
2009 for details)

f(z) =

(
z

z0

)α
. (3.34)

Here, the exponent α can be adjusted to match the shape of charge losses observed in
X-ray spectra. The dependency of energy and absorbtion position can then be expressed
by.

Ex(z) = Eph

{
C0 + (1− C0)

(
z
z0

)α
0 < z < z0

1 z > z0

(3.35)

To �nd an expression for dptail
dEx

it can be divided into the di�erential probability dptail
dz

that an event will be generated at the position z and the di�erential quantity dz
dEx

dptail
dEx

=
dptail

dz

dz

dEx
(3.36)
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3.3. Material Response Function

The probability for an event at the position z is

dp

dz
= µSi exp (−µSi · z) . (3.37)

Provided z is small compared to the reciprocal of the absorbtion coe�cient, z << 1/µSi
the exponential term can be replaced by 1. The absorbtion length for a 6 keV photon
is in the order of 30 µm. The extension for events contributing to the low energetic
tail is given by the doping pro�le forming the backside contact that has a depth of 200
nm-300 nm and the size of the primary charge cloud that is also in the order of 200 nm.
As these are about three orders of magnitude smaller than the absorbtion length, the
assumption z << 1/µSi is well justi�ed. Solving the equation Ex(z) = Eph ·CCE(z) for
z and deriving the result for Ex yields the equation for dz

dE
. Multiplying this by µSi one

can �nd that in the energy range from C0 ·Eph < Ex < Eph

dptail
dEx

= µSiz0

(
Ex−Eph ·C0

(Eph(1−C0))

) 1
α

α(Ex − EphC0)
. (3.38)

The overall probability pTail that an event contributes to the tail is pTail = µSiz0. Con-
veniently, a large simpli�cation of equation (3.38) can be found a value of α = 1/2. In
this case the relation is

dptail
dEx

= 2µSiz0
Ex − Eph ·C0

E2
ph(1− C0)2

(3.39)

and linear over the respective energy range.

3.3.2.3. Charge Losses

Apart from charge losses close to the sensor surface it is possible that the actual sensor
structure causes the loss of a certain amount of charge carriers. E.g. a charge cloud
originating close to the sensor border is likely to lose charge carriers to the insensitive
region surrounding the sensor.
In the scope of this thesis, a slightly modi�ed version of the charge loss function derived
beforehand will be used. In equation (3.38) the product µ · z0 is equal to the probability
that an event contributes to the tail. This value is replaced by the variable pLoss denoting
the probability that an event shows charge losses not caused by the entrance window.
In equation (3.38) the spectral appearance of these charge losses is described by the
exponent α and the value C0. Herein the value of α is chosen to be 1/2. Furthermore,
the minimal fraction of charge collected in the presence of charge losses is represented
by CC . The di�erential distribution of charge losses over the spectrum dpLoss

dEx
is then

expressed by
dpLoss
dEx

= 2pLoss
Ex − Eph ·CC
E2
ph(1− CC)2

. (3.40)
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3. The Spectral Response of a DEPFET Sensor

3.3.2.4. Escape Peak

For silicon, the excitation of a K-shell electron can successively cause the emission of a
�uorescence photon. The probability for this transition is 4.87% (Perkins, Chen, and
Hubbel 1991). This photon may either be reabsorbed inside the sensitive volume or
leave the sensor. The corresponding signal either contains the full energy or is reduced
by the �uorescence-energy of 1.74 keV. This results in the formation of a peak at lower
energies than the actual signal peak.
Following the argumentation of (Reed and Ware 1972) the probability that an event
contributes to the escape peak can be calculated as the product of the probability for
absorbtion by the K-shell at the position z and the probability for a �uorescence photon
to leave the sensitive volume.
Again, the di�erential probability dp

dz
to absorb a photon at the position z can be taken

from the derivative of Lambert-Beers equation. Taking only K-shell absorbtion events
into account by multiplying with the respective probability pk the di�erential probability
that an absorbtion event by the K-shell happens is

dp

dz
= pk ·µSi exp (−µSi · z) , (3.41)

with µSi being the absorbtion coe�cient of incident photons.
The di�erential probability to emit a photon into a certain direction dp

dΩ
is considered to

be uniformly
dp

dΩ
=

1

4π
. (3.42)

Here the fraction of solid angle dΩ is

dΩ = sinφdφdϕ. (3.43)

Since the emission is independent from the azimuthal angle ϕ it can be stated that

dp

dφ
=

1

2
sinφ. (3.44)

The excited atom recombines either by emission of an Auger-electron or by �uorescence.
The fraction of events causing the emission of a �uorescence photons is denoted by the
�uorescence yield wk. Depending on the path length d and the absorbtion coe�cient
µK a �uorescence photon may leave the sensitive volume or be is reabsorbed inside the
sensitive volume. The fraction F of photons that leave the sensitive volume of the sensor
is expressed by

F = exp (−µK · d) . (3.45)

Thereby, the distance d is related to the interaction depth z and emission angle φ by
d = z/ cosφ.
The quantity of interest to determine the escape peaks height, is the fraction of all
events, that contribute to its formation. Up to know equations for the probability dp

dfz

that an incident photon will be absorbed in the depth z inside the sensitive volume, the
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3.3. Material Response Function

probability wK that the excited atom emits a �uorescence photon, the probability dp
dfθ

that the photon will move into the direction θ and the probability F that this photon
leaves the sensitive volume were derived. Multiplying all these quantities yields the
overall probability that an event contributes to the silicon-escape peak. With respect to
absorbtion depth z and emission angle θ that probability becomes

dp

dz
· dp

dφ
·wk ·F =

dpEscapePeak
dzdφ

= pk ·wk ·µSi · exp (−µSi · z)
1

2
sinφ exp

(
−µk ·

z

cosφ

)
.

(3.46)
Assuming an in�nite extension of the sensitive volume the probability pEscapePeak for
K-shell photons to escape the sensitive volume is found by integrating over all emission
angles and absorbtion depth

pEscapePeak =

∫ ∞
0

∫ π/2

0

dzdφ
1

2
pkwkµSi exp

(
−
(
µSi +

µK
cos (φ)

)
· z
)

sin (φ) . (3.47)

The integration will �nally deliver the result

pEscapePeak = pk ·ωk(1−
µk
µSi

ln(1 +
µSi
µk

) (3.48)

for the probability that an absorbtion event actually contributes to the escape peak.
The formation of the K-escape peak requires the excitation of the K-shell. Thus the
minimum energy for this process is equal to the binding energy of the K-shell electrons.
As shown in several works (Reed andWare 1972; Lauf 2011; Granato 2012), this equation
is well suited to describe the number of events contributing to the escape peak.

3.3.2.5. Composition of the "Flat Shelf"

The conversion process of a x-ray photon generates with highest probability a photo- and
an Auger-electron. Depending on the position of interaction and the emission direction
these electrons will deposit either all or only a fraction of their energy inside the sensitive
volume of the sensor.
Contrary to photons, electrons transfer their energy in multiple scattering processes.
The range of these electrons is e.g. described by equation (3.5) for the maximum range
Rmax of electrons inside a material of density ρ. In the following it is further assumed
that the electrons move in a straight line and loose their energy gradually along their
path. After covering the distance d an electron has the remaining energy Er. The
relation between maximum range, travelled distance and remaining energy is

Rmax − d = 90 · ρ−0.8 ·E1.3
r . (3.49)

The rest of the argumentation uses again the derivative of Lambert-Beers equation as
to describe the di�erential probability for absorbtion of an event at the position z

dp

dz
= µSi · exp (−µSi · z) . (3.50)
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3. The Spectral Response of a DEPFET Sensor

After an absorbtion event, the electrons will be emitted into the fraction of solid angle
dΩ. The di�erential cross section is given by equation (3.1). The equation is composed
of a constant σshell, de�ning the cross section of the atom and an angle dependent part
that describes the probability dp

dΩ
to emit a photoelectron into a fraction of solid angle

dΩ
dp

dΩ
=

1

4π
·
[
1− β

4

(
3 cos2 θ − 1

)
+ cos θ

(γ
2

sin2 θ + δ
)]

. (3.51)

Since equation (3.51) is capable to describe uniform as well as dipole and other emission

z=-Az=-(A+B) z=0

SiO2Si3N4 Si

d

R

photon direction z

Vacuum

/Air

AB

abclayer:

Figure 3.12.: The absorbtion of a photon generates two energetic electrons. Depending on
the absorbtion positions these electrons may move into the direction of θ and ϕ carrying the
kinetic energy Ekin and thus having a maximum range R. After covering the distance d, the
electron has the remaining energy Er. For the depicted example of an absorbtion event inside
the silicon bulk and an electron moving towards the sensor surface the energy deposited inside
the silicon equals Ex = Ekin − Er. Based on the geometry shown here and equation (3.1) it is
possible to derive analytical expressions for the di�erential probability that an electron deposits
a certain amount of energy inside the sensitive volume.

distributions, it is suitable for Auger-electrons (uniform emission) as well as photoelec-
trons. The solid angle dΩ depends on the angles ϕ, φ and θ as indicated in �gure 3.12
by

dΩ = sin θdθdϕ = − sinφdφdϕ, (3.52)

where φ and θ are related through

φ = π − θ. (3.53)

The incident photon can be absorbed inside the sensitive volume (z > 0) as well as in
the top layers (z < 0). In the following it is necessary to distinguish interaction inside
the sensitive volume (z>0) and in the top layers (z<0). In the next two paragraphs both
these cases will be discussed.
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3.3. Material Response Function

3.3.2.5.1. Sensitive Volume (z > 0) For an interaction inside the sensitive volume, z,
d and φ are related by

cosφ =
z

d
. (3.54)

By deriving z for d and φ one can �nd that

− sinφdφ =
z

d2
· dd. (3.55)

Since equation (3.51) is independent of ϕ, the integration over the range from 0 < ϕ < 2π
just yields a factor of 2π. The probability dp

dd
that an electron emitted from the position

z travels the distance d is found by exchanging sin2 θ with 1− cos2 θ, then substituting
θ for π − φ and replacing all occurrences of cosφ by z

d
. The di�erential probability to

observe a certain distance d is then

dp

dd
(d, z) =

1

2

z

d2
·
[
1− β

4

(
3
z2

d2
− 1

)
−
(
z

d

γ

2
· (1− z2

d2
) + δ

)]
. (3.56)

As seen this equation depends only on z, d and the emission parameters β, γ and δ.
Now it is possible to derive the probability distribution dpd

dd
for an electron to travel

the distance d by simply integrating over all interaction depth z. Including that only
a fraction y of all absorbtion events actually results in the generation of an energetic
electron (i.e. only % of all events yield an Auger-electron) dpd

dd
becomes

dpd
dd

(d) = y ·
∫ d

0

dz
dp

dz
(z) · dp

dd
(d, z). (3.57)

As the electron-range is typically several orders of magnitude smaller than the absorb-
tion length the exponential term in dp

dz
can be taken as 1. With this simpli�cation the

exponential term vanishes

dpd
dd

(d) = µSiy

∫ d

0

dz
1

2

z

d2
·
[
1− β

4

(
3
z2

d2
− 1

)
− z

d

(
γ

2

(
1− z2

d2

)
+ δ

)]
. (3.58)

and the result of the integration is

dpd
dd

=
µSiy

4

(
1− 1

8
β − 2

15
γ − 2

3
δ

)
. (3.59)

As the above equation shows, the of the integration is even independent of d and the
probability dpd

dd
.

The energy corresponding to the incident photon is the sum of a photoelectron and
either the corresponding auger-electron or �uorescence photon. Although it is possible
that both leave the sensitive volume it is assumed that one of the participants deposits
all its energy inside the sensitive volume. With this assumption, the observed energy
Ex is connected to the remaining energy Er by Ex = Eph − Er. Using equation (3.49),
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3. The Spectral Response of a DEPFET Sensor

substituting Er and solving the result for d and afterwards deriving d(E) for Ex it is
found that

dd

dEx
= 1.3 · 90 · ρ−0.8 · (Eph − Ex)0.3 . (3.60)

Now it is possible to substitute dd and derive an analytical expression for the shelf
distribution

dpshelfSi
dEx

. Taking into account that the electron only carries its kinetic energy,
the probability to observe a certain energy can be expressed by

dpshelfSi
dEx

=

{
µSiy

4

(
1− 1

8
β − 2

15
γ − 2

3
δ
)
· 1.3 · 90ρ̇−0.8 · (Eph − Ex)0.3 Eph − Ekin ≤ Ex ≤ Eph

0 Eph < Ex < Eph − Ekin
(3.61)

This function, with the respective constants for a photoelectron caused by a 5.895keV
incident photon is depicted in �gure 3.13a. Although this model provides an analytic
description of the energy distribution, it also includes several simpli�cations. First of
all it is assumed that the electron moves in a straight line from its origin towards the
surface while gradually losing energy. The actual process includes multiple scattering
processes, each changing the electrons energy and direction. In addition, the shelf region
of x-ray spectra usually shows no or only very few structure (apart from �uorescence and
escape peaks) (Scholze and Procop 2009). Thus, the contribution of energetic electrons
will be considered in the �at shelf approximation herein denominated by

∆pShelfSi
∆E

. This
requires the probability pShelfSi that an electron contributes to the shelf. This quantity
is just

pShelfSi =

∫ Eph

0

dpd
dEx

dE =

∫ d(Eph)

d(0)

dpd
dd

dd =

∫ R

0

dpd
dd

dd. (3.62)

Next this probability is equally distributed over the energy range from Eph − Ekin to
Eph. In the approximation of a �at shelf the energy distribution for energetic electrons
generated in the silicon crystal can thus be expressed by

∆pShelfSi
∆Ex

=

{
µSiy

4

(
1− 1

8
β − 2

15
γ − 2

3
δ
)

R
Ekin

Eph − Ekin < Ex < Eph

0 Eph < Ex < Eph − Ekin
. (3.63)

3.3.2.5.2. Top Layer (z ≤ 0) For the top layers the set of starting equations is slightly
di�erent. The relation of z and d is given over the angle θ by

cos θ = −z
d
. (3.64)

Deriving z for d and θ it is possible to �nd that

sin θdθ =
z

d2
· dd. (3.65)

Nevertheless, the �nally obtained result for the probability dpd
dd

is equal to equation
(3.57).
The next step is the integration over the absorbtion position z. Since the top layers
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3.3. Material Response Function

are in the range of several 10 nm, the travelled distance d may easily exceed the layer
thickness.
The discussion starts with the layer a. For d < A the integration over z has to be done
from −d to 0. The equation is then

dpda
dd

= y ·
∫ 0

−d
dz
dp

dz
· dp
dd
. (3.66)

If d is larger than the layer thickness, the lower boarder is given by the layer thickness
and the integration is over the range from −A to 0 leading to

dpda
dd

= y ·
∫ 0

−A
dz
dp

dz
· dp
dd
. (3.67)

This results in the following distance distribution for events absorbed in the top layer a

dpda
dd

=

{
−µSiy

4

[
1− 1

8
β + 2

15
γ + 2

3
δ
]

0 ≤ d ≤ A

−µSiy
4

[(
1 + 1

4
β − 3

8
βA

2

d2

)
A2

d2
+
(

1
3
γ + 2

3
δ
)
A3

d3
− 1

5
γA

5

d5

]
A ≤ d ≤ R

.

(3.68)
In the �at shelf approximation the next step is to calculate the average probability to
observe an electron with the energy Ex. For the top layers, observed and remaining
energy are equal Ex = Er. Using this relation ∆pshelfa

∆E
becomes

∆pshelfa
∆Ex

=
1

Ekin

∫ Ekin

0

dpd
dEx

dEx =

∫ 0

R

dpda
dd

dd. (3.69)

An equal distribution over the kinetic energy of the electron results in

∆pshelfa
∆Ex

=


µSiy

4
R

Ekin

[(
2 + 1

4
γ + δ

)
A
R
−
(
1 + β

4

)
A2

R2

−
(
γ
6

+ δ
3

)
A3

R3 + β
8
A4

R4 + γ
20
A5

R5

]
0 < Ex < Ekin

0 0 > Ex > Ekin

. (3.70)

In the same manner, the contribution of the layers b and c can be derived. For b the
integration over z is to perform over −d to −A for d < B and from −B to −A for d > B.
The resulting partially de�ned equation is to be integrated by d accordingly. And the
overall probability is then distributed equally over the respective energy range.
The same applies for events absorbed in the layer c with the di�erence that the inte-
gration by z must be done from −d to −(B + A). As the electrons require a minimum
energy EB to move through the layers a and b the events can only contribute over the
energy range from 0 up to Ekin − EB.
In the approximation of a �at shelf the events will only be distributed over the respec-
tive energy range. Since the calculation follow otherwise the same scheme as before the
equations are omitted. The �nal results for the layer b is

∆pshelfb
∆Ex

=


µSiy

4
R

Ekin−EA

[(
2 + γ

4
+ δ
)
B−A
R
−
(
1 + β

4

)
B2−A2

R2

− (γ + 2δ) B3−A3

6R3 + βB
4−A4

8R4 + γB
5−A5

20R5

]
0 ≤ Ex ≤ Ekin

0 0 > Ex > Ekin

, (3.71)
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Figure 3.13.: The four graphs show the analytical expressions alongside the respective �at shelf
approximations. In a) the spectral distribution for photoelectrons originating in the sensitive
volume is shown. b) illustrates the distribution of auger electrons generated in the top layers
while c) shows the distribution for the higher energetic photoelectrons. In d) the spectral
contribution of photoelectrons originating from layer c is shown.

and the result for the layer c is

∆pshelfc
∆Ex

=


µSiy

4
R

Ekin−EB

[
1− β

8
+ 2γ

15
+ 2δ

3
+
(
−2− γ

60
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3

)
B
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+
(
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4

)
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R2 +
(
−γ

6
− δ

3

)
B3

R3 − β
8
B4

R4 + γ
20
B5

R5

]
0 ≤ Ex ≤ Ekin − EB

0 0 > Ex > Ekin − EB

.

(3.72)
The analytical equations alongside their �at shelf approximations are plotted in �gure
3.13. Using the same argumentation as for the �at shelf approximation of silicon itself
it seems acceptable to simplify the distributions shown in �gure 3.13b and �gure 3.13d
by the also shown �at shelf functions.
In case of photoelectrons, which are generated in the silicon-nitride (layer b) or silicon-
oxide (layer a), as shown in �gure 3.13c, the analytical expression and �at shelf approx-
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3.3. Material Response Function

imation show large deviations. Within the above calculations the electrons trajectory
was approximated by a straight line, neglecting any and all statistical processes that take
place. The statistical nature of the energy transfer and also the electrons trajectory will
smooth the spectral distribution leading to a convergence of the analytical expression
towards the �at shelf approximation. Although, the shown discrepancy is large, it will
be assumed that these statistical processes smooth the distribution su�ciently such that
the �at shelf approximation is su�cient for all layers. Further analysis of the entrance
window are left for future work.

3.3.3. Sensor Noise

The sensor response can be expressed as the sum of Dirac functions (Main-Peak and
Escape-Peak), charge loss functions (Tail and Charge-Losses), and the "�at shelf",
whereas the �at shelf is actually the sum over several �at shelf functions. As described
in section 3.2.4 Fano-noise and electronic noise can be described by a single Gaussian
distribution

p(E,Ex) =
1√

2πσ(Ex)
exp

(
−1

2

(E − Ex)2

σ2(Ex)

)
(3.73)

with an energy dependent width σ(Ex). Here Ex is the energy actually deposited inside
the silicon, E the energy measured and

σ(Ex) =
√
ENC2 + σ2

Fano (3.74)

the squared mean of Fano-noise and electronic noise. Multiplying the spectral redis-
tribution with the Gaussian and summing over all values of Ex will yield the �nally
observed energy distribution

dp

dE
=

∫ ∞
−∞

dp

dEx
· 1√

2πσ(Ex)
exp

(
−1

2

(E − Ex)2

σ2(Ex)

)
. (3.75)

This is in fact identical to a convolution of the two distributions. The mathematical
implication of this operation is that the Dirac distributions will be changed to Gaussian
function with width and height de�ned by the energy position Ex of the Dirac distribu-
tion and the ENC. If the energy dependence of σ is neglected, the convolution of a shelf
function of height 1 ranging from Emin to Emax with a normalized Gaussian results in

ς =
1

2

[
erf

(
1√
2

E − Emin
σ(Emin)

)
− erf

(
1√
2

E − Emax
σ(Emax)

)]
. (3.76)

In that case, ς denotes the �at shelf approximation when noise is taken into account. The
error function erf(x) is de�ned as the integral over a Gauss-function. As the equation
indicates, the plateau will be unchanged in height, but the steps in the spectra will be
smoothed by the convolution. Similarly charge loss and tail function will be smoothed
by the convolution with the Gaussian.
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Figure 3.14.: Spectral response models for 55Fe based on the previous considerations. De-
picted are the ideal case as well as large, moderate and small charge losses

3.3.4. Response Function

In the previous sections, the single contributions to the spectral response function were
discussed. As mentioned before, the single contributions can be seen as probability
distributions. In principle combinations of the single contributions are possible. For
example it is possible, that an event that is generated close to the entrance window
results in a photoelectron, leaving the sensitive volume and the emission of a �uorescence
photon. However, as the probability of these events is extremely low, they will be
neglected. In that case, the response function is the sum of all the single contributions.
The single equations are summarized in appendix A.
The values for absorbtion length, material density and the emission distributions are
given in the tables listed in appendix C. For the pair-creation energy the value 3.66 eV
was used. Furthermore a Fano-factor of 0.118 was applied (Lowe and Sareen 2007). For
the tail values of C0 = 0.92 and z0 = 3 · 95 nm in accordance with Granato 2012 were
chosen. In agreement with Scholze and Procop 2009, the value of α was chosen to be
0.5. In addition the ideal case is compared with models including large (5%, Model 3),
moderate (1.5%, Model 1) and small (0.25%, Model 2) charge losses. The models are
depicted in �gure 3.14.
In table 3.1 the charge loss parameters for the single models are summarized. The

typical �gures of merit to qualify a X-ray sensor are the energy resolution in terms of
FWHM of theMn−Kα peak and the ratio of peak height (here the height of theMn−Kα

peak) to the averaged background over the range from 900-1100 eV. Furthermore the
values for the energy ranges from 2400-2600 eV and 4400-4600 eV help to further qualify
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3.3. Material Response Function

Model pL CC
ideal 0 0
1 1.5 · 10−2 0.28
2 2.5 · 10−3 0.3
3 5 · 10−2 0

Table 3.1.: The table summarizes the assumed charge loss parameters used for the analytical
spectra plotted in �gure 3.14.

Energy Resolution Peak-to-Background ratio
Model FWHM (eV) at 1 keV at 2.5 keV at 3.5 keV at 4.5 keV
ideal 126.9 15851 11825 11825 8204
1 127.1 15527 3421 1890 1288
2 126.9 15522 8591 6241 4270
3 127.8 1977 856 627 496

Table 3.2.: The table summarizes the spectral performance in terms of FWHM and peak
height to background ratio at di�erent energies for the 4 analytical models.

the spectral performance. These values are presented in table 3.2.
The shown loss models assume, that a small fraction of all events is subject to large

charge losses. As the summary in table 3.2 shows, the main e�ect of the charge losses is a
drastic decrease of the peak-to-background ratio, while the energy resolution is nearly not
a�ected. If in contrast, lost charge fraction becomes smaller, a more and more dominant
shoulder would form on the left side of the signal peak. That would deteriorate the
energy resolutions, while having only low impact on the peak-to-background ratio.
The derived spectral response is compared with measurement data in section 4.3.2.2. As
that comparison show, the model can be used to quantify e.g. charge losses. Overall the
here shown analytical considerations provide a sophisticated prediction of the spectral
response of a silicon based sensor. Nevertheless, it is possible to improve this analytical
model. With respect to the calibration source 55Fe it would be necessary to include
its low probability transitions. Furthermore a more sophisticated charge loss model as
well as a revision of the �at-shelf approximations and the model used for the electron
transport should provide an even more realistic response function.

3.3.5. Quantization and Redistribution Matrix Function

Typically the spectral response of a sensor will be quantized in energy bins. For a
monochromatic source, it is then common practice to express the probability to ob-
serve an event at in the energy range from Ej to Ej + ∆E by S(Ej,∆E,Eph) =∫ Ej+∆E

Ej

dp
dE

(Eph)dE. Taking this one step further the response of the sensor can be
expressed in terms a matrix R(Ej, Eph) and a source spectrum by a vector Sin(Eph).
The single elements of R(Ej, Eph) can be calculated from the redistribution function by
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3. The Spectral Response of a DEPFET Sensor

integrating over the respective energy bins leading to

R(Ej, Eph) =

∫ Ej+1

Ej

dp

dE
(E,Eph)dE. (3.77)

The same can be done for the incident spectrum to provide a bin integrated vector
Sin(Eph). The output spectrum

Sout(Ej) = Sin(Eph) ·R(Ej, Eph) (3.78)

is then just the product of Sin(Eph) and R(Ej, Eph).

3.4. Spectral Response for Readout on Demand

As discussed in section 3.2.5.4, the readout on demand of DEPFET devices can cause a
distortion of the output signal, which depends on the exact arrival time of the incident
photon. The main e�ect of this is, that the spectral redistribution function shows an
additional component, that depends on the exact timing of the sensor. The spectral
response of a DEPFET based sensor, which is read out on demand, can thus be seen
as a combination of the material response MF , Fano-noise FN , a time dependent re-
sponse function TF and the electronic noise EN of the detector system. The complete
redistribution function RF is the convolution of the single contributions

RF = MF ∗ FN ∗ TF ∗ EN (3.79)

The �rst two components can not be improved beyond the limits determined by the
physical properties of silicon (see section 3.3. The time dependence is de�ned by the
respective readout scheme while the noise is in addition de�ned by the sensor geometry.
The electronic noise is well described by a Gaussian function of width σENCR de�ned by
equation (3.25). To determine the time dependent redistribution TF it is �rst necessary
to �nd an expression for the measured energy in dependency of the arrival time. That
will be done in the following. Next the spectral response TF corresponding to that time
dependence is derived and an expression for the peak-to-background ratio with respect
to the device timing is developed. In the last part of this section the limitations of that
model, which is strictly only valid for makroscopic single pixel devices, will be discussed
using measurement data from a DEPFET matrix.

3.4.1. Time Dependent Output Signal

The timing is composed of six time intervals as illustrated in �gure 3.15. Together,
these time intervals comprise one readout. Each cycle starts with an illumination time
ti, followed by the signal weighting composed of the �rst sampling time, �at top and
second sampling time as discussed in section 3.2.5.4. As shown, the �at top is formed
by the clear time tclear and a settling time tset. After the signal weighting an additional
time may be required e.g. for the digitization of the output-signals. Thus the time tmux
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Figure 3.15.: It is possible to take the considerations made in section 3.2.5.4 one step further.
Depending on the photon arrival time the signal E1(t) takes a value between −Ex and Ex.
Furthermore, if charge arrives after the clear process, it may even generate a signal E2(t) in
the next readout cycle.

follows the signal weighting.
Depending on the arrival time, incident charge will generate an energy signal of ampli-
tude E1(t) in this readout cycle and an energy signal of amplitude E2(t) in the following
one. In �gure 3.15 three time intervals with a linear dependency of signal and arrival
time can be seen. While this is (assuming a short signal rise time) a good approxima-
tion for the sampling times, the model is only partially applicable for the clear, as the
amount of charge not removed from the device and present in the internal gate during
the negative sampling and the next readout cycle is a more complex function of time
and also position as indicated in �gure 3.15.
However, since a more elaborate model is not available a linear dependency of removed
charge fraction and arrival time is used. Furthermore the removal is assumed to take
the e�ective clear time tcleareff which is the mean time required to completely remove a
charge cloud from the device. Provided all charge is removed during the clear process,
the clear time tclear will always be longer than than its linear approximation tcleareff .
The di�erence between tcleareff and tclear can be regarded as a dead time of the device.
However, this will not be taken into account. In terms of a mathematical relation, the
energy detected in the �rst cycle is

E1(t) = Ex



1 0 < t < t1

1− t−t1
tsample

t1 < t < t2

− t−t2
tcleareff

t2 < t < t3

−1 t3 < t < t4

−1 + t−t3
tsample

t4 < t < t5

0 t5 < t < t6

. (3.80)
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Here Ex is the energy deposited by the incident photon and t the arrival time during
the �rst readout cycle. Charge generated during or after the clear process will cause a
positive signal in the next readout cycle. The energy E2 detected in the second readout
cycle is

E2(t) = Ex


0 0 < t < t2
t−t2

tcleareff
t2 < t < t3

1 t3 < t < t6

. (3.81)

3.4.2. Timing Dependent Spectral Redistribution

Based on equation (3.80) and equation (3.81) it is possible to construct the timing de-
pendent spectral redistribution TF , that describes the relation between the deposited
energy Ex and the shaped energy signal Ey. If the photon rate ηcr and thus the probabil-
ity to observe a photon at a given time is constant the probability for an event during a
given time interval is just ηcr times the respective time interval ∆t. Even with a readout
time of a few ms this assumption should be su�ciently accurate for typical astrophysical
sources. If however the observed radiation source shows a time dependency in the order
of the readout time this would require further considerations.
For time intervals where the signal is independent from t, the corresponding spectral
contribution can be represented by a dirac-function at the respective energy multiplied
by the probability p = ηcr ·∆t. If the signal has a linear dependency on time the spectral
contribution is equally distributed over all energies. The corresponding spectral density
is then given by dp

dE
ηcr ·∆t
Eph

. If all contributions from the �rst and second readout cycle
are taken into account the timing dependent spectral redistribution can be represented
by

TF = ηcr


ti + tset + tsample + tmux Ey = Ex

(tsample + tclear) /Ex 0 < Ey < Ex

(tsample + tclear) /Ex −Ex < Ey < 0

tset + tsample Ey = −Ex

. (3.82)

Since the single time intervals are additive it is furthermore possible to substitute the
sums. For events correctly evaluated the time tc = (ti + tset + tsample + tmux) can
be identi�ed. Since the shelf between Ex and −Ex is constant in density the time
ts = (tsample + tclear) is introduced. Lastly the time a negative signal is evaluated can be
expressed by (t−c = tset + tsample). With this simpli�cations the time dependent spectral
response becomes

TF = ηcr


tc Ey = Ex
ts
Ex

−Ex < Ey < Ex

t−c Ey = −Ex
. (3.83)

As stated beforehand the spectral response of a DEPFET sensor is just the convolution
of the single contributions. Using the associative law, which applies for convolutions it
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Figure 3.16.: The primary contributions from a convolution of material response (MF) and
timing response (TF) will be the single contributions of one function with the dirac-like distri-
bution of the other. In the here shown simpli�ed example this can be seen by considering the
spectral density of the single contributions. In most cases the height of the dirac-distributions
will be in the order of one half to one. Respectively the shelfs are typically three to �ve orders
of magnitude smaller than the dirac-distributions. The convolution of two shelf function of
spectral density

pshelf
Eph

and ηcrts
Eph

results in a distribution that is several orders of magnitude

lower than the convolution of one of these functions with the corresponding dirac-distribution.

is possible to reframe equation (3.79) to

RF = MF ∗ TF ∗ FN ∗ ENC. (3.84)

Usually Fano and electronic noise are represented by a Gaussian distribution. The
convolution of two Gaussian functions and thus the overall noise of the detector is again

a Gaussian with width σ =
√
σ2
fano + σ2

ENC . The material response can be expressed as

the sum of a dirac-distribution describing the main peak, a tail function, a second dirac-
distribution to account for the escape-peak, eventual charge losses and the characteristic
shelf as discussed in section 3.3.
Respectively the timing response can be expressed by a dirac-distribution at the Energy
Ey = Ex a negative dirac function at the energy Ey = −Ex and a shelf in between
as shown in equation (??). A simpli�ed depiction of these two function and what the
result of their convolution looks like is shown in �gure 3.16. As depicted the main
contribution of the convolution results from the Dirac-distributions and the shelfs. In
fact the convolution of two shelf functions will typically be several orders of magnitude
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smaller than any other contribution to the spectrum.
For this reason only the convolutions of the Dirac-functions with the single step-functions
are taken into account. With these simpli�cation, the spectral response results in a Dirac
pulse plus several step functions and the material characteristics as tail, eventual charge
loss and the escape peak. Based on the here made spectral response, next a model for
the relation between peak-to-background ratio and the sensor timing will be derived.
That model is compared with measurement data in section 4.3.3.2.2 on page 129.

3.4.3. Peak to Background of a DEPFET Sensor Read Out on
Demand

It was already pointed out that the typical quantities to characterize the spectral perfor-
mance of a silicon based X-ray sensor are the energy resolution in terms of FWHM and
the peak-to-background ratio. While the timing dependent contribution of the DEPFET
readout has no e�ect on the width of the signal peak, it introduces a component to the
spectral response that is related to the sensor timing. As shown in the previous section
the main e�ect is an increase of the �at shelf of the spectral redistribution discussed in
section 3.3 and thus a reduction of the peak-to-background ratio. The dependence of
the peak-to-background ratio on the exact sensor timing is discusses in the following.

3.4.3.0.1. Peak Height The signal peak of a DEPFET read out on demand is the
convolution of the dirac-distribution from the material response, time response and a
Gaussian representing Fano and electronic noise. The peak height ppeak, is then the
product of count rate and collection time ηcr · tc divided by the area of the normal-
ized Gaussian. The width of the signal peak is de�ned by Fano-noise σFano and elec-
tronic noise for a readout on demand ENCR. Since a readout on demand is consid-
ered, the leakage current noise

√
Ilc · tc can not be neglected. Furthermore an energy

spectrum is considered and the noise in electrons must be multiplied with the pair cre-
ation energy w. The standard deviation of the signal peak in terms of energy is then

w ·σ = w ·
√
σ2
Fano + ENC2

shaper + Ilc · tc, and the peak height

P =
ηcrtc

w ·
√

2π(σ2
Fano + ENC2 + Ilc · tc)

. (3.85)

3.4.3.0.2. Entrance Window As shown in section 3.3 the spectral density of back-
ground events BEW has a rather small energy dependence and can be assumed to be
constant over a de�ned energy range ∆E = E1..E2.
Since the peak height is highly dependent on electronic noise and leakage current, the
peak-to-background ratio of a sensor too is depending on these characteristics. That
dependency is for example problematic to compare di�erent sensors e.g. with di�er-
ent entrance window technologies. For every detector it is possible to de�ne an ideal
peak-to-background ratio P

B
max that would be measured if the energy resolution is
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only Fano-limited. With this ideal value, the spectral density of the background can be
expressed by

BEW =
ηcr · tc

w ·
√

2 ·π ·σFano

(
P

B
max

)−1

(3.86)

3.4.3.0.3. Positive Misfits The probability for an mis�t event is the count rate mul-
tiplied with the respective time interval ηcr · tsample. Taking into account the uniform
distribution of events over the energy rang from zero eV up to the photon energy Eph
the spectral density BMF of positive mis�t events can be expressed by

BMF =
ηcr · tsample

Eph
. (3.87)

3.4.3.0.4. Negative Misfits A negative mis�t may contribute to the positive spectrum
provided that signal charge is already present in the internal gate. The probability for
charge being present in the internal gate is the count rate ηcr times the collection time
tc. Furthermore, the probability for a negative mis�t is ηcr times tsample. These events
will be distribute over the energy range from 0 up to Eph. The corresponding spectral
density for negative mis�ts BnMF is

BnMF = ηcr · tc ·
ηcr · tsample

Eph
. (3.88)

3.4.3.0.5. Clear The last contribution, which is taken into account is caused by the
charge removal. The signal generated by incident radiation is a charge cloud with a
de�ned size, formed by several charge carriers. If this cloud arrives during the clear
process, a part of the charge carriers is removed. The amount of removed charge depends
on several factors such as arrival time and original generation position. The amount of
removed charge carriers is assumed to be linearly depending on time. The mean time
necessary to remove all charge carriers of a charge cloud is denoted tcleareff .
The e�ect causes a false evaluation of the signal similar to mis�ts. However a clear
event is surely causing two events, one with negative and one with positive amplitude.
Similarly as for positive and negative mis�ts a spectral density for those events can be
derived. For positive events the spectral density is

BCL =
ηcr · tcleareff

Eph
, (3.89)

while events with a negative amplitude only contribute to the positive side of the spec-
trum if charge was already present in the internal gate. The corresponding spectral
density is

BnCL = ηcr · tc ·
ηcr · tcleareff

Eph
. (3.90)
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Figure 3.17.: The graph shows the various contributions to the overall background of a
DEPFET sensor. The background is evaluated over the energy range from 900 eV to 1100
eV. The curves were calculated assuming an electronic noise of 4.8e−, a leakage current rate of
0.1 e−µs−1, a sampling time of 1µs, an e�ective clear time of 300ns and an entrance window
limited P/B value of 16000:1. Furthermore, a radiation source producing 5.9keV photons with
a count rate of 3kcps is assumed. As shown especially at short integration timings mis�ts
dominate the background. Additionally, events during clear and baseline sampling contribute
to the formation of the background.

3.4.3.0.6. Misfit related Peak to Background The P/B is calculated from the ratio of
peak height divided by the background at a certain energy. The single P/B contributions
are

P

BEW

=
σFano√

σ2
Fano + ENC2 + Ilc · tc

P

B
max (3.91)

from the entrance window,

P

BMF

=
tc

tsample

Eph√
2 ·π ·w ·

√
σ2
Fano + ENC2 + Ilc · tc

(3.92)

for positive mis�ts,

P

BnMF

=
1

ηcr · tc
tc

tsample

Eph√
2 ·π ·w ·

√
σ2
Fano + ENC2 + Ilc · tc

(3.93)

for negative mis�ts and

P

BCL

=
tc

tcleareff

Eph√
2 ·π ·w ·

√
σ2
ano + ENC2 + Ilc · tc

(3.94)
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as well as,

P

BnCL

=
1

ηcr · tc
tc

tcleareff

Eph√
2 ·π ·w ·

√
σ2
Fano + ENC2 + Ilc · tc

(3.95)

for background contributions related to the clear. These single contributions are de-
picted in �gure 3.17 for a monochromatic radiation source of 5.9keV and a count rate of
3000cps. The noise was assumed to be 4.8e−, the leakage current was set to 0.1e−µs−1.
Furthermore, a typical sampling time of 1µs and an e�ective clear time of 0.3µs were
assumed. The entrance window limited P

B
max ratio in the shown case is 16000:1. 5 If

the leakage current is su�ciently small, the signal integration time is long enough and
the count rate is low it should be possible to reach only entrance window limited P/B
values. However in normal operation the constraints of experiments have to be ful�lled
and in most cases the ratio of signal processing to signal integration time is set by the
time necessary to read the hole matrix and the processing time of one pixel. If the sensor
is operated in a window mode the processing and integration time will be in the same
order of magnitude. Especially at this fast timings the dominating contribution to the
background will be caused by mis�ts.

3.4.4. Misfits in Matrices

In section 3.2.5.4 the formation of Mis�ts occurring during the device readout was dis-
cussed. The derived model implies, that any kind of split events during the processing
of a pixel can be neglected, i.e. the presented model is only valid for a well collimated
or large DEPFET pixel.6 In this section a model to describe the time dependent back-
ground of DEPFET matrices is introduced. However, further work to improve this model
is necessary. Especially an exact study of the time dependence of the charge collection
in a matrix is required to provide a more sophisticated model.
DEPFET matrices are usually read out row wise, hence all pixels of one row are read
out in parallel. The processing time for a row trow is equal to the processing time of a
single pixel. The timing of each row is composed of a �rst settling time, the �rst sam-
pling, the clear, a second settling time, the second sampling and an additional overhead
time to e.g. multiplex the signal of all pixels of one line. The schematic readout for a
matrix is depicted in �gure 3.18a.
Typically, the frame time tframe required to process the complete matrix is the product
of the number of lines nR and the line time tframe = nR · trow.
In addition to mis�ts, matrices show further readout artifacts. These a�ect the spectral
response and are caused by the position and time dependence of the signal. For the basic
concept only events split over two pixels are taken into account. Also similar e�ects for

5These values are taken from a least square �t on measurement date discussed in section 4.3.3.2.2 on

page 129.
6Even for a pixel as large as 10 mm2 the background is dominated by unrecognized split events on the

device boarder.
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Figure 3.18.: When read out on demand, every row (#1 − #N) of a DEPFET matrix is
processed using a trapezoidal weighting function (WF) as discussed in section 3.2.5.4 and
section 3.4.1. By addressing all rows successively, the complete matrix is read out in a rolling
shutter mode as indicated in a). In addition three points in time for incident photons are
marked. With respect to its incident position, a photon deposits its energy in one, two or even
more pixels. To illustrate the e�ect of those split events three cases for double split events are
depicted in �gure b). Depending on incident position and time a photon can be reconstructed
correctly (case 1), causes a mis�t (case 2) or causes further readout artifacts (case 3).

higher multiplicities are possible those are not discussed. Furthermore, these e�ects are
not present for events that deposit all their charge in a single pixel (single-pixel events).
The basic concept of split events is illustrated in �gures 3.18a and 3.18b. There the
following three cases are depicted.

1) Normal Event: Charge collected before the readout of one frame starts can be split
over two pixels of two consecutive rows, here row one and row two. Since these
are processed one after the other, the energy of the incident photon is reconstructed
correctly.

2) Mis�t: The signal charge is again spread over pixels belonging to row one and row
two. If the charge arrives while the signal of row one is processed then part of the
signal will be weighted false. Since the �nal signal is the sum of the false weighted
signal of row one and the remaining correctly evaluated signal charge or row two,
the overall signal will be corrupted. This causes a spectral contribution identical to
mis�ts within a single pixel and adds to the shelf of the spectral response. As events
collected after the �rst sampling time generate a negative signal, these can easily be
identi�ed and discarded. An advanced data analysis software may even be able to
reconstruct such events (Lauf 2011).

3) Frame Split: The last case regards a split event over pixels from row two and row
three. The charge arrives after the signal of row 2 is processed, but before the
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processing of row 3 has started. In this case the charge is not just spatially split
over two pixels, but also distributed over two consecutive frames. This results in two
contributions to the shelf of the spectral redistribution.

The above considerations indicate that the e�ect of split events is complex and depending
on the exact timing of the matrix and the split statistics (and thus the pixel size and
biasing conditions).
For the following, the overall background of a matrix is supposed to be composed of the
following three contributions

3.4.4.0.1. Entrance Window The spectral response of silicon to incident radiation has
been discussed in section 3.3. To calculate the peak to background ratio, the simpli�-
cations introduced in section 3.4 that the spectral response is section-wise constant is
kept. In this case the background caused by the entrance window is given by equation
(3.86).

3.4.4.0.2. Misfits and Clear Events In their appearance mis�ts, either positive or neg-
ative as well as clear events show a rather similar behaviour. The spectral contribution
for single-pixel events is described by equation (3.87) to equation (3.90). Split events,
which include a mis�t or clear-event will be considered to contribute identically to single
pixel events. Furthermore, provided the count-rate is low, the e�ect of negative mis�ts
and negative clear events can be neglected.7 As already introduced in section 3.4.2 the
time constants for sampling time tsample and e�ective clear time tcleareff can be merged
to ts = tsample + tcleareff . Thus the mis�t background is approximated by

BMMF =
ηcr · ts
Eph

. (3.96)

3.4.4.0.3. Inter Frame Split Events While the basic principle of inter frame split events
appears simple, their exact distribution and the corresponding in�uence on the spectral
redistribution is hard to apprehend since several e�ects have to be taken into account.
An extended simulation of a DEPFET matrix including the exact readout scheme, time
dependent variations of the split statistic and similar e�ects would be highly bene�cial.
For the scope of this thesis and the following considerations, events generated during the
time trow a row is active (meaning its external gate is in the on state) will be assumed
to contribute with a probability p1 to the background. To account for the fact that
events may be discarded by the data analysis software the additional parameter tu is
introduced. Moreover, these split events are assumed to be distributed equally over the
energy spectrum. In this case, the spectral density is expressed by

Bsplit = p1
ηcr · (trow − tu)

Eph
. (3.97)

7As long as the count rate per pixel per frame is in the percent order per frame, the contribution of

these events is two orders of magnitude smaller than that of positive mis�t and clear events.
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3.4.4.0.4. Peak to Background Taking into account the peak height (see equation
(3.85)) and substituting the time tc for the frame time tframe, the P/B ratio for a
DEPFET matrix becomes

P

B
=

1

FWHM

√
4 ln 2

π
· 1

· tx
tframe ·Eph + p1 · trow−tu

tframe ·Eph +BEW

(3.98)

3.4.4.0.5. Comparison with Measurements In the scope of this thesis no measure-
ments on matrices were done. Thus for a test of the above model, measurement data
acquired in the scope of the MIXS project are used. The DEPFET matrix of MIXS is
built by 64× 64 pixel with each 300× 300µm2. The matrix is split in two hemispheres,
each read out by an ASTEROID ASIC. The matrix was illuminated by a 55Fe source
as described in section 3.3.1. The timing was varied by changing the time between
two successive line readouts. Thus the time a row is active and the frame time are
changed simultaneously and the ratio of the two is equal to the number of rows nR,
tframe = n · trow. With that consideration equation (3.98) becomes

P

B
=

1

FWHM

√
4 ln 2

π
· 1

· tx
tframe ·Eph + p1 · tframe/nR−tu

tframe ·Eph +BEW

(3.99)

The most meaningful way to determine the di�erent variables would be to �t the model to
the measurement data. Unfortunately it was not possible to �nd a set of measurements
were all unknown parameters could be determined simultaneously. For the measure-
ments done up to now, that is largely because the single parameters are depending on
each other. As will be discussed later, that is a result of the measurement method, that
results in a similar spectral appearance of charge losses, mis�t and frame split event.
The set of measurement data used as well as three model functions based on equation
(3.99) are shown in �gure 3.19. The model values are summarized in table 3.3 The
values for FWHM and nR were taken from the available data. tx is estimated using the
known positive sampling time of 0.9 µs and assuming a value of 350 ns for the e�ective
clear time. The detector entrance window is composed of the previously introduced pas-
sivation layers and an additional aluminum layer to block optical light. With respect to
this layer stack a value of 7.5 · 10−7 for the entrance window background is a reasonable

Model Name FWHM [eV] nR p1 tx [µs] tu [µs] BEW

Mis�ts 135 32 0 1.25 0 7.5 · 10−7

Intrinsic 135 32 0 1.25 0 2.44 · 10−6

Splits 135 32 0.382 1.25 1.365 7.5 · 10−7

Table 3.3.: The table summarizes the model parameters used with equation (3.99) producing
the model functions shown in �gure 3.19. Here nR is the number of rows, read out per frame,
p1 is the probability for an event resulting in a frame split event (including its multiplicity), tx
is the time available for mis�t and clear events tu a correction factor accounting for discarded
frame split events and BEW the entrance window limited background.
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Figure 3.19.: The �gure shows three models based on equation (3.99) alongside measurement
data acquired in the scope of the MIXS calibration campaign. The frame time of the measure-
ments was varied by introducing a waiting time at the end of each line. The model parameters
are summerized in table 3.3.

guess which would result in a P/B ratio of approximately 10000:1. The value is close to
the values presented in Granato 2012 that were measured using pn-Charge Coupled De-
vice (pnCCD) with a similar entrance window. However, since especially the aluminum
layer is thinner a lower value for the background was chosen.
The Mis�t model, depicted as green dotted function in �gure 3.19 totally neglects any
kind of split events and systematically predicts larger values for the P/B.
There are two possible explanations for the lower P/B ratio. The �rst is charge losses,
which increase the background. Fitting the model with BEW as free parameter, but still
neglecting any split events, the value providing the best approximation to the measure-
ment data was found to be BEW = 2.44 · 10−6. This intrinsic model is plotted as red
dash-dotted curve in �gure 3.19. Although the curve apparently describes the measure-
ment data better, there is still a non-negligible deviation.
The second explanation for the reduced P/B ratio are the previous described split

events. Thus, for this model, depicted as dashed, cyan line, BEW was set to the initial
value of 1 · 10−6 and p1 as well as tu were estimated using a least square �t. As depicted
this last curve is capable to approximate the measurement data closer than both the
other models. However, the way the frame time variation was done causes an ambigu-
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ity between background caused by split events and background caused by the entrance
window. Therefore it is, at the moment not possible to determine the reason for the
comparable low peak to background ratio of DEPFET matrices.

The above considerations show that, equal as for single pixel devices, mis�ts cause
a reduction of the spectroscopic performance of matrices which is largely dependent
on the timing. However they are not the sole e�ect related to the readout method,
which introduces an additional contribution to the �at shelf of the spectral response.
Especially split events can, due to the rolling shutter readout signi�cantly reduce the
spectral performance.
To further determine the e�ect of these frame split events it is necessary to separate
frame time and row time by introducing an distinct illumination time at the begin
of each frame. In this manner it would be possible to vary the frame time without
changing the row time. If the illumination time, and thus the frame time becomes large,
the contributions of mis�ts and split frame events to equation (3.98) approach zero. The
only remaining contribution to the peak to background ratio, provided the illumination
time is long enough, is then related to the entrance window and the underlaying physical
processes. It is emphasized that future measurements should include a detailed study of
these e�ects.
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4. DEPFET with Built in Shutter and
Storage

In the previous chapter the basic properties of a silicon sensor and especially the spectral
response of a DEPFET read out on demand were discussed. As shown, the rolling shutter
readout and the fact that incident charge is always collected in the DEPFET's internal
gate deteriorates the intrinsic spectral response caused by the base material. To maintain
the spectral response it is necessary to avoid these mis�t events. That should be possible
by the pixel-wise implementation of an electronic shutter. That shutter could then be
used to suppresses the charge collection during the device readout and thus prevent a
degradation. To overcome the dead time introduced by the shutter, it is furthermore
possible, to provide a storage region that collects charge while the DEPFET is read out.
In the following sections the basic principle of DEPFET devices that provide these
additional properties is introduced and 4 existing layout concepts are presented. In the
course of this work, 2 of these concepts were studied extensively using device simulations
and measurements. These are presented in section two and three. Based on these results,
a time-dependent spectral response was derived and spectral simulations were conducted.
The results are presented in the fourth part of this chapter while a summary of the results
is given in the last part of this chapter.

4.1. Pixel Designs

In this section the development of DEPFET devices with built-in shutter and additional
storage feature will be discussed. Starting from the basic idea four concepts, marking
milestones in the process of this development will be presented. The discussions in this
part are limited to qualitative explanations of the functional principles. For simulations
and measurements, done on prototype devices based on two of the here presented con-
cepts refer to the next two section.

4.1.1. A DEPFET with Built-In Shutter

To model the behaviour of semiconductor devices, it is necessary to solve a set of di�er-
ential equations. These are Poissons equation and the transport equations for electrons
and holes Roosbroeck 1950. Since the majority of the sensor volume is fully depleted a
qualitative discussion can neglect the transport equations. Then, the potential inside the
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Figure 4.1.: To shield a read node from electrons, an additional contact to dump these is
required. The e�ect of that dump on electrons depends on the position of the generated
electrons, and the dumps extension as well as the applied potential. If both contacts have
the same extension and are biased with the same potential, the electric �eld caused by either
contact solely depends on the position inside the sensor (a). If a more positive bias is applied
to the dump, the electric �eld caused by the dump will increase and electrons are moved into
the direction of the dump (b). That e�ect can be increased by increasing the size of the dump
contact (c).

sensitive volume is shaped by surface structures as MOS-capacitors, pn-junction, tran-
sistors and deep implantations. Qualitatively, a contact on top of a silicon sensor can be
seen as a charge distribution ρ(r′) at the position r′. The distribution is thereby depend-
ing on the kind of structure and the applied bias voltage. The electrostatic potential
φ(r) at the position r caused by such a charge distribution is

φ(r) =
1

4πε

∫
d3r

ρ(r′)

|r − r′|
. (4.1)

Its in�uence on the potential inside the bulk and thus charge carriers is depending on its
size and the charge distribution ρ(r′) that in turn is given by the applied bias conditions.
Simpli�ed it can be stated that the larger a contact and the more positive the applied
bias voltage, the larger its attraction towards electrons.
To extend the DEPFET with a built-in shutter at least one additional contact is

required. This contact must be designed such that the following criteria are met.

• The charge collection in the sensitive state is not a�ected

• A change of bias conditions is su�cient to reject the collection of incident charge
in the internal gate

• Already collected charge is not a�ected by the change of the bias voltages

For the moment only the rejection of charge is considered. If the DEPFET is treated
as read node and the additional contact as electron dump as shown in �gure 4.1a, the
following considerations can be made. If both contacts have the same extension and are
biased with the same potential, charge generated in the bulk will move to the contact
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Figure 4.2.: The Barriergate Pixel layout is shown in a). The device consists of 3 overlapping
gate contacts that provide the built-in shutter capability. The equivalent circuit, shown in b),
consists of three transistors in series. The voltages applied to their gate-contacts control the
current-�ow between source and drain and the device sensitivity simultaneously.

that is closer. The rejection respectively the fraction of charge collected in the dump
can be increased by increasing the potential applied to the dump as indicated in �gure
4.1b. In addition, it is possible to improve the rejection by increasing the area of the
shutter as shown in �gure 4.1c. These tasks will improve the rejection.
However, in the sensitive state, the dump contact must be biased such that all charge
is moved towards the read node. As large contacts biased with a constant potential
introduce large areas with small potential gradients these are prone to increase the
charge collection times. Furthermore, especially MOS-structures and n-contacts can
introduce local potential minima for electrons, which cause their loss. This would both
collide with the �rst constraint for a Gateable DEPFET.
Finally it is necessary to keep in mind that the barrier between collection node and
dump has to be su�cient to avoid any and all losses of already collected charge. While a
small distance between collection node and dump bene�ts the rejection it is also obvious
that this reduces the barrier between the two.
The next section will introduce two di�erent concepts for Gateable DEPFET devices,
which both provide the built-in shutter functionality.

4.1.1.1. Barriergate Pixel

The so-called Barriergate Pixel concept was designed by Gerhard Lutz (Lutz et al. 2007).
A cross section alongside the equivalent circuit are shown in �gure 4.2. As the layout
shows, the gate is surrounded by the barrier gate and the drain-clear-gate, in which
the clear contact is embedded. The drain-clear-gate and the clear-contact are used to
remove charge from the internal gate and furthermore provide the shutter feature. In
the sensitive state, the drain-clear-gate is in inversion to extend the drain contact. In
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the insensitive state, clear and drain-clear-gate are biased with a positive potential and
electrons generated in the bulk are attracted by the clear. A loss of charge collected in
the internal gate is prevented by the barrier-gate.
The functionality of the electron dump is provided by the combined properties of clear-
contact and drain-clear-gate. While the former is used to remove the electrons from the
device, the latter provides the area to achieve su�cient rejection ratios.
�gure 4.2b. Depending on the voltage levels of the terminals clear, drain-clear gate,
barrier-gate and gate, the device can be set into 4 distinct states, which are the readout
state, the clear state, the sensitive and the insensitive state.

• In the sensitive state, charge is collected in the pixels internal gate. For that,
drain-clear-gate and barrier-gate are biased with a negative potential forming an
inversion layer underneath the MOS-structures. A positive voltage at the external
gate causes the internal gate to be the most positive region of the device.

• In the readout state the gate is set into inversion. The device can now be read out
due to the current-�ow from source towards drain. In this mode the internal gate
still forms the most attractive potential for electrons.

• For the clear state, a positive voltage is applied to clear, drain-clear-gate and
barrier-gate. Adjusted in the right manner the resulting potential distribution will
have a stairway like pro�le leading from the internal gate to the clear thus causing
electrons to be removed from the device.

• The insensitive state is reached by applying a positive voltage to clear and drain-
clear-gate while leaving the barrier-gate in inversion. This causes a barrier between
the internal gate and the drain-clear-gate, which electrons can not pass. Thus
already collected charge will be preserved in the internal gate. Charge carriers
generated in the bulk will be attracted by the positive drain-clear-gate and the
clear-contact, preventing the collection of charge.

While a standard Barriergate Pixel can not be read while it is insensitive, it should be
possible to modify the layout to enable that feature. I.e. it is possible to cut open the
drain-clear-gate and extend the drain contact inside this trench so that the barrier-gate
is directly connected to the drain. However, in that case several three dimensional e�ects
have to be taken into account.

4.1.1.2. Blindgate Pixel

The basic idea behind the Blindgate Pixel is to use two separate n+ contacts, one for
clearing and one for blinding. In this way, the standard topology of the DEPFET can
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Figure 4.3.: A Blindgate Pixel is formed by surrounding a standard cut-gate DEPFET with a
MOS-gate. Electrons collected underneath are removed by three embedded n+-contacts. The
layout is illustrated in a). The layout provides a built-in shutter functionality and allows the
readout of the device in the insensitive state as the equivalent circuit in b) indicates.

be used for the pixel itself, avoiding drawbacks of the barrier-gate design like e.g. worse
W/L and large poly-overlap. In addition, the barrier between internal gate and shutter
structure can be formed by an implanted barrier rather than an in�uenced one.
For the Blindgate Pixel the shutter is implemented by a MOS-contact named blind-gate,
which surrounds the cut-gate DEPFET. The charge is removed from the device over
three n+-blind-contacts,. A cutaway as well as the corresponding equivalent circuit are
shown in �gure 4.3.
In the sensitive state the blind-gate is biased with a negative voltage, thus inducing
an inversion layer, which is biased by the source contact. The blind-contacts have to
be biased with a su�cient voltage such that neither charge loss nor back-injection is
possible. In the insensitive state, both contacts are set to a positive potential. There-
fore, electrons generated inside the bulk will be attracted towards blind-gate and blind.
Charge losses from the internal gate towards blind-gate and blind are avoided by the
source implantation, which forms a barrier around the internal gate.
Since the DEPFET itself and the current-�ow through the conductive channel are not
a�ected by the biasing conditions of blind-gate and blind, a readout of this device during
the insensitive state is possible.

4.1.2. DEPFET with Additional Analog Storage

The obvious disadvantage of the Gateable DEPFET is, that during the Blind phase,
no charge from the bulk will be collected. Therefore, the e�ective observation time is
reduced. Thus the logical improvement is the implementation of an additional area to
store charges carriers, which arrive while the shutter is active. In this way, it will be
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Figure 4.4.: To redirect incident charge, a linear DEPFET is surrounded by a large area
p+-implantation. The drift into the storage is realized using several overlapping deep-n-
implantations. The layout is shown in a). As the equivalent circuit, shown in b), indicates, the
operation of the DEPFET and the collection of charge in the storage are separated.

possible to built devices that have (nearly) no dead time. In the following two conceptual
di�erent approaches to this concept will be presented.
One consideration common to both these approaches concerns the depth of the storage
area. The surface of a silicon wafer typically has a large number of unsaturated bonds.
These can act as recombination centers. To avoid a loss of charge carriers generated
in the bulk, it is necessary to implement the storage region in a certain depth below
the surface. The e�ects of charge losses on surface states have e.g. been observed in
S. Wölfel 2007. Here the transfer of charge between two internal gates to reduce the
DEPFET read noise was investigated. In the course of that work, the loss of charge due
to interface traps was observed. Furthermore, it was shown that these charge losses can
be avoided using a deep-n implantation in a depth of 1.2µm. In later work (Bähr 2010)
it was demonstrated that charge losses can also be prevented using a medium energy-
implantation forming the potential minimum in a depth of approximately 600nm, which
is similar to the depth of the internal gate.

4.1.2.1. Internal Storage Pixel

The �rst presented concept is based on a linear DEPFET. Drain, gate, source and the
adjacent clear-structure are surrounded by the transfer-gate, which provides a barrier
towards the surrounding p+-implantation, as illustrated in �gure 4.4a. Below this large
area contact, a number of staggered deep-n-implantations forms a drift �eld, which di-
rects incident charge into the storage directly in front of the DEPFET.
Applying a su�ciently positive voltage to the p+-contact in combination with its large
area should provide a su�cient rejection of charge collection in the internal gate. At
the same time, the barrier formed by the transfer gate will prevent any loss of charge
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Figure 4.5.: The In�nipix concept utilizes two DEPFET devices as shown in a). Depending
on the voltages applied to the drain-contact, charge is collected in one of the two DEPFETs
while the other is insensitive and can be read out. This is also illustrated in the equivalent
circuit shown in b).

already collected in the internal gate towards the storage.
To transfer the charge from the storage into the internal gate it is necessary to apply a
su�ciently negative bias to the p+-contact. This should cause electrons to move from
the storage over the MOS-spacer into the internal gate.

4.1.2.2. Infinipix

The second concept is also based on a linear DEPFET. It uses two DEPFET, which
are are built close to each other as depicted in �gure 4.5a. The functional principle is
illustrated by the equivalent circuit shown in �gure 4.5b.
Depending on the applied bias conditions always one of the two DEPFET is sensitive
while the other is insensitive. The selectivity of charge collection is controlled by the
voltages applied to the drains. Setting e.g. the drain of DEPFET 1 to source potential
( 0V) while DEPFET 2 is biased with a negative drain voltage ( -5V), charge will be
repelled by the negative and attracted by the positive drain. Thus charge collection
is done normally in DEPFET 1 and rejected by DEPFET 2. In addition, the applied
voltages enable the readout of the insensitive DEPFET.
As the equivalent circuit indicates, the sensitivity is determined by the voltages applied
to drain 1 and drain 2. By inverting the bias conditions of the drain-contacts it is
possible to switch the sensitive state of the two DEPFETs.
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4.2. Device Simulations

In the previous chapter di�erent device concepts of DEPFETs with built-in shutter
and consecutively an additional storage region have been presented and discussed qual-
itatively. In this chapter two structures will be discussed more in detail by using 2
dimensional device simulations. The concepts discussed are the Blindgate Pixel and
INFINIPIX DEPFETs. For closer investigations of the other structures see for example
Lutz et al. 2007 or Aschauer et al. 2014

4.2.1. Simulation Tools

The simulations were done using the tools DIOS and TOSCA. The former calculates im-
plantation pro�les based on analytical models for di�erent energies, doses and annealing
procedures. The latter calculates 2-dimensional, numerical solution to the Poisson and
transport equations using the �nite element method. The calculations assuming either
an in�nite extension in one direction or a circular geometry of the device layout.These
tools can be used for �rst quantitative analysis of new detector concepts.
To provide a simple to use basis, a library of 2D pro�les for the relevant implantation
pro�les has been set up. These especially provide information on the implantation pro-
�le on edges caused by MOS-structures or lithographic masks. Based on these pro�les
and the knowledge of design and processing technology the properties of the real device
can be approximated.
However, depending on the exact device geometry deviations between 2-dimensional
simulations and measurements are unavoidable.

4.2.2. Blindgate Pixel

Dios as well as Tosca are primarily intended to yield a solution to the set of coupled
equations describing the physics inside a semiconductor, (Poissons and transport equa-
tions for electrons and holes) for a �xed device geometry. Furthermore, while changes
of voltage parameters in one simulation are possible, it is rather complex to set up wide
ranged parameter sweeps.
For the simulations presented in the following section a script implementing a two step
simulation procedure was established.

4.2.2.0.1. Preparing the Simulation Area In the �rst step the device geometry is de-
�ned. A schematic depiction is shown in �gure 4.6a. These simulations were done on a
�xed grid of 70µm width and 450µm depth. Utilizing an implantation library prepared
using Dios, the doping arrangement caused by MOS-gates and masks is de�ned. In con-
trast to the structure presented in section 4.1.1.2 the blind-contact is implemented as a
trench in the blind-gate. The area of this trench was adjusted such that the overall area
of the blind-contact is equal to the area of the blind contacts in the produced devices.
Its position in x-direction is equal to the distance of the blind contacts from the center.
After setting up the simulation area, the device is depleted and the voltages suggested
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Figure 4.6.: The Blindgate Pixel simulations were intended to evaluate the in�uence of di�er-
ent device parameters, as geometry and voltage, on its characteristics. a) show the simulation
area. Using the timing shown in b) it is possible to evaluate the charge collection Ξ and rejection
ν.

for charge collection are applied.

4.2.2.0.2. Simulation of Charge Collection, Charge Rejection and Charge losses In
the second step, the charge collection as well as the rejection and potential charge losses
are evaluated. This is done following the simulation scheme depicted in �gure 4.6b.
First, charge is injected while the device is in the sensitive state (blind and blind-gate
are in the low state). An example for the potential pro�le inside the substrate for this
state is depicted in �gure 4.7a. Since it is expected, that the charge collection and rejec-
tion are depending on the injection position, two injection regions are possible. Region
one is placed directly below the internal gate while region two is set to the outskirts of
the simulation area.
1µs after the charge injection in region two, the device is set into the insensitive state by
applying the high voltages to the shutter structure (Vblind−gatehigh and Vblindhigh). Succes-
sively, charge is injected once in generation region one (x=1µm y=200µm) and once in
generation region two (x=67µmy=200µm). The potential pro�le for this state is shown
in �gure 4.7b. Due to the electrostatic potential all charge should be moved to the
blind-gate and be removed from the device over the blind contact. After each charge
injection a delay of 2µs is implemented to avoid any in�uence on successive injections.
As a �nal step, the external gate of the device is switched into the on (low) state for
3µs. In this state, the potential of the internal gate is substantially lowered, thus charge
losses over the source contact into the adjacent blind-structure are possible. Since the
amount of injected charge is known, charge losses can easily be identi�ed.
To describe critical device parameters, the following terms are introduced:

• rejection ratio ν: Ratio of charge collected in the internal gate and injected charge
for the insensitive state
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Figure 4.7.: Shown are the potential distributions for the sensitive (a)) and the insensitive
(b)) state. Charge carriers will move perpendicular to the iso-potential lines. In the sensitive
state, the potential distribution inside the Blindgate Pixel directs charge generated in the bulk
into the internal gate, while in the insensitive state charge is directed into the blind.

• collected charge fraction Ξ: Ratio of charge collected in the internal gate and
injected charge for the sensitive state

4.2.2.1. Voltage Variations

Equipped with the described simulation tools it is possible to perform sweeps of critical
voltage parameters at di�erent bias conditions. While typical parameters such as VGoff ,
VGon , Vsource etc. are expected to be known for the fabrication technology used, it is
obvious that several voltages will have a signi�cant in�uence on the performance of
the device. First of all, the in�uence of the backside voltage will be evaluated, as this
determines the overall potential pro�le in the substrate. The second crucial parameter
is the high voltage applied to the blind-gate as this directly determines the attraction of
the blind-structure for electrons and thus the rejection ratio ν.
The in�uence of di�erent bias conditions will be evaluated for four drain voltages.

4.2.2.1.1. Backside Variation The backside voltage determines the depth of the charge
drift path as well as the potential of that path. For that reason, it has to be expected
that especially the charge rejection depends on the applied backside bias. For the sim-
ulations presented herein, the backside voltage was varied from -80 V to -140 V in 5 V
steps. As shown in, �gure 4.8 the charge collection is nearly independent from the drain
voltage and complete (=1) for backside voltages more negative than -90V. For more
positive voltages, the charge is not completely collected and a real device would be not
fully depleted. In the simulation however, the device is depleted in a prior simulation
step and thermal generation of charge is shut o� by setting the quasi-fermi-levels su�-
ciently high. With insu�cient backside voltage, an intermediate potential minimum is
formed inside the bulk. In this way, charge generated in the bulk, during the pre-de�ned

102



4.2. Device Simulations

0

0.2

0.4

0.6

0.8

1

80 90 100 110 120 130 140

co
ll

ec
te

d
 c

h
ar

g
e 

fr
ac

ti
o

n

Vbackside

Vdrain=-2
Vdrain=-3
Vdrain=-4
Vdrain=-5

(a)

10
-7

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

80 90 100 110 120 130 140

re
je

ct
io

n
 r

at
io

Vbackside

Vdrain=-2
Vdrain=-3
Vdrain=-4
Vdrain=-5

(b)

Figure 4.8.: a) To fully deplete the device and completely collect charge in the internal gate
a minimum bias for the backside of -90V is required. A too negative backside voltage will
however cause the loss of charge carriers. b) The rejection ratio increases, meaning more charge
is collected although the device should be insensitive, with decreasing backside voltage. The
upper limit for the backside voltage is given by charge losses and the required rejection ratio.
While the drain voltage has no e�ect on the charge collection, the rejection ratio improves with
more negative drain voltage.

simulation step, is not able to reach the internal gate.
It can also be seen that all simulations show an incomplete charge collection for back-
side voltages exceeding approximately -110 V. As indicated by the geometry (see �gure
4.6a) the charge has to cross over the structure formed by drift-ring-spacer, outer source,
blind-gate and blind before reaching the internal gate. Depending on the applied poten-
tials, each of these structures is capable to cause the formation of local or even global
(blind-gate and blind) potential minima.
Since charge is subject to drift caused by the electrostatic �eld as well as to di�usion
caused by the concentration gradient, it is possible that charge carriers cross potential
barriers. The probability for this is de�ned by the height of the potential barrier as well
as its size.
For comparably positive backside voltages, the trajectory of electron movement de�ned
by the electrical �eld is located in a depth of several 10µm. Furthermore, a potential
barrier between this path and the local potential minima exists. However, for more
negative backside voltages, the electric �eld will push the charge carriers closer to the
surface before they reach the internal gate. In addition, the potential barrier between
the electron trajectory and the surface structures will be lowered by the more negative
backside voltage. Both these e�ects cause charge losses for backside voltages lower than
approximately -110 V (see �gure 4.8a).
In �gure 4.8b the dependency of the rejection ratio on the backside voltage is shown.
The graph depicts the charge rejection for a injection close to the center of the device.
As the data show a more negative backside voltage causes a reduction of the rejection
ratio. This e�ect can be explained in the same way as the dependence of the charge
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Figure 4.9.: a) The blind-gate high voltage has major impact on the rejection ratio. However,
a more positive blind-gate voltage will also lower the barrier of the source and induce charge
losses as shown in b). Both, rejection ratio and charge losses can be in�uenced by the drain
voltage.

collection on the backside voltage. For a more negative backside voltage, the trajectory
of the charge carriers will be moved closer to the surface and furthermore the potential
on the electron path is reduced. Thus it is more likely to involuntarily collect a certain
amount of undesired charge in the internal gate for more negative backside voltages.

4.2.2.1.2. Blind Gate Variation It is rather obvious, that the voltage applied to the
blind gate has to have a large impact on the charge rejection. Furthermore the close
vicinity of the internal gate implies that it is at least possible to lose charge carriers if a
certain threshold for this voltage is reached.
Following the simulation scheme described in the beginning of this section, the charge
collection, charge rejection and charge loss for four di�erent drain voltages has been
evaluated. While the drain voltage has no e�ect on the charge collection, it strongly
in�uences charge rejection and charge losses as shown in �gure 4.9. The behaviour of
the charge rejection is simply caused by the fact that a more negative drain contact has
a larger repelling e�ect on electrons and thus enhances the charge rejection.
To understand the dependency of charge losses on the drain voltage it is necessary to
evaluate the loss mechanism in more detail. Figure 4.10 shows the potential below the
surface for drain voltages ranging from -2 V to -5 V. These plots were recorded for the
same, moderate blind-gate high voltage of VBGhigh = 4.7V. Although, for these biasing
conditions none of the simulations shows charge losses, it is possible to identify a saddle
point at approximately 10µm in surface direction and about 2µm in the depth. If the
voltage applied to the blind-gate becomes more positive, this point will also become more
positive until the potential barrier is lowered so far that charge losses become possible.
A more negative drain voltage, in contrast, will shift the potential of this saddle point
to more negative values and thus increase the potential barrier. These considerations
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Figure 4.10.: Shown are the potential distributions on the device surface for drain voltages
of a) -2 V,b) -3 V, c) -4 V, d) -5 V. As shown, the more negative drain voltage deepens the
barrier between internal gate and blind-gate.

clarify the dependence of charge losses on blind gate high and drain voltage.

4.2.2.2. Geometry Variation

The voltage variations shown in the previous section have been performed with the
default geometry of 5µm drain width, 5 µm gate width, 5µm source width 25 µm blind-
gate width, with the blind embedded, an outer source width of 7 µm, and a driftring
spacer of 5 µm. There are two dominating geometry parameters for the functionality
of the built in shutter. The �rst is the width of the source contact, since it determines
the distance of the shutter-structure to the internal gate. In this way, it determines
the potential barrier towards the internal gate and thereby possible charge losses into
blind-gate and blind. The second parameter is the area of the blind-structure, which
mainly de�nes the charge rejection.
For the simulations shown in the following, the source width was varied from 5µm up to
8µm. To keep the extension of the device constant, the size of the blind-gate was reduced
accordingly from 25µm down to 22µm. This simulations help to determine the e�ects of
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Figure 4.11.: The variation of the source extension does not change the collection behaviour
of the device as shown in a). However, as illustrated in b) a larger source leads to a worse
rejection ratio at the same blind-gate high voltage.

deviations from the ideal cylinder geometry which are present in the produced devices.
Otherwise the simulations are identical to those presented in the previous subsection. A
variation of the backside voltage as well as the blind-gate-high voltage was performed.

4.2.2.2.1. Backside Variation The dependency of charge collection and rejection ratio
on the backside voltage has already been discussed in detail in the previous section.
Although the change of the source width causes slight changes in the collection behaviour,
the basic dependency on the backside voltage as well as the corresponding explanation
are the same as discussed in section 4.2.2.1.1.
For the charge collection, it is possible to observe a slight improvement for very negative
backside voltages (see �gure 4.11a). The reason is that the larger source node is more
attractive and thus electrons are more likely to be collected if the source size is larger.
This is, however, a minor e�ect.
Way more signi�cant is the reduction of the rejection ratio for a larger source size. Due
to the nature of the simulations (the extension of the device was kept constant on the
cost of blind-gate area), a larger source implies a smaller area of the blind-structure.
Since the bias conditions for all simulations were chosen to be the same, the smaller
blind-gate is less attractive for electrons. This is the reason that for a larger source the
rejection is reduced.

4.2.2.2.2. Blind Gate Variation The variation of the blind-gate high voltage show that
the charge-rejection as well as charge-loss are highly depending on the source width (see
�gures 4.12a and 4.12b).
The reason for the �rst is again linked to the size of the blind-gate area, which reduces
with increasing source width. The reduced blind-gate is in turn less attractive for elec-
trons. Thus an increase of the source width reduces the charge rejection for a given
blind-gate high bias voltage.
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Figure 4.12.: As already discussed, the rejection ratio (a)) and charge losses (b)) are primarily
in�uenced by the blind-gate-high voltage. As shown, both characteristics can be in�uenced by
the source width. Overall, for the simulated source width, a larger source increases the voltage
required to reach a certain rejection ratio but also increases the operation window for the
blind-gate-high voltage.

source width blind gate high
operation window

5 1.1
6 1.7
7 2.5
8 3.3

Table 4.1.: Operation voltages for the blind-gate high in dependence of the source width.

As was discussed in section 4.2.2.1.1 charge losses from the internal gate towards the
blind-structure must happen over the source contact. A larger source increases the dis-
tance between the internal gate and the blind-structure, which in turn improves the
barrier between the two. Thus charge losses appear for more positive blind-gate high
voltages if the source is larger.
One important conclusion that can be drawn from this simulations. If the area of op-
eration for the blind-gate high voltage in dependence of the source width is estimated,
it can be seen that this window increases for larger source widths. Although it is ex-
tremely likely that the observed increase of the operation window will not be in�nite, it
is still obvious that even for a �xed maximum extension of a Barriergate Pixel device it
is favourable to use a larger width for the source node.

4.2.2.2.3. Blind Gate Variation Two In this �nal simulation on the Blindgate Pixel the
source width was varied, but this time the blind-gate width was kept constant at a value
of 25µm. Although this is only a moderate change to the simulation presented in the
previous section, the results presented in �gure 4.13 are impressive. While the behaviour
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Figure 4.13.: For the shown simulation results, the extension of the blind-gate was kept
constant, e�ectively increasing its area. Shown are again the rejection ratio (a)) and charge
losses (b)). Again both characteristics are in�uenced by the source width. However, since here
the blind-gate area increases with larger source width, the charge rejection improves.

source width blind gate high
operation window

5 1.4
6 2.3
7 3.2
8 4.0

Table 4.2.: Operation voltages for the blind-gate high in dependence of the source width, with
a �xed blind-gate length.

of charge losses stays nearly the same as in �gure 4.9b, the rejection behaviour is quite
di�erent.
Figure 4.13a shows, that in contrast to the previous simulations the rejection ratio is
now almost independent from the source width. This is mainly because the the size of
the blind-gate is constant. Since the simulation is cylinder symmetric and the blind-
gate is shifted to increasingly larger radii the area of the blind-gate increases. Therefore,
since distance of the blind-gate from the internal gate and its area increase, the rejection
ration is independent from the source size. As the larger source reduces charge losses, the
operation window of the blind-gate high voltage increases in comparison to the values
depicted in table 4.1. The new values are shown in table 4.2.

4.2.3. Infinipix

During the course of this thesis the so-called INFINIPIX DEPFET devices were devel-
oped at the HLL. As described in section 4.1.2.2, these devices consist of two DEPFETs
in close proximity to each other. At any given time, one of the two subpixel is sensitive
and collects arriving charge carriers, while charge collection in the other is prevented.
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Figure 4.14.: To simulate the In�nipix concept, the above shown two dimensional cut through
the device was used.

Furthermore, signal charge that was collected in the previous sensitive state, can be read
out while the respective subpixel is insensitive.
Similarly to the Blindgate Pixel, the backside voltage is one of the critical parameters
for the functionality of the INFINIPIX. Furthermore, the exact geometry, especially the
size of the source contact, and the drain contacts de�ne the rejection.
To evaluate the in�uence of these parameters, a simulation procedure similar to that

of the previous section was set up. Since the backside voltage appeared to be the most
in�uential parameter these simulations are intended to evaluate the operation window
of the backside voltage for di�erent geometries and bias parameters.
The simulations were performed on a �xed grid with 130µm width and 280µm depth.
A schematic of the simulated geometry is depicted in �gure 4.14

4.2.3.1. Backside Variation

A single backside variation is a stepwise sweep of the backside voltage from a starting
voltage VB1 to a �nal voltage VB2. After each voltage change, charge is injected into the
device. The simulation scheme is depicted in �gure 4.15. To evaluate charge collection
and charge rejection, the amount of charge collected in the two internal gates as well as
the charge in the bulk is recorded. The point of injection is chosen such that the charge
has to �rst drift over the insensitive pixel before being collected by the sensitive pixel.
The only parameter changing between two consecutive charge injections is the applied
backside voltage as shown in �gure 4.15a The simulation starts at a backside voltage
which is too positive to fully deplete the device, such that electrons generated in the bulk
will not be able to reach the internal gate. Since at every simulation step the backside
voltage is decreased, it is expected that at some point all electrons will move out of the
bulk towards the surface and ideally into the internal gate of the sensitive pixel. In �gure
4.15b the charge in the two internal gates as well as the charge inside the bulk is plotted
against the simulation time. As soon as the backside voltage is su�ciently negative, all
charge accumulated in the bulk is collected in the internal gate of the sensitive pixel.
As the simulations show, more and more charge will be collected in the insensitive pixel
with further decreasing backside voltage . From these simulation it is possible to derive

109



4. DEPFET with Built in Shutter and Storage

-75

-70

-65

-60

-55

-50

0 5 10 15 20 25 30 35 40

b
ac

k
si

d
e 

v
o

lt
ag

e 
[V

]

simulation time [µs]

backside voltage

(a)

0
5000

10000
15000
20000
25000
30000

sensitive pixel

0
200
400
600
800

1000

ch
ar

g
e 

[e
]

bulk

10
-3

10
-2

10
-1

10
0

10
1

0 5 10 15 20 25 30 35 40

simulation time [µs]

insensitive pixel

(b)

Figure 4.15.: In the previous section it was shown that one of the major in�uences on the
rejection of a Gateable DEPFET is the backside voltage. It is expected that the In�nipix shows
a similar behaviour. The simulations were primarily aimed at the in�uence of the backside
voltage. Each simulation consisted of a stepwise decrease of the backside voltage as shown in
a). For each of these simulation steps, about 600 e−- of charge was injected into the bulk. The
fraction of charge collected in either of the two subpixel is observed (b)).

a operation window for the backside voltage, in which the following criteria are ful�lled:

• generated charge is collected completely in the two DEPFETs

• the fraction of charge collected in the insensitive pixel is below a certain threshold
(1 · 10−3)

For the chosen example of geometry and biasing conditions, this operation window is
15V.
In addition to the fraction of charge collected in each pixel, it is possible to extract the
charge drift time from the point of origin into the internal gate. The time required to
collect 90 % 99 % and 99.9 % of the generated charge in the DEPFETs internal gate is
depicted in �gure 4.16. As can be seen, the values depend on the backside voltage. The
step-like behaviour of the collection time most likely is an artifact of the simulation, owed
to the fact that the simulations were optimized to yield a result of the later presented
geometry variations within a time less than a week. This optimization seems to a�ect
the accuracy of the collection time estimation. However, it was ensured that neither
the completeness of the charge collection nor the rejection ratio are a�ected by stepwise
changing the simulation grid from �ne to rough and comparing the respective results.

4.2.3.2. Ideal Geometry Parameters

In the previous section, the simulation procedure for a single geometry variant has been
established. It is now possible to calculate the operation window of the backside for a
larger variety of geometries. The result for such a variation is shown in �gure 4.17a. The
simulations indicate, that there is an optimum for the size of source and drain. At this
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Figure 4.16.: A charge cloud generated in the bulk requires a certain amount of time to be
collect in either of the two subpixel. The collection time is thereby largely dependent on the
applied backside voltage.

optimum voltage the operational window is 15 V. With respect to the mean backside
voltage of approximately 60 V, the operation window for the backside voltage is in the
range of 25 percent. Both backside voltage and bulk doping concentration a�ect the
potential pro�le inside the bulk similarly. Thus, the 25 percent of backside voltage can
be seen as the maximally tolerable bulk doping variation.
The typical �uctuations of the bulk doping are in the range of 15 percent peak to
peak (see Beole et al. 2001) on one wafer. This indicates that for a wafer scale device
further optimizations are necessary. As can be seen in �gure 4.17b, it is possible to
adapt the operating conditions of the device to increase the operational window. In the
corresponding simulations, the drain o� voltage was set to +1 V. This change increases
the operation window for all geometries. In the region of the optimum geometry, the
operation window reaches and even exceeds 20 V. Assuming that this voltage is used
to compensate �uctuations of the bulk doping concentration it would be possible to
accommodate a deviation of up to 30 percent.
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Figure 4.17.: The device geometry has a crucial in�uence on the charge rejection of the
insensitive pixel. Using the here presented simulation scheme, it is possible to implement a
geometry variation for e.g. the source and drain extensions. For each geometry combination a
simulation as shown in �gure 4.15 was performed. For each of these combinations, the point
of complete charge collection and the point of insu�cient charge rejection can be taken. The
resulting operation window for the backside voltage with respect to drain and source extension
is shown in a). as can be seen, there exists an optimum for that operation window at about 45
µm drain width and 5 µmsource width. By increasing the voltage applied to the drain of the
insensitive pixel by 1 V it is possible to increase the operation window of the backside contact
from about 15 V to about 20 V

4.3. Measurement Results

In this chapter, measurements and the corresponding results will be presented. For
the quali�cation of the di�erent DEPFET devices with respect to operational voltages
and device timing, a �exible measurement setup was designed, that will be discussed
�rst. Next, measurements done with that setup are presented. These start with spec-
troscopic measurements on DEPFET macropixel devices, followed by measurements on
di�erent devices providing either a built-in shutter, a built-in shutter with the option for
a repetetive-non-destructive-readout and measurements on a device providing a built-in
shutter and an additional storage region.

4.3.1. Measurement Setup

The SPIX-II measurement setup was designed in the scope of this thesis to provide a
�exible measurement platform. The setup uses a modular approach to o�er a highly
adaptable measurement system for single-pixel-DEPFET-detectors or small matrices of
4 × 4 DEPFETs. Figure 4.18 shows a block schematic and a photograph of the setup.
All measurements presented within this thesis have been carried out using the SPIX-II.
The heart of the setup is formed by the Base-Board. It can be equipped with a Switcher-
Board, Interlink-Board and Readout-Board tailored for the respective application. The
Base-Board is connected to the so-called X-Board that serves as digital control unit and
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Figure 4.18.: The SPIX-II consists of the Base-Board, carrying the switching electronics
(Switcher-Board), readout electronics (Readout-Board) as well as the device under test (on the
Interlink-Board) as shown in a) and a digital control unit (X-Board), the required ADC and
a computer. As the block diagram in b) shows, digital (blue) and analog (red) signals of the
SPIX-II are separated as much as possible. Synchronization of the complete setup is provided
by the ISEQ-sequencer running on a Virtex-5 FPGA on the X-Board. The single-ended digital
signals from the X-Board are decoupled by digital opto-couplers and translated to the required
signal levels by a Spartan-3 FPGA (State Machine) on the Base-Board. These signals control
the switching as well as readout electronic used to operate the device under test mounted on
the Interlink-Board. The analog signal is bu�ered by an output bu�er on and fed to an ADC.
Data-processing as well as sequencer programming are done using a computer.

provides control and synchronization of all hardware parts. The digital control signals
are routed through a spartan-FPGA XC3S50AN that serves as intermediate stage be-
tween the digital control and the analog switching and readout-electronics. The data
acquisition is done using a 14-Bit ADC.
The state machine, in combination with the modularity of the switching and readout
boards, o�ers a large �exibility to operate di�erent switching as well as readout electron-
ics. Besides the testing of new DEPFET concepts, the SPIX-II setup can also be used
to test new ASICs either in a stand-alone test or in combination with a sensor. Further-
more, the setup could be used to provide the basis of a high performance measurement
system. For this, a taylored PCB needs to be designed, combining Switcher-Board,
Readout-Board and Interlink-Board in a single design. The "standard" con�guration
of the setup is based on well tested electronic components and will be discussed in the
following.
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4. DEPFET with Built in Shutter and Storage

4.3.1.1. Switching Electronics

In the standard con�guration, the switching of analog signals is done using the Switcher-S
control ASIC(Treis et al. 2010). The Switcher-S is designed in 0.35 µm HV CMOS AMS
process and is usually used to control matrices of DEPFET devices. Each Switcher-S
has 2 ports with 64channels each. The measured delay to a trigger signal is 8 ns with
a deviation of 2 ns. The switching rise time of the signals is in the range of 5 ns with
an overshot of less than 0.5 V as shown in �gure 4.19. The overshot can be reduced

Figure 4.19.: Switching behaviour of the Switcher-S

by increasing the capacitive load. A too large capacitance, however, will also a�ect the
signal rise time. The digital sequencing of the setup is done with a speed of 80 MHz,
which equals a time resolution of 12.5 ns. Hence by using the Switcher-S devices, a
change of signal is achieved within a single clock cycle.

4.3.1.2. Readout Electronics

As described in chapter 3.2.5, DEPFET devices can be read out using di�erent �ltering
techniques and either drain current or source follower readout. In this work, both readout
schemes were used to study the device performance.

4.3.1.2.1. Discrete Drain-Current Readout For the SPIX-II setup, a discrete drain-
current readout board, as schematically shown in �gure 4.20 was designed. The DC-
current of the input signal is subtracted by the resistor Rsub and the voltage source
Vsub. Any changes of the input current are ampli�ed by the current-to-voltage converter
formed by an operational ampli�er and its feedback network RF . Further ampli�cation
as well as �ltering and a o�set correction are provided by the second ampli�er. To
avoid distortion in the analog transmission line, the single ended signal is converted to a
di�erential signal by the di�erential bu�er. The amplitude of the output signal Vout can
be matched to the dynamic range of the connected ADC by adjusting the gain of the
three stages. The DC level can be changed using the substraction and o�set voltages
Vsub and Voff . The signal VI−V at the output of the current voltage converter can be
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Figure 4.20.: The drain current readout is realized by a current-voltage converter followed
by a positive ampli�er and a bu�er circuit converting the single ended signal into a di�erential
one.

expressed in terms of the feedback resistor RF , substraction resistor Rsub, the voltage
applied to its positive input Vdrain and the substraction voltage Vsub by

VI−V = Iin ·RF − (Vsub − Vdrain)
RF

Rsub

. (4.2)

To adapt the frequency response of the I-V-converter a suitable load impedance can be
applied 1. This signal is further ampli�ed and shifted by the second stage. The voltage
VA at the output of the second ampli�er is

VA = VI−V

(
1 +

RA1

RA2

)
− Voff

RA1

RA2

. (4.3)

The following di�erential bu�er converts the single ended input voltage to a di�erential
signal. Its di�erential output-voltage Vout is given by

Vout = VA
RB2

RB1

. (4.4)

The bu�er output line is equipped with a line termination resistor RT . The various
parts of the circuit have to be selected with respect to the required bandwidth, dynamic
range, system noise and stability. Further considerations on circuit noise and stability
are discussed in appendix B.

4.3.1.2.2. Source Follower Readout using the ASTEROID ASIC The ASTEROID
ASIC provides a source follower readout for DEPFET matrices performing a trapezoidal
weighting of the signal. It is optimized for the readout on demand of DEPFET based
sensors. Despite the 64 channels, the SPIX-II setup requires only a single channel of the
ASTEROID to read out the DEPFET single pixel. The equivalent circuit of a single
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4. DEPFET with Built in Shutter and Storage

Figure 4.21.: Schematic of one readout channel of the ASTEROID ASIC. Each of its 64
channels provides a current source for source follower readout, a pre-ampli�er as well as two
additional ampli�cation stages, used to implement the trapezoidal weighting function. The
output signal of each channel can be bu�ered on a hold-capacitor and is serialized by a 64-1
multiplexer.

channel is shown in �gure 4.21. Each individual channel of the ASIC consists of a current
source, a pre-ampli�er, a shaping circuit built of an integrator and a subtraction stage,
and a sample-and-hold stage. To provide the trapezoidal weighting function the signal
is integrated by the �rst ampli�cation stage for a de�ned time, that is typically in the
order of 1 µs. The resulting voltage is stored in the second ampli�cation stage. After
resetting the �rst ampli�cation stage and removing the collected charge carriers from the
internal gate of the DEPFET, an integration of the baseline level is done. The di�erence
of the two voltage levels is stored on the sample and hold stage.
The ASTEROID is equipped with an internal RAM register. It consists of a set of static
programming bits that de�ne e.g. the gain of the pre-ampli�er or the number of channels
that are multiplexed to the output-bu�er and a dynamic part. Here, the registers control
the dynamic switches in the ASIC and thus de�ne the weighting function. The dynamic
register and the state of the di�erent switches is controlled by an external sequencing
clock. Overall, the weighting function can be adapted using either the ASTEROID's
internal RAM or the timing sequence provided by the X-Board.

4.3.2. DEPFET Macropixel

As described in section 3.2.1, it is possible to surround a DEPFET by one or more
drift rings, to form a so-called DEPFET macropixel. While interesting in itself as drift-
detector with on-chip ampli�cation, the increased active area allows the study of the
DEPFET's properties in a spectroscopically clean environment, with minimal in�uence
of split events on the device boarder. The measurements presented in the following were

1Usually it is su�cient to apply no distinct load, respectively leave the resistance in�nite.
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done using DEPFET macropixel devices with an active area of 10 mm2. Furthermore,
the devices were equipped with a zirconium on-chip collimator to suppress partial events
on the device border. In addition to the study of these devices, the measurements were
used to qualify the spectroscopic capabilities of the SPIX-II measurement setup (see
section 4.3.1).

4.3.2.1. Method

The measurements were done using the SPIX-II setup as described in section 4.3.1 in
combination with the discrete drain current readout circuit. The output of this circuit
was connected to a semi-Gaussian shaper. The digitalization was done using a Pulse
Sensitive Multi Channel Analyzer (PMCA).
To keep charge from accumulating in the internal gate, the DEPFET is cleared after
�xed time intervals. The time between two clear pulses was 1000 µs. During the clear
time and the following recovery time of the readout circuit, the signal acquisition was
suppressed. The corresponding dead time was set to 10 µs.
For these measurements, a 55Fe source as discussed in section 3.3.1 was used. This
source emits two dominant lines at 5.9 keV and 6.4 keV. Furthermore, a spectrum with
a su�cient number of counts exhibits the presence of the corresponding Si-escape lines.
For the data analysis Kα, Kβ and the silicon Kα-escape peaks were �tted each with
a Gaussian function. The energy calibration is then done by a linear �t of the ADU
values to the respective energies. The energy resolution is extracted from the width of
the �tted Kα peak. The P/B is calculated using the �tted peak height and the mean
background over the energy ranges from 800 eV to 1200 eV, 2300 eV to 2700 eV, 3300
eV to 3700 eVand 4300 eV to 4700 eV.

4.3.2.2. Spectral Performance

Spectral measurements on DEPFET macropixels were done for two devices. Representa-
tive spectra of these, taken with the same sequencing, temperature and shaping time, are
shown in �gure 4.22. Shown alongside the measurement data are the spectral response
model derived in section 3.3, for moderate (Model 1) and small (Model 2) additional
charge loss. Overall, the models show a good agreement with the measurement data.
However, there are several deviations. The three dominant ones are the valley between
the Kα and Kβ peaks, the tail on the low energy side of the Kα peak and the additional
peaks in the measurements at energies of 2.7 keV, 2.9 keVand around 5 keV.
The valley is caused by the semi-Gaussian shaper. After a signal, the shaper settles
back to its baseline level. The baseline restoration can be adjusted. A mis-adjustment
of that restoration circuit causes either an overshot of the output or respectively a slow
settling 2. In both cases, a second event will pile up on the small, unsettled signal of the
previous peak. That results in a slight increase of the signal level for that event. These
events introduce a tail on the high energy side of a signal peak that is not included in
the spectral response model.

2the keyword here is pole-zero cancellation
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Figure 4.22.: Spectra of two DEPFET macropixel devices and the model functions 1 (mod-
erate additional charge loss) and 2 (small additional charge loss) from section 3.3.4. As shown,
the deviation of the measurement data can be attributed to an additional charge loss that is
di�erent for the two devices (1.5 percent for DEPFET A and 0.25 percent for DEPFET B).

As the low energetic tail was not �tted but the respective parameters were taken from
the work of Scholze and Procop 2009, and Granato 2012 it is no surprise that the de-
scription is not perfect. Nevertheless, the model matches the measured data well.
The spectrum shows a number of �uorescence peaks, the most dominant at about at 2.95
keV and 3.2 keV. As the measurements were done in a dry air atmosphere, these peaks
can be attributed to argon3. The feature around 5 keV is caused within the radioactive
55Fe source. In that case the de-excitation of the Mn-K shell happens by a combination
of �uorescence and Auger-process that leads to the generation of both a photon and an
electron. While the electron can not pass the source's Be-window, the photons can reach
the sensor. As these additional features were not included in the model function that
deviation between model and measurement is expected.
The characteristics of the two measured devices are summarized in table 4.3. A devi-
ation of the spectral response for energies higher than 2000 eV can be seen. As the
respective model functions indicate, the explanation for that are charge losses that were
more dominant for DEPFET A. The analytical models were derived in section 3.3. The
peak-to-background values are summarized in table 3.2. With the model values from
table 3.1 it can be suggested, that for DEPFET A about 1.5 percent of all events show
charge losses while only 0.25 percent of all events measured with DEPFET B are af-
fected. The explanation could be di�erences in the fabrication of these devices since they
were manufactured on two di�erent wafers, or a misplacement of the on-chip collimator
that increases the amount of partial events.

3The argon �uorescence lines are at Kα = 2.96 keV Kβ = 3.19 keV.
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Energy Resolution Peak-to-Background ratio
Chip FWHM (eV) at 1 keV at 2.5 keV at 3.5 keV at 4.5 keV
DEPFET A 125.1 14610±466 3614±60 2426±34 1359±20
DEPFET B 125.8 14818±758 7022±250 6309±213 4218±164

Table 4.3.: Summary of the measured characteristics. Energy resolution and peak height were
extracted from a Gaussian, �t to the measurement data and are assumed to be "exact". The
Background and its statistical �uctuation were evaluated over the stated energy ranges. The
measurement error of the peak-to-background ratio is dominated by the �uctuations of the
background and calculated from these.

Parameter Idrn Vdrn T τ
Value 100 µA -6 V -20◦C 1 µs

Table 4.4.: Standard operation parameters for the tested macropixel devices

4.3.2.3. Variation of DEPFET Parameters

To evaluate the device performance, four operational parameters were varied systemat-
ically. These are the drain-current Idrn, the drain voltage Vdrn, the temperature T and
the shaping-time τ . The respective standard values are summarized in table 4.4. The
gain of a DEPFET is mainly de�ned by the current density in its conductive channel.
A higher DC-current also causes a larger current change due to charge collected in the
internal gate. Thus, with increasing DC-current, the gain increases. Since the gain di-
rectly a�ects the signal to noise ratio, the spectral performance is related to the current
�ow through the DEPFET channel. For the measurements shown in �gure 4.23a, the
current was varied from 80 µA up to 140 µA. To adjust the current, Vsub of the discrete
drain-current readout and the external gate voltage were adjusted. As seen in �gure
4.23a the higher gain enhances the energy resolution. The second parameter varied is
the drain voltage. To keep the drain-current constant at a value of 120µA, the On-
voltage of the external gate was adjusted for each drain voltage. The results are shown
in �gure 4.23b. The voltage applied to the drain directly in�uences the form of the
internal gate. This is illustrated by the improvement of the energy resolution for drain
voltages from -3 V to -5 V. The more negative drain-voltage repels electrons from the
drain towards the source node. This distortion e�ectively reduces the internal gate area
and thus increasing the ampli�cation. For values below -5V down to approximately -7V
only small changes of the energy resolution appear.
For even more negative drain voltages, a signi�cant deterioration of the energy resolution
can be observed. This can be attributed to a high �eld region formed in the transition
region between drain and gate. Here charge carriers may be able to accumulate su�cient
energy to generate additional charge carriers by impact ionization. (see e.g. S. Wölfel
2007). These charge carriers are equal to an additional leakage current which contributes
to the noise and thus reduces the spectral performance of the device.
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Figure 4.23.: The gain of the DEPFET depends on the current through its conductive channel.
As shown in a), an increase of the drain-current at constant VDS improves the measured energy
resolution. In b) the in�uence of the drain voltage on the energy resolution for constant
drain-source-current is shown. The drain voltage a�ects the point of operation of the P-MOS-
transistor and the shape of the internal gate. These two e�ects together cause the improved
energy resolution in the range from -3 V to -6.5 V. The rapid decrease of the energy resolution
beyond -6.5 V is attributed to impact ionization within a high �eld region at the transition
region from the drain to the external gate.

4.3.2.4. Temperature Performance

To evaluate the spectral performance of the macropixel, the spectral resolution at dif-
ferent temperatures but otherwise constant operational parameters has been measured.
The spectral performance for values from room temperature (20 ◦C) down to -20 ◦C is
shown in �gure 4.24a.
The overall behaviour is as expected. As discussed in section 3.2.4 the energy resolution
is composed of fano noise, white noise, 1/f noise and leakage current noise. The noise
of a silicon sensor was discussed in section 3.2.4. Using equation (3.22) and equation
(3.26), the energy resolution of a silicon detector can be expressed by

FWHM = 2.355 ·w
√
σFano +

a1

τ
C2
detA1 + a2C2

detA2 + a3τA3 (4.5)

Here, a1, a2, a3 represent the spectral density of white noise, 1/f- noise and leakage
current noise while A1, A2, A3 represent the respective �lter-coe�cients. The detector
capacity is given as Cdet and the shaping time as τ while the intrinsic Fano-noise is
again σFano. The noise values are chosen such that the respective unit is electrons. The
conversion factor from a RMS noise value in electrons to the energy resolution in FWHM
is the pair-creation energy w of silicon and the conversion factor 2.355 from the sigma
of a Gaussian to its Full Width at Half Maximum. Especially the last term in this
equation shows a large temperature dependence. If the weak temperature dependence
of thermal-, 1/f- and Fano-noise is neglected. The energy resolution can be expressed
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Figure 4.24.: The operated devices provided a decent energy resolution of 140 eV already
at room temperature. a) By cooling the device the leakage current decreases and the energy
resolution improves. In addition, the energy resolution can be improved by changing the shaping
time as shown in �gure b). The steep deterioration for short shaping times is caused by the
limited bandwidth in the order of 50 ns to 100 nsof the I-to-V converter used.

by

FWHM =

√
k12 + k2 · 2(−T−T0

7
). (4.6)

In this case the value of k1 is the energy resolution with respect to Fano-noise, white
noise and 1/f noise. At T0 = 20◦C, the factor k2 is the product of the respective leakage
current noise, shaping time and �lter coe�cient

k2 = 2.355 ·w · a3τA3. (4.7)

The coe�cient a3 is given by equation (3.24). A least square �t of the measured data
yields k1 = [(125.15± 0.1) eV]2 and k2 = [3959.7± 73] eV2 and shows a good agreement
between model and measurement data. The contribution k2 of of leakage current noise
to the energy resolution in terms of FWHM is

k2 =
2I

e
· τ ·A3 (2.355 ·w)2 . (4.8)

Using a �ltering coe�cient of A3 = 3.58 for the semi gaussian shaper (Gatti et al. 1990)
and the shaping time of τ = 1µs the leakage current at room temperature is

I = 1.19pA. (4.9)

With the device area of 10 mm2 this results in a leakage current of about 12 pA
cm2 . While

this value is good it is within the expected range of 10 pA to 100 pA usually found for
test-diodes.
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Figure 4.25.: Layout of a Blindgate Pixel. The color code is equal to �gure 4.3a. The red areas
mark p+-implantations as drain, source and the surrounding drift-ring. The n+-implantations
of blind and clear are marked in green, while the blue areas are the clear-gate and blind-gate
contacts, implemented in the �rst poly-silicon-layer. The black donut-shape is the external
gate, implemented in the second poly-silicon layer.

4.3.2.5. Shaping Time

The last measurement presented in this section is a variation of the shaping time of the
semi-Gaussian shaper from 0.25 µs up to 3 µs. The measurement was performed at -20
◦C. The drain-current as well as the applied voltages are equal for all measurements.
The result is illustrated in �gure 4.24b.
The best measured energy resolution of 125.1 eV is reached with a shaping time of 2
µs. In addition, the energy resolution at 1 µs and 3 µs only slightly deviates from
this optimum value (125.2 eV and 124.6 eV). However, a rather fast degradation of
the energy resolution for a shaping time of 0.5 µs and 0.25 µs can be seen. With the
considerations of section 4.3.1.2.1 the explanation of this behaviour is as follows. The
signal rise time is limited by the feedback resistor and the parasitic capacity on the
printed-circuit-board. This reduces the signal bandwidth and, furthermore, reduces the
output signal at short shaping times disproportional. For that reason, also the noise and
furthermore, the energy resolution degrade faster than ideally expected.

4.3.3. Blindgate Pixel

The concept of the Blindgate Pixel is discussed in section 4.1.1.2. The actual layout of
the investigated device is shown in �gure 4.25. As the layout shows, the source node,
surrounding the DEPFET is implemented asymmetrically to provide su�cient space for
the required contact holes. In addition, the perfect cylinder symmetry assumed for the
simulations discussed in section 4.2.2 is also broken by the clear-structure. Both these
asymmetries limit the charge rejection in the insensitive state.
To evaluate the performance of the Blindgate Pixel, a series of measurements was carried
out. The rejection and timing properties of the device were studied using an optical laser,
while the spectroscopic performance was determined using a 55Fe source as described in
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Figure 4.26.: The timing sequence for a proof of concept is shown in �gure a). The device
is active for a short, distinct illumination time, and insensitive otherwise. By sweeping the
charge injection time over the complete sequence, the collection and rejection of the Blindgate
Pixel can be evaluated. The result of this measurement is shown in �gure b). The sensitive
and insensitive time interval are clearly visible. Furthermore, the measurements demonstrate
that a readout of a Blindgate Pixel in the insensitive state is possible.

section 3.3.1.

4.3.3.1. Laser Measurements

While spectroscopic measurements are mandatory to qualify a spectroscopic sensor, they
only provide indirect access to the properties of a Blindgate Pixel, such as rejection ratio,
charge losses and shutter transition time. To evaluate these characteristics, a pulsed laser
was used.

4.3.3.1.1. Proof of Principle For this �rst measurement, a Blindgate Pixel was oper-
ated using the timing scheme shown in �gure 4.26a. The device was set into the sensitive
state for a distinct time interval by applying the blind and blind-gate low voltages. The
time of charge injection was swept over the complete sequence length. For each injection
time, two measurements were made, one with the laser injecting charge and one without
laser injection to provide the baseline level, without charge injection. The di�erences of
the two values for all injection times are shown in �gure 4.26. Referred to the trigger,
the device was sensitive from 4.5 µs to 7.8 µs and insensitive otherwise. The mean signal
collected in the sensitive phase is 909 Arbitrary Digital Units (ADU), while the average
signal in the insensitive phase is 0.2 ADU. This results in a rejection ratio of 2.2 · 10−4.
In addition, it is demonstrated that the pixel can be read out in the insensitive state.

4.3.3.1.2. Blindgate High Voltage As discussed in section 4.2.2, the blind-gate high
voltage as well as the drain voltage are two of the crucial parameters for the charge
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Figure 4.27.: As discussed in section 4.2.2.1.2, the blind-gate high voltage is crucial for the
functionality of the shutter. The in�uence of the blind-gate high voltage on the rejection is
illustrated in a). For a voltage higher 4 V a rejection better 1 · 10−3 was measured. Furthermore
the rejection is a�ected by the applied drain voltage. While the rejection improves for higher
blind-gate high voltages the retention of the device decreases for a voltage larger than 7 Vas
shown in b). The loss mechanism is described in more detail in section 4.2.2.1.2.

rejection of a Blindgate Pixel. To evaluate the rejection ratio, charge was injected once
while the device was sensitive and while the device was insensitive. To improve the
statistics, 10 laser pulses were triggered in the insensitive phase. The measurement
was done for blind-gate high voltages from 3 V up to 10 V. The ratio of the two
observed signal levels in the sensitive and insensitive state, yields the rejection ratios
shown in �gure 4.27a. The measurement simultaneously provides the rejection ratio
and the charge retention, i.e. the amount of collected charge lost from the internal gate
over the source into the blind-contact. As shown in �gure 4.27b the signal is nearly
constant up to a blind-gate high voltage of 7 V and drops rapidly down to 0 with
more positive voltages. The behaviour of rejection ratio and charge losses is in good
agreement with the simulation result (see section 4.2.2). The existing deviations are
attributed to the imperfect modeling of the doping pro�les used for the simulations.
The process simulator used only a basic set of di�usion equations that is insu�cient for
the exact modelling of boron p+-implantations. Especially the vertical extension of the
p+-source implantation is usually underestimated in the process simulations. The deeper
extension of the real source implantation partially compensates the deep-n implantation
underneath and improves the barrier between internal-gate and blind-gate respectively.
That in turn improves the charge retention of the device.
As simulations suggested, the drain-voltage has a crucial impact on the rejection ratio.
However, for a blind-gate high voltage above 4V, even with a drain voltage of -1V,
rejection ratios better than 1 · 10−3 have been measured. Furthermore, no signi�cant
charge losses are observable for voltages lower than 7V. Thus, the operation window for
the blind-gate voltage is in the range of [4V;7V].
The variation of the charge seen in �gure 4.27 is attributed to instabilities of the laser
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Figure 4.28.: The blind contact is a n+-implantation embedded in the blind-gate and sur-
rounded by a deep-p implantation. A too negative blind may inject charge into the device,
while a too positive voltage induces charge losses. This can be seen in the measurement data.
For blind-voltages smaller 1.7 V electrons are pushed into the internal gate. That causes the
step-like change from complete charge collection to no charge collection observed. Too positive
blind-voltages on the other hand decrease the signal amplitude. The maximum signal is 7660
ADU. The red area marks a signal larger than 7620 ADU or respectively, if the maximum
amplitude corresponds to complete charge collection, a collection ratio of 99.5 percent. The
limit for this area is a blind-low voltage of 2.5 V. For more negative voltages, the blind-gate
voltage has only minor e�ects.

diode intensity due to self-heating. Furthermore the pulse time for this laser is limited
to not less than one µs. Since stability and pulse length are insu�cient for the following
measurements a di�erent laser was implemented into the SPIX-II setup. It provides
better stability and a pulse width of less than 100ps.
Despite the shortcomings caused by the laser used, the following conclusion can be
drawn. The results from measurements and simulations are in agreement. Deviations
are related to the layout of the real device and di�erences between real and simulated
implantation pro�les. The Blindgate Pixel design provides an operation window of
approximately 3V for the blind-gate high voltage. The best measured rejection ratio is
in the range of 1 · 10−4.

4.3.3.1.3. Blind and Blind-gate Low Voltage The voltages applied to blind-gate and
blind determine their attractiveness for electrons. As discussed in section 4.1.1.2, the
device is set into the insensitive state by applying a su�ciently positive bias to both
contacts. In contrast, the sensitive state requires a biasing that both avoids charge losses
from the internal gate into the blind and at the same time prevents charge injection from
the blind into the internal gate.
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Figure 4.29.: To evaluate the position dependency of the charge rejection and charge collection
time, the laser spot on the sensor was focussed to about 500 µm. The spot size as well as the
injection position were de�ned using a manual positioning stage. Three injection positions and
the approximated spot diameter are illustrated in a). The charge rejection with respect to the
injection position is shown in b). With optimized operational parameters, a rejection of 4 · 10−4

for an injection directly above the Blindgate Pixel was measured. An injection further outside
improves the charge rejection up to 2 · 10−5. The improvement is related to the drift path of
the incident charge through the device. For an injection o�-center, the charge has to cross the
complete width of the blind-gate leading to a smaller probability to be collected in the internal
gate or respectively an improved rejection ratio.

A two dimensional parameter scan for both low voltages has been done to evaluate their
in�uence. The measured charge signal is shown as color coded map in �gure 4.28.
The maximum signal is 7660 ADU. The dark red area marks the region, at which the
signal exceeds a value of 7620 ADU, which corresponds to a charge loss of less than a
fraction of 5h (provided the maximum signal is equal to no charge losses). This criterion
is met for −10 V ≤ VBGlow ≤ −3 V and 1.7 V ≤ VBLlow ≤ 2.5 V. The lower
limit for the blind-gate low voltage is related to measurement constrains imposed by the
Switcher-S, while the upper limit marks the point at which the blind-gate is no more
capable to shield the blind and avoid charge losses.
Furthermore, to avoid charge losses, a maximum for the blind-low voltage of 2.5 V may
not be exceeded. The lower limit is given by the injection of charge into the internal
gate. That happens for a blind-low voltage below 1.7 V.
The measurement shows that the blind-gate low voltage has only small in�uence on
charge losses or back-injection as long it is below -3 V, thus providing a comparably
large operation window. However, the blind low voltage has a narrow operation window
of approximately 0.8 V.

4.3.3.1.4. Position Dependence The SPIX-II setup is equipped with a manual x-y-
stage that can be used for position dependent measurements. The sensor chip was
equipped with an on-chip collimator. The central position on the chip as well as the
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Figure 4.30.: Figure a) shows the measured signal for di�erent injection times of the pulsed
laser. The injection time was swept and is shown with respect to the shutter opening time.
Incident charge requires several ns to drift through bulk and is successively either collected
in the internal gate or discarded into the blind-contact. If the switching from the insensitive
to sensitive happens while the charge still drifting is collected, only a fraction of the signal is
collected in the internal gate. The measured signal dependency on the injection time is thus
given by the collection time for incident charge carriers. For laser spot of 500 µm and injection
in the center of the device, a collection time of 70.5 ns for a signal change from 10 % to 90 %
amplitude was measured. For two injection positions further outside, rise times of 89.4 ns and
89.3 ns have been measured. A zoom in of the data is shown in b).

spot diameter were evaluated by moving the spot over the sensor and observing the sig-
nal amplitude on an oscilloscope. For the measurements shown here this spot diameter
is in the range of 500 µm. With these constraints, charge was injected into the center
of the device and at three equidistant positions with a distance of 500 µm as illustrated
in �gure 4.29a.
The most important properties of the built-in shutter are for once the rejection ratio
shown in �gure 4.29b. As can be seen the rejection ratio is worst for an injection directly
above the Blindgate Pixel and improves to values as good as 2 · 10−5. But even the worst
rejection ratio of 5 · 10−4 should be su�cient for most applications.
The second property that shows a position dependency is the measured shutter switch-
ing time. For each position, a sweep of the laser injection time was done. The measured
signal amplitudes with respect to the shutter opening time are shown in �gure 4.29.
The laser pulse has an extension of about 100 ps in time. As described its spacial ex-
tension is in the order of 500 µm for about 90% intensity. From the measurements it is
possible to extract the switching time in terms of the signal rise time from 10% up to
90%. For the injection in the center the rise time is 70.5 ns. For the two measurement
points further outside the rise time is 89.4 ns and 89.3 ns4. The observed rise time is
primarily caused by the charge cloud extension and the time required to fully collect

4For the fourth measurement point the rise time is strongly distorted by the large drift times in the

edge region of the device.
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its electrons in the device. For the injection above the center, the charge drifts towards
the DEPFET from all directions leading to a shorter charge collection time and thus
a faster rise time. Similarly, the larger rise time for the o�-center charge injection is
related to the size of the charge cloud. As the measurement data also shows, a shift
of the sensitivity in time with respect to the injection position can be observed that is
related to the drift time of the charge cloud from its point of origin into the readout node.

4.3.3.2. Spectral Measurements

In this section, a series of spectroscopic measurements using a Blindgate Pixel in macropixel
con�guration will be presented. In the following, the spectral performance will be char-
acterized by the energy resolution of the Kα peak of 55Fe and the peak-to-background
ratio for a background evaluated over di�erent energy ranges as it was done in section
4.3.2.1.
The measurements can be divided into two categories. The �rst will henceforth be re-
ferred to as "normal operation" of a Blindgate Pixel. For these measurements, the device
was operated similar to a standard DEPFET, i.e. with inactive blind and blind-gate,
to study the e�ects of mis�ts and con�rm the model derived in section 3.4. The second
set of measurements, named "gated operation", were done to study the in�uence of the
built-in shutter on the spectroscopic performance and to have a direct comparison be-
tween normal and gated operation.
The section starts with a direct comparison of normal and gated operation before inves-
tigating the timing properties of the single modes in more detail.

4.3.3.2.1. Direct Comparison One interesting result of this section is shown in �gure
4.31. Here, two spectra recorded with the Blindgate Pixel once in normal and once in
gated operation are compared directly. For both modes, an illumination time of 14 µs
was chosen alongside a sampling time of 1.5 µs and a �at top of 1.7 µs, including a 700
ns clear.
While the built in shutter has neither a positive nor a negative e�ect on the energy

resolution, a decrease of the �at shelf by a factor of 10 as can be seen. The reduction is
related to the use of the built-in shutter, that e�ciently suppresses any kind of mis�ts
as indicated e.g. by the total absence of negative mis�ts.
However, the built in shutter still has a lowered peak to background ratio when compared
to the time continuous measurements presented in section 4.3.2, as the e�ective shutter
switching time is limited by the charge collection of the DEPFET.

4.3.3.2.2. Spectral Performance in Normal Operation The spectral performance can
be quanti�ed in terms of energy resolution and peak to background ratio. For a normal
DEPFET, the two main drivers for these are the sampling and illumination time. The
�rst determines the ENC of the device, while the latter is crucial for the ratio of cor-
rectly reconstructed events to mis�ts events. In the following, sweeps of both times are
presented.
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Figure 4.31.: Shown are two spectra recorded with the same Blindgate Pixel DEPFET device,
once operated like a normal DEPFET without the use of the built-in shutter and once with
the rejection of charge collection during the device readout. As the measurements indicate, the
rejection of mis�ts in gated operation provides a reduction of the �at shelf by a factor of 10 for
an illumination time of 14 µs.

4.3.3.2.3. Dependency of the Spectral Performance on Sampling Time The sam-
pling time of the trapezoidal weighting function directly a�ects the noise of the spec-
troscopic system. In addition, the sampling time also determines the time the device
is sensitive to mis�t events. Thus, by varying the sampling time, both parameters are
changed simultaneously. An example for such a variation from 375 ns up to 7 µs is
shown in �gure 4.32.
For these measurements the illumination time was set to 14 µs. The �at top was kept
constant at a value of 1.7 µs. As can be seen for a sampling time as short as 375 ns,
which is equal to a total processing time of less than 2.4 µs, an energy resolution of 147
eV and a peak to background ratio of 520 : 1 was measured.
By increasing the sampling time, the noise reduces. This in turn improves the energy
resolution of the spectroscopic system. On the other hand, the longer sampling time
increases the probability for mis�ts, which is the reason for the observed degradation of
the peak to background ratio.

4.3.3.2.4. Dependency of the Spectral Performance on the Illumination Time While
the previous measurements already demonstrate the dependency of the peak to back-
ground value on the ratio of sampling ts and illumination time ti, further analysis of
the time dependency were done by varying the illumination time and keeping the signal
processing at a constant value. The sampling time was set to 1 µs for the measurement
data shown in �gure 4.33. As seen in �gure 4.33a the energy resolution shows a rather
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Figure 4.32.: a) shows the dependency of electronic noise, expressed as ENC, and energy
resolution, in terms of FWHM, on the sampling time. The trapezoidal weighting determines
the electronic noise of a DEPFET and thus the energy resolution of the spectroscopic system.
At the same time a longer sampling increases the probability for mis�t events and reduces the
peak to background ratio as shown in b). The steps present in the measurement data for a
sampling time of 2 µs is caused by a change of the ASTEROID's pre-ampli�er gain required to
adjust the output voltage range of the ASIC

complex behaviour on the illumination time. The steep increase for very short integra-
tion times is directly related to the low peak to background ratio shown in �gure 4.33b,
leading to a broadening of the performed gaussian �t. At an illumination times of 7 µs
the background induced by mis�ts is as small as 100:1. If the integration time is further
reduced, this ratio decreases down to 45 at the shortest illumination time.
According to the relations derived in section 3.4, the peak to background ratio of a

DEPFET sensor read out on demand depends on illumination time, sampling time, ef-
fective clear time, the leakage current and the electronic noise of the detector system
and the detected count rate.
The leakage current of the device can be extracted either from the energy resolution,
by neglecting the short illumination times, or from the ENC values. Since the FWHM
values are a�ected by the high mis�t background the complementary values derived from
the ENC are used. The ENC is then 5.26 e− and the leakage current is 0.199 e−µs−1.
To estimate the count rate, it is necessary to estimate the probability for an event in
the respective collection time. With a given spectrum, the probability for an event can
be found by dividing the number of events by the counts of the zero peak. The for-
mer quantity is estimated by neglecting negative events and summing over the range
5σROD < E < ∞ where the σROD de�nes the width of the zero peak due to electronic
noise and leakage current. The number of counts in the zero peak is found by summing
all counts in the range −5σROD ≤ E ≤ 5σROD. To avoid any unknown timing e�ects,
the estimation for the count rate only includes the last four measurements with an illu-
mination time of 100 µs and above. The estimated count rates for these measurements
are summarized in table ?? giving a mean value of 1025 s−1.
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Figure 4.33.: a) and b) show the energy resolution and peak to background ratio measured
for a Blindgate Pixel operated like a normal DEPFET and illumination times from 0 up to
625 µs. The energy resolution reduces with longer illumination because of the larger amount
of leakage current electrons collected in this time while the peak to background ratio improves
due to the decreasing probability for mis�ts with increasing illumination time.

The height of the Kα peak is given by

P =
ηcr · tc√

2π
(
σ2
fano + ENC2 + Ilc · tc

) , (4.10)

and the background can be expressed by

B = ηcr ·
((
ts + tcleff + ηcrtc

(
ts + tcleff

))( 1

EKα
+
pKβ/pKα
EKβ

)
+ tc ·

P/B−1
max√

2πσfano

)
.

(4.11)
Dividing these two quantities provides the model for the peak to background ratio in
dependency of the illumination time. The unknown parameters are the reachable peak-
to-background ratio P

B
max, and the e�ective clear time tclear. The device timing included

an overhead time outside the signal shaping, so that even with an illumination time of
zero, the collection time is larger than zero. Furthermore, it has to be taken into account,
that negative mis�t events can fully contribute to the signal peak. Denoting the sum of
overhead time and time for these negative mis�ts as tn, the collection time tc is the sum of
illumination time ti and tn, tc = ti+tn. The value of tn is left as additional �t parameter.
The measured peak-to-background ratios and the �tted curves are shown in �gure 4.33b.
The value of tn has to be equal for all four curves. In contrast, P

B
max depends on the

energy and is left free for each curve. The same was done for the e�ective clear time
tcleareff to account for the non-linear nature of the clear process. The �t-parameters are
summarized in table 4.5 and table 4.6.
The measurement data show, that a DEPFET sensor read out on demand is in prin-

ciple capable to reach a good spectral performance. However, mis�t events deteriorate
the spectral response. Especially at fast timings a large fraction of events contributes to
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Fit Values for Normal Operation
Parameter Value
noise [e−] 5.3
leakage current [e−/µs] 0.199
tn [µs] -2.895 ± 0.007

Table 4.5.: The table lists the used electronic noise, leakage current and the �tted value of tn.

Fit Values for Normal Operation
at 1 keV at 2.5 keV at 3.5 keV at 4.5 keV

tcleareff [µs] 0.831 ± 0.001 0.535 ± 0.001 0.450 ± 0.001 0.458 ± 0.002
P
B
max 16543 ± 492 9175 ± 163 7676 ± 120 4929 ± 73

Table 4.6.: Shown are the �tted timing and peak-to-background values for normal operation

mis�ts leading to peak-to-background ratios of 50:1 and worse.
From these values, a linear approximation of the e�ective clear time tcleareff for the
peak-to-background in the 1 keV regime of 830 ns can be drawn. For spectral simula-
tion a value of 450 ns for the linear approximation of the clear time appears a reasonable
choice.

4.3.3.3. Spectral Performance in Gated Operation

As seen in the previous section, mis�ts have a large impact on the spectroscopic per-
formance of a DEPFET based sensor. In this section the improvement o�ered by a
Blindgate Pixel due to the rejection of mis�t events will be evaluated. Furthermore
limitations of the achievable performance will be pointed out.
To assess the e�ect of the shutter, the measurements of section 4.3.3.2.2 are repeated
with active shutter.

4.3.3.3.1. Dependency of the Spectral Performance on the Sampling Time By vary-
ing the shaping time from 375ns up to 7µs, it is possible to improve the energy resolution
from 145eV to 123eVas seen in �gure 4.34a.
In contrast to the measurements in normal operation shown beforehand, the peak to

background ratio shows only a minor dependence on the sampling time and is, for the
chosen illumination time, in the order of 3200:1-3600:1. The observable dependency is
related to the increased height of the Kα peak with improving energy resolution.
The measurements show that the peak to background ratio for a Blindgate Pixel is in-
dependent from the chosen sampling time and thus demonstrates the rejection of mis�ts
events.

4.3.3.3.2. Dependency of the Spectral Performance on the Illumination Time As
shown in �gure 4.35, the active shutter improves the peak-to-background ratios of the
tested device. In addition, even the high background observed at short illumination times
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Figure 4.34.: a) The use of the built-in shutter to suppress mis�ts has no e�ect on the
electronic noise. The rejection of mis�ts, however, causes the peak to background ratio to be
nearly independent from the sampling time b). The remaining dependency is primarily caused
by the improved energy resolution and thus increasing peak height of the 55Fe Kα peak.

does not a�ect the energy resolution of the sensor. These measurements demonstrate
that the rejection of mis�ts improves the spectral performance. The improvement in
terms of peak to background ratio drops from roughly 10 at short signal integration
times down to a factor of 3 for longer signal integration times.
It is again possible to approximate the dependency of peak to background ratio on

the illumination time by an analytical function. The absolute limit is given by the
charge generation and collection process. In contrast to the normal operation the only
time for a partial collection of charge is the e�ective switching time of the shutter that
is a convolution of the shutter response time and the charge drift time. If the signal
dependence on the charge arrival time is approximated by a linear function, the peak-
to-background ratio can be modelled by

P

B
=

tc√
2π
(
σ2
fano + ENC2 + Ilc · tc

) 1

tshutter

(
1

EKα
+

pKβ/pKα
EKβ

)
+ tc · P/B

−1
max√

2πσfano

. (4.12)

The �t-values have similar degrees of freedom as for the data evaluation in normal
operation. Again, the device was operated with a certain overhead time that in not
included in the illumination time. Furthermore, it is expected that events that arrive
shortly after the switching of the built-in shutter will still contribute to the signal peak.
The sum of these two times is denoted as tu and the collection time is then tc = ti + tu.
Furthermore, each peak-to-background value and the approximated time for mis�ts are
left for optimization. The characteristic time constant is actually twice the shutter rise-
times tsr as events are possible when switching from the collection into the insensitive
state and vice versa. The �tted values are summarized in table 4.8.
If the optimum peak-to-background ratio P

B
max is only caused by intrinsic processes

on the entrance window side of the sensor, it would be expected, that the values of
the same device are independent from the operation mode. Although the values match
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Figure 4.35.: a) and b) show the energy resolution and peak to background ratio measured
for a Blindgate Pixel. This time the built-in shutter is active while the signal is processed. The
illumination time is again varied from 0 up to 625 µs. The dependency of electronic noise and
energy resolution is still subject to the larger amount of leakage current electrons collected.
While the peak to background ratio is, depending on the illumination time by up to one order
of magnitude larger, a dependency on the illumination time is still observed. This dependency
is a result of the limited switching time of the built-in shutter.

Fit Values for Gated Operation
Parameter Value
noise [e−] 5.3
leakage current [e−µs] 0.199
tu [µs] -1.644 ± 0.008

Table 4.7.: The table lists the used electronic noise, leakage current and the �tted value of tu.

Fit Values for Gated Operation
at 1 keV at 2.5 keV at 3.5 keV at 4.5 keV

2tsr[µs] 0.1449 ± 0.0003 0.1001 ± 0.0003 0.1068 ± 0.003 0.1330 ± 0.004
P
B
max 18184 ± 232 8750 ± 92 7885 ± 84 5083 ± 67

Table 4.8.: Shown are the �tted timing and peak-to-background values

within 3 standard deviations, especially the deviation of the peak-to-background ratio
in the low energy appears large. Although the operating conditions were similar, they
were not identical. Since already smallest changes of the charge collection behaviour are
capable to introduce large changes onto the peak to background ratio the deviation may
be caused by those.
What is even more interesting is, that the peak-to-background ratio around 1000 eV
is noticeably larger than what is expected from section 3.3.4 and also larger than the
values found for the two macropixel devices. There is a viable explanation. The �rst
assumption is that the charge losses present for both macropixel measurements actually
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Figure 4.36.: It was already demonstrated, that the blind-gate high voltage has a major e�ect
on the device performance as it in�uences the charge rejection and the charge retention. For
spectroscopic applications, even a rejection of a few percent would cause the average collection
of a few undesired electrons per incident photon. The corresponding noise contribution is
given by Poisson statistics and proportional to the square root of the electron number. As
the measurement data show, the rejection ratio is su�ciently large to neither a�ect the energy
resolution (left) nor the peak-to-background ratio. However, the loss of already collected charge,
induced by a too positive blind-gate-high voltage drastically decreases both, energy resolution
and peak-to-background ratio.

extend down to even lower energies and reduce their peak to background ratio. In the
derivation of the �at shelf, the simpli�cation was made that the energy deposition for
events generated in the silicon-dioxide and silicon-nitride can be approximated by a
simple �at shelf. As discussed there, especially for photoelectrons generated in these top
layers (see �gure 3.13c), this simpli�cation appears to be too coarse. If the photoelectron
distribution is approximated by the analytical function, a peak to background value in
the order of 22000:1 would be expected. Overall, this discrepancy is a hint into the
direction that a re-evaluation of the spectral response model may be required, which is,
however, beyond the scope of this thesis.

4.3.3.3.3. Blindgate High Volage and Charge Losses From simulations ((see section
4.2.2)) as well as laser measurements ((see section 4.3.3.1)) it is already known that a
too small blind-gate high voltage causes an insu�cient charge rejection. Furthermore,
it was discussed in section 4.2.2 that a too large value of the blind-gate high voltage
induces the loss of charge from the internal gate toward the blind-structure.
Both these e�ects should be observable in spectroscopic measurements. Unfortunately,
the lower limit for the applicable blind gate high voltage as provided by the SPIX-II
setup is 3 V. The corresponding variation from 3 V up to 9 V is shown in �gure 4.36
and shows the dependency of energy resolution as well as peak to background ratio.
With a drain voltage of -5 V, the rejection ratio even for the smallest blind-gate high
voltage is in the order of 1 · 10−3. Thus the e�ect of an insu�cient charge rejection can
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Figure 4.37.: The switching from sensitive into the insensitive state showed a parasitic in-
coupling on the source node. To evaluate the minimum time required for that disturbance to
settle the time between switching into the insensitive state and the start of the readout cycle
was varied. a) illustrates the energy resolution in term of FWHM and b) the corresponding
peak to background ratio. As the measurement shows, a too short settling drastically a�ects
the spectral performance. Since the source node shows an rc-like settling behaviour, a sampling
of the signal level with a too short settling time results in a decreased signal amplitude thus
reducing the spectral performance. Accordingly, a too long settling times causes the collection
of leakage current and incomplete photon events which also reduces the spectral performance.

not be determined. Nevertheless, the e�ects of charge losses caused by a too large blind-
gate high voltage are evident. For a blind-gate high voltage above 7 V a steep increase
of the energy resolution and a decrease of the peak to background ratio for voltages can
be observed. For the given geometry a blind-gate high voltage in the range from 3V up
to 7V can be applied without a signi�cant change of the spectroscopic performance.

4.3.3.3.4. Blind Time Sweep After switching from the sensitive state into the insen-
sitive state, a minimum time is required for the source node to settle, before the device
can be read out. In addition, it is valuable to study the e�ects of a long insensitive state
on both energy resolution and peak-to-background ratio. To investigate both e�ects, it
is su�cient to vary the time between switching from the sensitive into the insensitive
state and the device readout. The result of such a measurement is shown in �gure 4.37.
As the measurement shows, starting the readout very shortly after the switching pro-
cess worsens the energy resolution. The cause is a parasitic modulation of the DEPFET
channel-conductivity in�uenced by the switching of blind and blind-gate. In source fol-
lower readout the modulation results in a sudden change of the source node voltage
followed by an current-dependent exponential settling. Before the readout starts, the
voltage must be su�ciently stable. Otherwise, as the measurements show, the ENC and
thus the energy resolution worsens. While the energy resolution is mostly constant and
below 130 eV for a blind time from 1 µs up to 50µs, it increases for longer settling times.
Two e�ects may be causing that behaviour. The �rst is leakage current. While bulk
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Figure 4.38.: The Blindgate Pixel layout provides the option to exchange the cut-gate
DEPFET with a compact-RNDR device (Bähr 2010). A RNDR-DEPFET is capable to read
collected charge carriers multiple times by moving the charge between its two internal gates. By
averaging the signals, it is possible to reduce the noise according to the central limit theorem.
The readout sequence is shown in b). In contrast to a standard RNDR device the combination
with a Blindgate Pixel avoids distortion by charge incident during the device readout.

generated leakage current cannot reach the internal gate when the device is insensitive,
electron hole pairs generated at the interface close to the internal gate are still attracted
and collected in the internal gate. Also this should be a small contribution it is obviously
not negligible.
The second e�ect is the increasing probability that a photon arrives in the insensitive
state the longer that state lasts. While most of the photons charge will be discarded,
a small fraction of it is able to reach the internal gate. As long as the rejection is suf-
�ciently large, these events generate a small contribution to the noise equivalent to an
additional leakage current.

4.3.4. Blindgate Pixel Repetitive Non Destructive Readout

The DEPFET principle can be modi�ed to implement additional features as e.g. the
built-in shutter studied in the course of this thesis. Another property that was subject
to extensive investigations is the Repetitive Non Destructive Readout (RNDR) principle
(S. Wölfel 2007; Bähr 2010). A RNDR device is capable to read the charge collected
in the internal gate multiple time. By averaging the single statistically independent
measurements it is possible to improve the noise performance down to sub-electron
levels. The noise ENCRNDR scales thereby with

ENCRNDR =
ENCROD
nRNDR

+Nlc ·
(

1

2
− 5

6nRNDR
+
n

3

)
. (4.13)

Here ENCROD is the noise of a single readout on demand, Nlc the number of leakage cur-
rent electrons collected between two consecutive readout cycles and nRNDR the number
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Figure 4.39.: a) A Blindgate PixelRNDR device was operated as indicated in �gure 4.38b
without using the shutter. The multiple readout of injected charge provided a noise of 0.25.
In b) charge was injected between two readout cycles. As shown, the arti�cial leakage current
corrupts the single-electron resolution.

of performed readouts. Since the topology of the cut-gate DEPFET forming the read
node of the Blindgate Pixel is near identical to the so-called Compact-RNDR structure
it was an obvious step to combine the two, forming the �rst Gated-RNDR device. The
layout is shown in �gure 4.38a.
As the layout picture shows, especially the asymmetry of the source node is drastically
larger than for a standard Blindgate Pixel. Likely for this reason it was e.g. not possible
to �nd an operation point in the standard drain center con�guration.
Nevertheless, the device was successfully operated by exchanging source and drain. The
timing of a Blindgate Pixel RNDR device is composed of an illumination time and a
readout sequence schematically shown in �gure 4.38b. The device readout is comprised
of the known weighting function repeated nRNDR times. During the �at top, charge
is transferred from one DEPFET to the other by applying a su�cient positive voltage
to the transfer gate. By applying a positive voltage to blind and blind-gate the device
is set insensitive. Accordingly, it is again possible to operate the device like a RNDR
DEPFET without built-in shutter by not switching these voltages.
For the measurements shown in the following, a sampling time of 2 µs was applied. The
�at top was 1.25 µs including a charge transfer of 100 ns and the source node settling
of about 1 µs. To minimize leakage current, the device was cooled down to -60 ◦C.

4.3.4.0.1. Rejection of Bulk Charge Similar to the Blindgate Pixel tested in the previ-
ous section the device was operated both with and without rejection of charge collection
during the device readout. In both cases charge was injected in the dedicated illumina-
tion time before the readout started. The corresponding response for normal operation
is shown in �gure 4.39a while �gure 4.40a illustrates the result for the gated operation.
The baseline signal is shown in green while the laser signal is shown in blue. The distinct
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Figure 4.40.: a) The same Blindgate PixelRNDR device as in �gure 4.39 was operated using
the shutter and a noise of 0.2 e− was reached (a)). The arti�cial leakage current degrades the
noise performance to 0.35 e− (b)) but the single electron resolution is maintained.

peaks are related to the quantization of electrons in the sensor and the sub-electron noise
resolution.
As the measurements show, the laser signal follows a Poisson distribution while the
baseline is composed of a peak at zero e− and a smaller peak at one e− with a relative
ratio of 10 % to the main peak. The composition of the baseline is subject to the dark
current of the device. As single electrons can be discriminated, it is possible to directly
calibrate the device using the position information of the single peaks. The read noise
for a single readout is then in the order of 2.5 e− and the RNDR noise for 200 readouts
is 0.25 e− without the built-in shutter and 0.2 e− with the shutter active during readout.
In addition, a second measurement with charge injection between the single readout cy-
cles was done. The mean number of electrons injected between the single readout cycles
is 7 e−. The results for normal operation is shown in �gure 4.39b. As the measurement
shows, the extremely good noise performance is corrupted by the arti�cial leakage cur-
rent generated by the laser and the noise performance degrades to about 20 e−ENC. If
however, the built-in shutter is active during the Repetitive Non Destructive Readout, it
is still possible to identify the single electron peaks, since that arti�cial leakage current
is suppressed. However, the noise performance degrades to 0.35 e−.

4.3.4.0.2. Large Signal Response For the measurement shown in �gure 4.41 multiple
measurements were taken and put together. In each measurement the number of incident
photons was varied by sending multiple trigger signals to the laser. In this way it was
possible to vary the number of generated charge carriers from 0 e− up to 1400 e−. In
�gure 4.42a to �gure 4.42d enlargements of the signal response over 20 e− centered
around 10, 110, 1010 and 1310 e− are illustrated. Although the peak width increases
with electron number, a single electron resolution was achieved over the whole range
of 1400 e−. The degradation of the noise performance with increasing electron number
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Figure 4.41.: The �gure shows a measurement where the number of charge pulses during the
device illumination was increased successively thus slowly increasing the number of electrons
injected. Here, the complete measured range of electrons is shown. Cutouts are shown in �gure
4.42.

may have one of two explanations. Depending on the bias conditions, electrons have
a certain probability to cross the barrier formed by the drain surrounding the RNDR
DEPFET. The more electrons collected in the internal gate, the large the probability
to lose an electron. The e�ect of that charge loss would be similar to an additional
leakage current. The second explanation would be a limited e�ciency of the charge
transfer. Depending on the electron number, a small fraction of charge may stay in the
read DEPFET. While the mean number of electrons transferred per readout cycle, a
statistical �uctuation dependent on the electron number would be introduced leading to
a reduction of the achievable resolution. Which e�ect dominates is at the moment not
known. An optimization of the device implementing a more symmetrical source node
should prevent charge losses. The transfer e�ciency may be improved by adapting the
implantation pro�les. However, that requires a more thorough analysis of the e�ect, e.g.
using three dimensional device simulations and is left for future work.

4.3.4.0.3. Further Steps For long term measurements, a drift of the signal baseline and
gain was observed. While the �rst could be compensated by a common mode correction,
the latter would require a constant re-calibration of the device that is at the moment not
feasible. The drifts were attributed to temperature changes in the order of 3 Kcaused
by the climatic chamber used to cool the device to -60 ◦C. Furthermore the chamber
in�icts mechanical vibrations on the measurement setup. Since the SPIX-II provides its
�exibility by multiple mechanical connections it is also prone to variations of the contact
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Figure 4.42.: The cutouts show that the tested Blindgate Pixel RNDR device is capable to
provide single electron resolution for small numbers of electrons (a) as well as larger electron
numbers (b,c and d). The measured range is up to about 1400 e−.

resistance caused by those vibrations. While that seemed to have no e�ect on previous
measurements, even slightest changes of gain or baseline level will hamper the single
electron resolution especially for larger electron numbers 5. To overcome these issues,
an optimized setup is required.

4.3.5. Infinipix

The concept of the In�nipix is discussed in section 4.1.2.2 and section 4.2.3. The layout
of the investigated wide gate In�nipix structure is shown in �gure 4.43a.
The device geometry, especially the size of source and drain di�er from the simulated
optimum values due to layout constraints. In addition, the vertical extension of the
device is limited by the clear structures, which were also not included in the simulations.

5A gain change of 1 h would change the position of e.g. the 1000 e− peak by 1 e−, leading to an

overlap with either the peak at 999 e− or 1001 e−.
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Figure 4.43.: Based on the simulations discussed in section 4.2.3 the layout shown in a) was
developed. To operate the device, the timing scheme shown in b) was used.

To test the concept of the In�nipix, �rst measurements were carried out on a single pixel
device. The tested single-pixel has a diameter of 100 µm and is surrounded by a single
p-guard ring to suppress surface leakage currents. The device was operated applying
the timing scheme shown in �gure 4.43b. Hence always one DEPFET is insensitive
and can be read out, while the other collects incident charge carriers. Setting both
DEPFETs into the o� state simultaneously is problematic as the ASTEROID current-
source always draws the set current. Disabling the current-�ow through the device leads
to an unde�ned state of the current-source and a undesired swing of the source node.
To avoid this state it is necessary to always keep one DEPFET in the "On"-state.
The following prove-of-concept consists of a calibration using the known 55Fe-source
(see section 3.3.1) to provide a reference for the following measurements. The primary
driver for the performance are the timing properties or, more exactly, the switching time
between the two DEPFETs of one pixel and the rejection ratio of the device. Again,
these properties were investigated using a pulsed laser.

4.3.5.0.1. Calibration To provide a reference for the deposited number of electrons the
single-pixel was illuminated with the already known 55Fe source. Since the chip size is
only 150 µm2 the spectrum shows a large number of unrecognized split events at the
device border. These cause the comparably high shelf in the spectra shown in �gure
4.44a. In addition, the measurements were recorded at room temperature with a non-
optimized switching electronic.
However, a number of conclusions can be drawn from the calibration. First of all the
principle of redirecting charge while reading the insensitive DEPFET is functional. Fur-
thermore, the absence of any pronounced features on the negative side of the zero peak
indicate negligible negative mis�ts and event. As a low rejection would cause a second
peak beneath the zero peak, this in turn indicates a rejection better 1 · 10−2.
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Figure 4.44.: a) shows the spectra of the two DEPFETs of the tested In�nipix. Also noise
and o�set are di�erent, the signal amplitude is equal within less than one percent. The timing
sequence was evaluated using a fast ps laser. As b) shows, the switching of the sensitivity is
functional as intended.

4.3.5.0.2. Switching Time and Charge Rejection To evaluate the switching time,
charge was injected using a fast laser pulse. The injection time was swept with re-
spect to a trigger signal at the begin of the sequence. The result of this sweep is shown
in �gure 4.44b. Easily visible ist the switching of the sensitivity from DEPFET B to
DEPFET A. In addition, an artifact at 16 µs and 39 µs can be observed. For these mea-
surements, the laser was not focussed, resulting in a near �at �eld illumination of the
whole chip. The artifact shows up parallel to the clear of the insensitive pixel. Due to
the large positive voltage applied in this time interval, the potential distribution inside
the sensor is modulated, resulting in a larger amount of charge collected in the sensitive
DEPFET. Measurements carried out with a focussed laser, using matrices or macropixel
devices should not show such e�ects.
To measure the switching time in more detail, the respective time interval was evaluated
with a timing step of 10 ns. The result is shown in �gure 4.45a. A switching from 1%
sensitivity to 99% sensitivity happens in less than 200 ns.
Furthermore, the measurements can be used for a �rst estimation of the signal rejection.
In �gure 4.45b, the measurement data are normalized to the sum of the signals in both
DEPFETs and plotted using a logarithmic scale for the y-axis. As shown, the average
relative signal collected in the insensitive pixel is in the order of 5 · 10−4.

4.3.5.0.3. Overflow To investigate the charge retention between the two DEPFETs,
the timing scheme was kept, but the amount of injected charge was increased by trig-
gering the laser multiple times. This was done once while DEPFET B was sensitive (see
�gure 4.46a and �gure 4.46b) and once while DEPFET A was sensitive (see �gure 4.46c
and �gure 4.46d).
The average amount of injected charge with a single laser pulse is 470 e−. The �gure
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Figure 4.45.: a) A closer look at the switching time shows that the switching happens in less
than 200 ns while the charge collected in the insensitive pixel is as low as 3 · 10−4 as shown in
b).

4.46 a) and c) illustrate the signals in the respective DEPFET as well as the sum of both
signals. On the other hand �gure 4.46 b) and d) show the amount of charge collected in
the insensitive pixel with respect to the overall amount of injected charge with a loga-
rithmic scale for the y axis. For low amounts of charge the rejection is again in the range
of 5 · 10−4. With increasing charge the rejection worsens and more signal is collected in
the insensitive pixel. The sum of both signals, however, still increases linearly. This
gives rise to the assumption that the for increasing number of charge carriers charge
moves from the sensitive pixel over the source into the insensitive pixel. That path is
especially likely since the technology was optimized for the DSSC for X-FEL, providing
signal compression by an over�ow region below the DEPFET source node. As the �rst
In�nipix prototypes are processed in the same technology, the barrier between the two
DEPFETs is hampered and limits the charge handling capacity.
Even with the imitated charge handling capacity caused by the technology, a separation
of the two DEPFETs better 5 · 10−4 for up to 40 laser pulses was measured. With the
calibrated signal of 470 e− for a single pulse that is equal to Noverflow = 40 · 470 e− =
18800 e− or 68.8keV. Taking into account the typical energy range of X-ray tele-
scopes from 0.1 keV to 15-20 keV, the available range appears su�cient for applications
in astrophysical X-ray spectroscopy.
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Figure 4.46.: To evaluate the charge rejection with respect to the amount of incident charge,
the laser was pulsed multiple times. To provide a su�cient dynamic range, the gain of the
ASTEROID was set to the possible minimum. The results for a charge injection while DEPFET
A was sensitive are shown in a) and b) while the data for an injection while DEPFET B was
sensitive are illustrated in c) and d). A the shown, the signal of the respectively sensitive
DEPFET increases linearly with the number of laser pulses until a certain threshold. From
this point on, an increasing fraction of charge is collected in the actually insensitive pixel, while
The sum of the two signals still increases linearly. The comparably early over�ow is cause by
the production technology.
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4.4. Spectral Simulations

In recent years, a rather large variety of di�erent DEPFET types was developed (see e.g.
section 3.2 and section 4.1.1). Although all these are based on the same working principle
(given by the silicon base material and the DEPMOS-transistor) there is a variety of
features, which is provided by distinct DEPFET variants. Some of these features can be
used to improve the spectral response for a DEPFET read out on demand as a function
of readout time. In the following sections, the e�ect of di�erent timings on the spectral
response of three DEPFET types will be considered. This will be done for the standard
DEPFET as discussed in section 3.2. Furthermore the spectral properties of a so-called
Gateable DEPFET and a Storage DEPFET will be discussed. A Gateable DEPFET
implements an electronic shutter into a DEPFET pixel, while Storage DEPFET devices
provide an additional storage area (see section 4.1.1). These devices are selected as they
are suggested to improve the spectral performance at fast timings, that is required to
achieve highest count-rates with optimized spectral performance. Details about layout,
implementation and properties of these devices are provided in section 4.1, section 4.2
and section 4.3.
For the spectral simulations the following simpli�cations are introduced. The e�ects of
a X-ray mirror optics, which would be present in a real experimental environment, as
well as the sensors quantum e�ciency are neglected and suggested to be unity over the
considered energy range. Furthermore, the spectral response of the material is always
represented by a normalized Gaussian. The width is given by the Fano- and electronic
noise. The simulations include a simpli�ed model of the time response of the respective
DEPFET type. In particular, any entrance window related e�ects as discussed in section
3.3 are neglected. The entrance window especially a�ects the spectral response for low
energetic photons. For the discussed science case (see section 2.1.3), the identi�cation
of a relativistically broadened iron line at around 6 keV is necessary. In the discussed
timing regime, the e�ects of the entrance window are small and will thus be neglected.
In the next sections, the output signal and the spectral response of the di�erent DEPFET
concepts with respect to their timing is introduced. At that point it will become obvious
that the Gateable DEPFET concept provides only minor bene�ts for high count-rate,
high throughput applications. For that reason the spectral response to typical X-ray
spectra is discussed only for two types of DEPFET.

4.4.1. Time Dependent Spectral Response DEPFET Devices

In section 3.2.5 and section 3.4 the signal weighting of DEPFET devices and their timing
dependent spectral response was discussed. The typical readout-on-demand method ap-
plied to a DEPFET leads to a distortion of the signal by mis�t events and the possibility
that one photon may contribute twice to the energy spectrum. This was illustrated in
terms of the energy signal E1(t) and E2(t) and results in the formulation of the timing
dependent spectral redistribution TF .
All simpli�cations discussed therein are applied here as well. The radiation source is
considered to have a non-varying emission probability and the dependence of the output
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signal on the arrival time for the �rst signal sampling, the e�ective clear time tcleareff as
well as the second sampling is considered to be linear. For the Gateable DEPFET and
Storage DEPFET the shutter switching times will be described in a similar manner.

4.4.1.1. Standard DEPFET

The signal of a DEPFET can be described in terms of the signal E1(t) in this frame and
the signal E2(t) in the following frame. In that way, the time dependent signal response
of a single pixel inside a matrix was derived in section 3.2.5. While the time dependence
considered in section 3.2.5 can be implemented e.g. for the simulation of matrices, the
following sections are explicitly only suggested for the simulation of single-pixel devices.
For that reason and to provide a better context for the following sections, the discussion
made in section 3.2.5 will be repeated partially. For the start, the distinction of tmux
and ti made in �gure 3.15 shown on page 81 is meaningless for a single pixel device.
Therefore, these distinct intervals are replaced by a common time interval. The output
signal of a DEPFET single pixel can then be represented by

E1(t) = Eph ·



1 0 < t < t1

(1− (t− t1)/tsample t1 < t < t2

(t3− t)/tclear t2 < t < t3

1 t3 < t < t4

(t5 − t)/tsample t4 < t < t5

, (4.14)

in the �rst readout cycle followed by

E2(t) = Eph ·


0 0 < t < t2

1− (t3− t)/tclear t2 < t < t3

1 t3 < t < t5

, (4.15)

in the next readout cycle as illustrated in �gure 4.47a. The timing is divided in an
illumination time ti, the two sampling times tsample, the clear time tclear and the settling
time tset. The ends of the di�erent time intervals are marked by t1− t5. In addition, the
time t5 marks the end of the �rst and the beginning of the successive readout cycle. For
the simulations, the clear time is suggested to be as short as possible, thus an additional
dead time due to the clear is neglected. The spectral response of a DEPFET can be
derived from these two equations (see section 3.4 for more details). If the clear process
is approximated linearly, the spectral response dpD

dE
can be represented by

dpD
dE

=


ηcrtc E = Eph
ηcrtshelf
Eph

−Eph < E < Eph

ηcr(tset + tsample) E = −Eph
, (4.16)

where ηcr is the count rate, tc = ti + tset + tsample the collection time and tshelf =
tclear+2tsample the time events contribute to the shelf. The equation indicates, that even
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Figure 4.47.: Figures a) shows the signal in tow consecutive readout cycles, caused by the
signal charge corresponding to an incident photon collected at the time t while Figures b)
illustrates the resulting timing related spectral redistributions for a standard DEPFET.

for an illumination time of zero, the collection time is larger than one and thus a signal
peak is always present. However, with such an operation mode, the �at shelf due to
mis�ts, will be a signi�cant contribution to the spectral response shown schematically
in �gure 4.47b.

4.4.1.2. Gateable DEPFET

As discussed in section 4.1.1 a Gateable DEPFET provides a built-in shutter capable
to suppress the charge collection in the internal gate by deviating charge into the blind-
contact. Besides their use for precise illumination timing, the obvious use of this shutter
for a spectroscopic device is the rejection of charge collection during the readout and thus
the negation of mis�t events. Provided the rejection ratio is su�ciently large, mis�ts
are fully suppressed. However, charge arriving while the shutter is active will be lost
and can thus not be detected. The switching from sensitive to insensitive and reverse
requires the time tswitch. Charge arriving during this time will only be partially removed
from the device. Suggesting a linear dependence of arrival time and detected energy
during the switching process, the signal can be modelled by

E1(t) = Eph ·


1 0 < t < t1

(1− (t− t1)/tswitch t1 < t < t2

0 t2 < t < t3

(4.17)

in the �rst frame and

E2(t) = Eph ·

{
0 0 < t < t3

(t− t3)/tswitch t3 < t < t4
(4.18)

for the signal in the following frame. A schematic of that is shown in �gure 4.48a. The
�gure shows the 4 time intervals, that are the charge collection time, the two switching
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Figure 4.48.: Figures a) shows the signal in tow consecutive readout cycles, caused by the
signal charge corresponding to an incident photon collected at the time t while Figures b)
illustrates the resulting timing related spectral redistributions for a Gateable DEPFET.

times and the readout time. The end of each interval is marked by the the times t1 to
t4. These are di�erent to those of a standard DEPFET. The resulting spectral response
of a Gateable DEPFETis illustrated in �gure 4.48b. The corresponding equation is

dpGD
dE

=

{
ηcrti E = Eph
ηcr2tswitch

Eph
0 < E < Eph

. (4.19)

In contrast to a standard DEPFET, the spectral response of a Gateable DEPFET is
completely governed by the �at shelf if the illumination time is zero.

4.4.1.3. Storage DEPFET

In addition to a built-in shutter, a Storage DEPFET provides an additional storage
region per pixel. Two examples for Storage DEPFET concepts are presented in section
4.1.2. Although the implementation of the storage area is di�erent, both devices can
be modelled using the same assumptions. The main di�erence of the two devices is
that for the GPIX device charge is preserved in the adjacent storage area and must be
transfered from this region into the DEPFET. For the In�nipix design, the charge is
already collected in the DEPFET. However, here the region of charge collection has to
be transferred from DEPFET one to DEPFET two. In both cases a transfer is required
that takes the time ttransfer. Events collected during this time interval will be distributed
over two successive readout cycles. It is again assumed that the relation of deposited
Energy and time is linear. Furthermore, while charge collected in the storage region
should not be a�ected by a clear of the internal gate, charge carriers arriving during the
clear time may be removed from the device. Taking all that together, the time-signal
relation can be expressed by

E1(t) = Eph ·

{
1 0 < t < t1

(1− (t− t1)/ttransfer t1 < t < t2
(4.20)
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Figure 4.49.: Figures a) shows the signal in two consecutive readout cycles, caused by the
signal charge corresponding to an incident photon collected at the time t while Figures b)
illustrates the resulting timing related spectral redistributions for a Storage DEPFET.

in the �rst readout cycle and

E2(t) = Eph ·


0 0 < t < t1

(t− t1)/ttransfer t1 < t < t2

(t− t3)/tcleareff t3 < t < t4

1 t2 < t < t3 and t4 < t

(4.21)

in the following one. The output signal of a Storage DEPFET is illustrated in �gure
4.49a. The spectral response is shown in �gure 4.49b and given by

dpSD
dE

=

{
ηcrtc E = Eph
ηcr2ttransfer+tcleareff

Eph
0 < E < Eph

. (4.22)

The collection time tc of a Storage DEPFET device is the sum of illumination time ti and
the processing time tprocess minus the e�ective clear time tcleareff , tc = ti+tprocess−tcleareff .
In this respect, a comparison of the the spectral response of the Storage DEPFET to that
of Gateable DEPFET and standard DEPFET devices shows that with identical timing
parameters, the �at shelf is lower and furthermore, the fraction of events contributing
to the signal peak is always larger than for the other two concepts.

4.4.2. Analytical Model

The simulations neglect e�ects related to the entrance window. In other words, the ma-
terial redistribution function is one for all incident photon energies. An analytical model
for the redistribution matrix of a given device is then found by convolving the respec-
tive timing depended redistribution TF with a gaussian of width σ =

√
σ2
Fano + ENC2

R

representing Fano and electronic noise.
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4.4.3. Device Selection

Before going into details of the performed spectroscopic simulations the number of
DEPFET types will be reduced, as the deadtime of a Gateable DEPFET has a rather
large shortcoming for high timing, high throughput applications.
As one of the core drivers of the device timing is the required noise and since the ENC
is directly related to the sampling time (see section 3.2.4.2), a certain noise performance
is coupled to a respective sampling time. Provided that all devices have the same noise
properties and require the same time to remove all charge carriers from the internal
gate, the fastest possible timing of a device is given by the processing time. This is
equal with setting the illumination time of the device to zero. While a DEPFET as
well as a Storage DEPFET provide about 50 respectively 90 percent throughput at this
timing scheme, practically all incident photons are lost using a Gateable DEPFET. As
this is a serious limitation, these devices are not regarded in the following.

4.4.4. Device Timings

For the chosen devices, the timing sets shown in table 4.9 were simulated. For compa-
rability, clear-, settling- and sampling-times were chosen equal for both devices. The
timings were chosen based on results from recent matrix measurements and are chosen
such that the readout-cycle is minimized.
The clear time of about 0.1 µs was reached with the �rst In�nipix prototypes and is a

DEPFET type tifast tislow tsample tclear ttransfer tset
standard DEPFET 0 100 1 0.1 - 0.1
Storage DEPFET 0 100 1 0.1 0.1 0.1

Table 4.9.: Time constants for the spectral simulations.

result of their small gate width. Similar clear times are expected for standard-DEPFET
devices with a linear geometry. The settling time of 0.1 µs was lately reached with the
VERITAS 2.1 ASIC in a drain-current readout. To achieve a noise of 3-4 e− ENC a
sampling time of the order of 1 µs is required . For the linear approximation of the Stor-
age DEPFET± transfer-time, a value of 0.1 µs was chosen, based on the measurement
results shown in �gure 4.45a.

4.4.5. Results

To study the e�ect of the di�erent signal responses on incident spectra a three step sim-
ulation was done. First, an incident spectrum is de�ned. Then the energy of incident
photons as well as their arrival time during a frame is simulated using the Monte Carlo
method. The incident spectrum is hereby processed using the energy response for a nor-
mal DEPFET and a Storage DEPFET discussed in the previous section 4.4.1. Finally,
the spectra are post-processed using the known models for the incident spectra and the
corresponding Redistribution Matrix Function (RMF) for each type of DEPFET. Time
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Figure 4.50.: The �gures show the simulated spectra for a normal DEPFET for short (a))
and long (b)) illumination times. Each �gure shows four di�erent intensities for the potassium
line. With respect to the calcium line the relative intensities are 0.1%, 0.2%, 0.4% and 0.6%.

dependent e�ects, as mis�ts, are then included in the RMF.

4.4.5.1. Line Spectrum

X-Ray Fluorescence (XRF) is a standard procedure to probe the composition of a sam-
ple material. By bombarding the surface of a specimen with X-rays, its atomic shells are
excited. In the process of de-excitation these atoms emit characteristic radiation as dis-
cussed in section 3.1.1.2. That emission can in turn be used to determine the elemental
composition of the probed material. XRF is limited to the �rst few micrometers of the
material that the exciting and emitted photons are able to traverse. Nevertheless XRF
is a powerful tool for material analysis.

An example for the application of a DEPFET based sensor for XRF experiments
is the MIXS instrument on board of BepiColombo. Here, the exciting X-ray spectrum
is emitted by the sun while the probed surface is the regolith covering the surface of
the planet mercury. This satellite mission will determine the elemental composition of
Mercury's crust and provide insight on its formation history.
Of special interest is the determination of the elemental composition of the regolith.
Therefore, the relative concentration of oxygen, iron, silicon, sulfur, phosphorus, potas-
sium, calcium, manganese, chromium, nickel, aluminum, sodium and titanium have to
be determined (see Fraser et al. 2010).
E.g. the identi�cation of potassium and the determination of its chemical abundance is
a strong indicator for mercuries formation history.
"K: E�ectively absent in lunar anorthositic crust,but exceeds 1% in some KREEP basalts
sourced from areas representing residual melt at the end of primary crust formation. Less
abundant in mare basalts. If detected on Mercury's surface, would be a strong indica-
tor of incompatible element-enriched primary crust,either in situ or in a magmasource
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Figure 4.51.: The �gures show the simulated spectra for a Storage DEPFET for short (a))
and long (b)) illumination times. The intensity ratios for the potassium line are equal to those
shown in �gure 4.50.

region. K is also a major component of the exosphere." (Fraser et al. 2010)
While the DEPFET sensor on MIXS should be well suited to ful�l the science require-
ments, the following will discuss the possible bene�t of a storage DEPFET for XRF
applications.
Although the discussion below is limited to the identi�cation of the potassium Kα line
(3.3 keV) in the presence of the calcium Kα and Kβ lines (3.7 keVand 4.0 keV), the
results of this chapter are signi�cant for the identi�cation of traces of elements in any
kind of material compounds as long as the line energy emitted by the trace element is
lower than that of the other compounds. The intensity of the potassium line is varied
with respect to that of calcium to study the minimum relative intensity required to de-
tect it. That will be done for two di�erent illumination times, representing a fast and
a slow operation of the DEPFET sensor. Furthermore, the overall number of detected
calcium counts and the number of frames is kept constant.
The two DEPFET types are modeled using the considerations made in section 4.4.1.
The simulated relative intensity of the potassium Kα line , due to the alleged low potas-
sium content, with respect to the calcium line are 1 · 10−3, 2 · 10−3, 4 · 10−3 and 6 · 10−3.
The simulated spectra are shown in �gure 4.50 and �gure 4.51.
As �gure 4.50b and �gure 4.51b show, in slow operation, both types of DEPFET are
capable to identify the potassium Kα line.6 Even the lowest intensity ratio can be iden-
ti�ed.
In contrast, the fast operation deteriorates the capabilities of both DEPFET types, as
�gure 4.50a and �gure 4.51a illustrate. To further quantify the capabilities of the two
DEPFET types, the analytical model for the two calcium lines can be �tted to the sim-
ulated data. Next these values are subtracted from the simulated values and each bin

6The energy of the potassium Kβ line is 3.55 keV and its intensity is one order of magnitude below

that of the Kα line. Thus it is completely covered by the spectral features of the calcium Kα line.
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Figure 4.52.: To compare the capability of the two DEPFET concepts, the response without
potassium contribution was subtracted from the simulation data and these residuals were di-
vided by the square root of the analytical response. a) shows the standard DEPFET while the
b) illustrates the behaviour of the Storage DEPFET, both for a fast timing. It is obvious that
the Storage DEPFET provides a systematically better signi�cance.

is divided by the square root of the number of counts expected from the model for this
speci�c bin. In this way, the residuals from the expected response to the calcium line
are represented in multiples of the expected standard deviation for each bin. These val-
ues for fast timings are shown in �gure 4.52a for a standard DEPFET and �gure 4.52b
for a storage DEPFET. The observed deviation is obviously caused by the simulated
potassium line. As the �gures show, the Storage DEPFET is able to detect the presence
of potassium for all simulated intensity ratios. Furthermore, the Storage DEPFET pro-
vides about a factor of three higher statistical signi�cance than the simulated standard
DEPFET. Overall, the Storage DEPFET provides a better capability to identify the
potassium Kα line in the presence of the calcium Kα and Kβ lines. As stated before-
hand, this is always true for trace elements that are to be detected in the presence of
other elements, that emit intense, higher energetic lines.
However, the improvement is practically a higher statistical signi�cance for the same
number of observed frames, that is provided by a Storage DEPFET. The same improve-
ment in statistics could be reached using a longer observation time respectively a larger
number of frames and photons.

4.4.5.2. Power Law Spectrum

The spectral properties of black hole binary systems are brie�y discussed in section
2.1.3. In the following, a black hole spectrum is approximated as a power law continuum
superimposed by a broad gaussian distribution. Of interest is how well a given type of
DEPFET is capable to reconstruct the parameters of the incident spectrum.
The basic simulation scheme is as described in the introduction of this section (see
section 4.4). The incident spectrum consists of a distribution proportional to E−n in
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Figure 4.53.: a) shows the simulated black hole spectra (consisting of a power law continuum
superimposed by a broad Gaussian) for two DEPFET types at a fast and a slower timing. In
b) the power law continuum was subtracted from the data.
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Figure 4.54.: The simulated spectra were �tted using the analytical model discussed in section
4.4.1 and section 4.4.2. The quality of the �t is evaluated using the relative error of the
Gaussians width, which is plotted against the number of frames. As expected, the �t quality
improves with frame number. In addition, a Storage DEPFET always provides a smaller error.

the range from Elow to Ehigh and a Gaussian with a mean energy of Eµ and a width
of σRBG. The relative probability to observe a photon corresponding to the gaussian
distribution with respect to the power law continuum is r. The probability to observe
a photon in one readout cycle is set to a value of 0.5%, su�ciently low to neglect pile
up. The spectral response was simulated for two illumination times. These are ti1 = 0
µs and ti2 = 100 µs. Overall, 64 million readout cycles were simulated. For 1, 2, 4, 8,
16, 32 and 64 million readout cycles, the simulated data were collected in histograms.
An example of such a histogram for the fast and slow operation is shown in �gure 4.53a.
For the shown data, the number of simulated readout cycles is 64 million. The cuto�
at Elow = 2keV and Ehigh = 15keV as well as the broad gaussian feature are clearly
visible in all four spectra. Furthermore, the e�ect of mis�ts, especially the extension to
negative energy values for the DEPFET can be seen. Besides these apparent features
of the spectra, a dependence of the spectra on device (standard DEPFET or Storage
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DEPFET) and illumination time is obvious. For the two simulated illumination times
the Storage DEPFET always provides a better statistic. However, while the bene�t is
in the order of a factor of two for the fast operation, that advantage diminishes to a
few percent for the slow timing regime. This is made clear further by subtracting the
analytical model for the power law continuum from the simulated data shown in �gure
4.53b. To further evaluate the performance di�erence of the two devices, spectra with
di�erent frame-numbers were �tted using an analytical model based on section 4.4.1. In
addition to the �t parameter itself, a least-square �t also provides an estimation of the
parameter error. The error of the �tted Gaussian width ∆σRGB is depicted in �gure
4.54. As expected, the error reduces with increasing number of frames, since this also
increases the number of observed photons and improves the statistics. Furthermore, it
can be seen, that at the Storage DEPFET provide a systematically better estimation
for the corresponding �t parameters. This bene�t is of the order of 2 for fast timings.
However, this edge decreases for more relaxed timing parameters.
The behaviour at fast timings could also be interpreted such that especially the Storage
DEPFET devices are capable to provide a certain statistical signi�cance already for
shorter observation times.

4.5. Summary and Discussion

In the course of chapter three di�erent DEPFET devices were investigated using device
simulations, measurements and spectral simulations. In the following conclusions for
each type of device are given. The summary is thereby divided into conclusions referring
to the actual device layout or technology based on section 4.2 and section 4.3 and
conclusions concerning the bene�t of a given device for a X-ray spectroscopy based on
section 4.4.

4.5.1. DEPFET Macropixel

In section 4.3.2 a series of measurements on a DEPFET macropixel devices were pre-
sented. The measurements were intended to qualify the SPIX-II measurement setup
designed in the scope of this work and investigate the spectral performance of DEPFET
macropixel devices. For these measurements, the devices were read out using a semi-
gaussian shaper.
The energy resolution is subject to the operation conditions of the DEPFET as presented
in section 4.3.2.3. The Energy resolution was studied with respect to the DEPFET chan-
nel current and the drain voltage. A higher current �ow trough the DEPFET leads to a
higher charge gain and respectively improves the energy resolution as the corresponding
measurements con�rmed. In addition, the shape of the internal gate is subject to the
voltage di�erence between drain and source VDS. For VDS from -3 V to -6 V the energy
resolution gradually improves. For even more negative drain voltages, beyond -6.5 V the
energy resolution worsens rapidly. The phenomenon is explained by a high �eld region
in the vicinity of the drain, causing a multiplication of present charge carriers, which

156



4.5. Summary and Discussion

adds additional leakage current and thus noise to the pixel.
The temperature dependence is governed by leakage current and reduces with falling tem-
peratures. The estimated leakage current of 1.19 pA at room temperature is comparably
good but still within the range known e.g. from diode leakage current measurements
done in the HLL.
Although the contribution of electronic noise is already in the range of a few electrons
ENC, it should be possible to improve the noise of the readout circuit. From the circuit
analysis provided in appendix B it can be concluded, that a lowering of the parasitic
capacity at the read node will reduce the noise at high frequencies and should improve
the circuits rise time. Both will successively improve the energy resolution especially at
very short shaping times.

4.5.2. Blindgate Pixel

The Blindgate Pixel DEPFET devices are the �rst version of Gateable DEPFET (GD)
that can be read out while insensitive. In the course of section 4.3.3, this feature was
demonstrated and used extensively. The e�ective shutter switching speed is a function
of the time necessary to recharge the respective contacts, the time required for the �eld
retardation and the charge drift time through the device. The last quantity is thereby
the largest and thus most dominant contribution.
Although the Blindgate Pixel are functional, the current layout limits the reachable re-
jection due to its asymmetry. While it is not possible to get rid of the present clear
structure it would be possible to avoid the asymmetries of the source node. As sim-
ulations have shown, an increase of the source size should improve the range of the
operational window for the blind-gate voltage.
In addition, a Blindgate Pixel was used to con�rm the spectral model of a DEPFET
read out on demand that was derived in section 3.4. The approximated limitation caused
by the entrance window was thereby in the same range as for a DEPFET macropixel.
At the same illumination time, the device was capable to provide a spectral response
with up to a magnitude improved peak-to-background ratio by using the built-in shutter
during the device readout. The large improvement is related to the short switching time
of the built in shutter. However, since the built-in shutter is not in�nitely fast, the peak
to background ration is still dependent on the illumination time. For further improve-
ments, it would be necessary to perform an in-depth study of the drift path through the
device and the corresponding drift time.

4.5.3. Blindgate Pixel Repetitive Non Destructive Readout

In addition to the operation of a Blindgate Pixel and the readout of the device in the
insensitive state, it was possible to demonstrate for the �rst time that it is also fea-
sible to combine di�erent features of DEPFET based concepts. The functionality of
devices combining a built-in shutter with the RNDR feature, for instance, was success-
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fully demonstrated in the pace of this thesis. Although the device could bene�t from
the same layout changes as a Blindgate Pixel it was shown that the rejection of charge
during the RNDR is possible. In addition, single electron resolution for few electrons as
well as several hundred up to 1300 e− was demonstrated.

4.5.4. Infinipix

The work presented in section 4.2.3 was a valuable contribution to the �rst In�nipix
prototype devices. Probably the biggest issue for any DEPFET device with a built-in
shutter that is supposed to be used in a large scale matrix is the variation of the bulk
doping concentration. For the standard �oat zone base material, these are in the range
of 20-30 %. The simulations shown herein indicate that an optimized In�nipix detector
should be able to cope with these �uctuations.
For a �rst test a single-pixel In�nipix prototype was operated successfully. Although
measurements on single-pixel devices inherently lack the spectral performance for so-
phisticated characterizations, a combination of spectral and laser measurements showed
that the basic principle of the In�nipix is functional. Furthermore, it was demonstrated
that a fraction of less than 5 · 10−4 of the injected charge is collected in the respectively
insensitive pixel.
In addition, a limitation for the fabricated devices was found. In contrast to expecta-
tions, the device showed a limited charge handling capability in the order of 20000 e−.
The reason for the limited charge handling capacity is the fabrication technology, that
was optimized for a nonlinear signal response, achieved by providing an over�ow-region
below the source. A technology optimized for the In�nipix should enhance the charge
handling capacity signi�cantly.

4.5.5. Spectral Simulations

In section 4.4 models based on device simulations as well as measurements for three
types of DEPFET devices read out on demand were developed and used to simulate
the response to di�erent incident spectra. One �rst conclusion for high count rate, high
throughput applications is, that the bene�t of a Gateable DEPFET in this respect is
dubitable because of its limited throughput. Furthermore, within the restrictions of
these simulations, it is possible to conclude that the main bene�t of a Storage DEPFET
is an improved statistical signi�cance for the di�erent spectral features.
As had to be expected, the bene�t of a Storage DEPFET is especially large at fast
timings. If all DEPFETs are read in parallel and no dedicated illumination time is
introduced, it provides a factor of two higher statistical signi�cance. However, for longer
illumination times this bene�t decreases down to a few percent. For a real device, the
bene�t at this timing would be less, since the simulations neglect the contributions of the
entrance window and only include the timing-related redistribution, Fano- and electronic
noise.
For future work it is emphasized to extend the simulations done herein to matrices and
include the entrance window e�ects discussed in section 3.3. The simulations could also
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bene�t from an improved model for the charge removal as well as the shutter switching
of Storage DEPFET devices.
Furthermore, the simulations only predict the performance for radiation sources that
show a homogeneous spectral composition over time. Spectral variation in time and
their e�ect may be an interesting topic for future studies.
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5. Conclusion

Options for a High Count-Rate Spectrometer As the spectral simulations have demon-
strated, the disadvantages caused by mis�ts signi�cantly reduce the spectral performance
of a DEPFET based sensor especially at fast timings. As mentioned in the introduction,
high count-rates can be accommodated either by spreading the incident �ux over several
pixels and using a moderate readout speed or by reading a smaller number of pixels
respectively faster.
It is possible to sketch two examples that require similar resources. The �rst is based
on a 64x64 Pixel Matrix read out into two directions with a readout time of 2.5 µs per
line respectively a full frame time of 80 µs. The incident count-rate is spread over the
complete sensor by placing the sensor out of focus, sacri�cing any spatial resolution. A
similar count-rate performance should be achieved by spreading the incident count-rate
over 128 pixels which are read out fully parallel. This sensor would require the same
amount of readout ASICs but could provide a time resolution of about 2.5 µs.
Considering the results of the spectral simulations, a standard DEPFET should be su�-
cient for the �rst concept. However, the large fraction of mis�ts would limit the spectral
performance of the second concept. Here the device of choice is a Storage DEPFET.
In terms of feasibility, the �rst concept is very similar to the sensor used on the MIXS
instrument, while the second concept requires further development. Taking into account
the requirements listed in table 2.1, the �rst concept appears suitable for ATHENA.

Spectral Response Model The spectral response of a silicon based sensor is limited
by its intrinsic properties related to the interaction of radiation and matter as discussed
in section 3.3. Additionally, readout artifacts distort the ideal response. This is why
a model for the response of a DEPFET sensor, based on analytical considerations and
measurements was developed (see section 3.4 and section 4.3.3.2.2). Especially at fast
timings, as required to provide highest count-rate capability, readout artifacts hamper
the spectroscopic properties of a DEPFET based sensor (see section 4.4).
It was demonstrated that the built-in shutter of Gateable DEPFET devices can be
utilized to suppress charge collection in the readout phase and thus reduce the degrada-
tion of the spectral performance by up to one order of magnitude (see section 4.3.3.3).
Although these devices improve the spectral performance of a DEPFET read out on
demand, they also in�ict a dead time that limits the device throughput.
As discussed in this work, a DEPFET can be extended not just for a built-in shutter
(see section 4.1.1) but also for an adjacent storage area (see section 4.1.2). The resulting
Storage DEPFET devices are capable to minimize the dead time while providing the
same optimized spectral response as Gateable DEPFET devices. In the scope of this
thesis, device simulations were made to optimize the design of one of these concepts (see
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section 4.2.3). Follow-up measurements on the a prototype device con�rmed the basic
functionality.
Based on the response model for a standard DEPFET response models for a Gateable
DEPFET as well as a Storage DEPFET were developed (see section 4.4.1). These were
successively utilized to perform spectral simulations of a standard DEPFET and a Stor-
age DEPFET with respect to di�erent incident spectra. As those simulations show,
especially at fast timings a Storage DEPFET provides by up to a factor of two better
statistics (see section 4.4.5.1 and section 4.4.5.2).
The storage feature should ultimately be capable to provide a better reconstruction of
spectral features. For a DEPFET based sensor which is read on demand either fully
parallel or in a fast window mode a Storage DEPFET is the device of choice.

Device Improvements The properties of Gateable DEPFET devices were investigated
using device simulations (see section 4.2.2) and measurements (see section 4.3.3). Al-
though the tested implementation was functional device simulations revealed, that a
modi�cation of the layout, especially a larger and homogeneous source size, should im-
prove their performance. From these simulations it was taken that the most crucial
operational parameter is obviously the voltages applied to the shutter contacts. Fur-
thermore, the devices combining DEPFET with built-in shutter functionality studied
herein are highly susceptible to the applied backside bias. Since the DEPFET is based
on the principle of sidewards depletion and the potential pro�le inside the bulk is de-
termined by the applied backside voltage, this seems to be a general limitation that
requires thorough investigation especially for the designs of new devices. Dimensional
variations to the most relevant contacts, however, can contribute to create a larger pa-
rameter plateau, for which the device operates with the desired speci�cations.
It was demonstrated, that the �rst In�nipix prototypes are functional. While device
simulations provided valuable input for the geometry of the In�nipix devices (see sec-
tion 4.1.2.2), the non-optimum fabrication technology compromised the performance of
the �rst prototypes (see �gure 4.3.5). Apart from a possible optimization of the fabri-
cation technology, a latest design study showed that it is possible to improve the device
geometry to closely meet the geometric optimum obtained from 2-dimensional device
simulations.

Future Developments and other Applications The considerations for the spectral
performance of DEPFET based sensors provided herein neglect e�ects as split events
in space and time. Therefore, they are only valid for macroscopic single pixel devices.
Although the analytical expression derived herein can be used as a starting point, fur-
ther in-depth analysis of matrix spectra and measurements on those devices are required
to provide a sophisticated model for the spectral response of DEPFET matrices. Fur-
thermore, spectral simulations especially including sources with time dependent spectral
features are emphasized. It is likely that a Storage DEPFET provides even more bene�ts
than the improved spectral response discussed in this thesis.
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5. Conclusion

The simulation results of section 4.2.2 can be used to design a possible second generation
of Blindgate Pixel devices. Especially the combination with a compact RNDR DEPFET
is interesting in this context. The single-electron resolution of these devices could for
example be utilized to investigate the Fano-factor of silicon with unprecedented accu-
racy.
The In�nipix concept requires further investigation. First of all, measurements on ac-
cessible prototype matrices should yield further information about spectral performance
and possible limitations. Since the performance of the currently available prototypes is
limited by the utilized technology, further device simulations are required. These should
include technology variations as well as full three dimensional simulations of the In�npix.
Based on the In�nipix, a new class of device is currently being developed. These Quad-
Pix devices implement four DEPFETs ("subpixels") into one single imaging pixel ("su-
perpixel"). The subpixels switch between sensitive and insensitive state in such a way,
that always one subpixel ist sensitive at a time, while the other three can be read out.
In this way, four images can be recorded simultaneously. An application of that feature
would be the use for high frequency optical polarimetry. Here it would be possible to
synchronize the signal integration in the four subpixel with a fast polarimeter.
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A. Material Redistribution Function

The material redistribution MF describes the distribution of the average energy de-
posited by photons of energy Eph in the silicon bulk. The single contributions are sum-
marized in the following. A detailed description is given in section 3.3. To describe the
response of an ideal silicon-sensor, the redistribution due to Fano-noise and electronic
noise have to be taken into account. For a DEPFET sensor read out on demand, an
additional redistribution accounting for time dependent readout artifacts must be taken
into account.

• Main Peak
dpmain
dEx

=

{
pmain Ex = Eph

0 Ex 6= Eph

with pMain = pEvent − pTail − pLoss − pEscape − pShelf . as the probability that an
event contributes to the main peak.

• Escape Peak

dpEscapePeak
dEx

=

{
pk ·ωk(1− µk

µSi
ln(1 + µSi

µk
) Ex = Eph

0 Ex 6= Eph

A recombination close to the surface may lead to the escape of a �uorescence
photon. The probability for such an event is given by the above equation.

• Low Energetic Tail

dptail
dEx

=

{
2µSiz0

Ex−Eph ·C0

E2
ph(1−C0)2

Eph ·C0 ≤ Ex ≤ Eph

0 Eph ≤ Ex ≤ Eph ·C0

A recombination close to the surface may lead to a loss of generated charge due to
recombination centers at the silicon interface.

• Charge Losses

dpLoss
dEx

=

{
2pLoss

Ex−Eph ·CC
E2
ph(1−CC)2

Eph ·CC ≤ Ex ≤ Eph

0 Eph ≤ Ex ≤ Eph ·C0

Apart from interface traps close to the device surface, the sensor structure may
cause additional charge losses.
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• Shelf generated in the silicon bulk

∆pShelfSi
∆Ex

=

{
µSiy

4

(
1− 1

8
β − 2

15
γ − 2

3
δ
)

R
Ekin

Eph − Ekin < Ex < Eph

0 Eph < Ex < Eph − Ekin
.

The energetic electrons primarily generated in the silicon bulk may leave the sen-
sitive volume and deposit only part of their energy inside the sensitive volume.
This causes a characteristic contribution to the shelf of the sensors response.

• Shelf generated in layer a

∆pshelfa
∆Ex

=


µSiy

4
R

Ekin

[(
2 + 1

4
γ + δ

)
A
R
−
(
1 + β

4

)
A2

R2

−
(
γ
6

+ δ
3

)
A3

R3 + β
8
A4

R4 + γ
20
A5

R5

]
0 < Ex < Ekin

0 Ekin ≤ Ex ≤ 0

.

An event may recombine inside the passivation layer a and move towards the
silicon bulk, depositing part of its energy inside the sensitive volume. This causes
a characteristic contribution to the shelf of the sensors response.

• Shelf generated in layer b

∆pshelfb
∆Ex

=


µSiy

4
R

Ekin−EA

[(
2 + γ

4
+ δ
)
B−A
R
−
(
1 + β

4

)
B2−A2

R2

− (γ + 2δ) B3−A3

6R3 + βB
4−A4

8R4 + γB
5−A5

20R5

]
0 ≤ Ex ≤ Ekin

0 Ekin ≤ Ex ≤ 0

,

An event may recombine inside the passivation layer b and move towards the
silicon bulk, depositing part of its energy inside the sensitive volume. This causes
a characteristic contribution to the shelf of the sensors response.

• Shelf generated in layer c

∆pshelfc
∆Ex

=


µSiy

4
R

Ekin−EB

[
1− β

8
+ 2γ

15
+ 2δ

3
+
(
−2− γ

60
− δ

3

)
B
R

+
(
1 + β

4

)
B2

R2 +
(
−γ

6
− δ

3

)
B3

R3 − β
8
B4

R4 + γ
20
B5

R5

]
0 ≤ Ex ≤ Ekin − EB

0 Ekin − EB ≤ Ex ≤ 0

.

An event may recombine in the layer c and move towards the silicon bulk, de-
positing part of its energy inside the sensitive volume. This causes a characteristic
contribution to the shelf of the sensors response.
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B. Drain Current Readout Noise and
Stability

This appendix provides considerations for the noise and stability of the discrete drain-
current readout circuit implemented in the Drain-Readout-Board of the SPIX-II mea-
surement setup.

Circuit Noise Although the DEPFET provides an intrinsic ampli�cation, its sig-
nal is as low as a few hundred pA per electron. The noise properties of DEPFET
devices have been studied e.g. in (Porro et al. 2006). Especially the spectral noise den-
sity of DEPFETs were investigated in this context. At a transconductance gm = 68
µS, the measured value for the 1/f -noise is v2

1/f = 4.5 · 10−12 V2 and the white noise

density is v2
w = 1.53 · 10−16 V2

Hz
. Multiplying the square root of these values with the

transconductance gm results in the current noise density of the DEPFET. The values
are i1/f = 1.44 · 10−10A for the 1/f noise and iw = 0.84 · 10−12 A√

Hz
for the white current

noise density. To provide low noise measurements, the DEPFET signal has to be am-
pli�ed. The noise contribution of the ampli�er and its passive parts must be small with
respect to the DEPFET noise.
The equivalent circuit used for noise analysis is shown in �gure B.1. To include par-
asitic capacities in the feedback circuit and the substraction path, the resistive values
are exchanged by the complex impedances Zsub and ZF . The main noise sources are the
current noise iDEPFET of the DEPFET itself, the current noise in and ip as well as the
voltage noise vp of the operational ampli�er, and the current noise of the substraction
and feedback resistors isub and iF . To compare the noise of each part with the noise
density of the DEPFET it is necessary to reference all noise sources to the negative input
of the operational ampli�er.
The feedback and substraction resistors are already connected to the negative input.
Thus their current noise density can directly be compared to the noise of the DEPFET.
The current noise density of a resistor is given by

i2n(f) =
4kBT

R
, (B.1)

with the boltzman-constant kB = 1.38064 · 10−23 J
K
and T as the absolute temperature.

At room temperature the white noise density of a resistor is iRw = 128√
R

pA√
Hz
. An ideal

ideal resistor of 24kΩ produces the same thermal noise density as the one stated before
for the DEPFET. To introduce only half the noise of the DEPFET the resistance value
has to be quadrupled.
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Figure B.1.: The noise of the I-to-V converter can be calculated using the shown equivalent
circuit.

For an ideal operational ampli�er in feedback operation, a signal at its positive input
is directly reproduced at its negative input. Unfortunately, this statement is also true
for noise. The voltage noise vpof the operational ampli�er can thus be moved from the
positive to the negative input. Here the voltage induces a current-�ow through the input
impedance Zin. The current caused by vp is then ip = vp

Zin
, with Zin including the output

resistance of the DEPFET, the resistivity of the subtraction resistor as well as the overall
capacity at the negative input. So the contribution of the operational ampli�ers voltage
noise is ip = vp

1+RinCinjω
Rin

. For low frequencies, the noise is determined by the values of
vp and the summed resistance Rin at the input. For higher frequencies the current noise
density is determined by the parasitic capacity and increases with a factor of 20 dB per
decade. A cuto� for the noise at the output of the I to V converter is provided by the
feedback impedance ZF and the limited bandwidth of the operational ampli�er. The
current noise source at the positive input induces a voltage drop vip = ip ·Rdrain over
the drain resistor Rdrain. This voltage noise can otherwise be treated equally to vp. The
last contribution of the operational ampli�er is the current noise density of the negative
input ip. It can be compared directly to the DEPFET noise.
The noise contribution of the operational ampli�er is on the one hand de�ned by its
noise properties, hence its current and voltage noise density provide a direct measure
for its performance in the I to V converter. Furthermore its input capacitance a�ects
the high frequency of its voltage noise. Especially for DEPFET devices with a low
output resistance, the voltage noise of the operational ampli�er may become signi�cant.
However, there exists a large variety of operational ampli�ers providing low current and
voltage noise, granting high bandwidth and low input capacity. Two examples are the
THS4631 and the ADA4817.
Provided the noise density of the chosen operational ampli�er is su�ciently low, the
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noise performance of the current-to-voltage converter is determined by the values of
feedback and substraction resistor. To keep the additional noise contribution below 10
percent, with respect to the white noise of the DEPFET, the additional contribution
must be smaller than half the DEPFETs white noise density. For a single resistor this
would lead to a value of 94 kΩ. For two resistors, the noise density increases by the
square root of two. To meet the 10 percent criteria a minimum value of 132 kΩ for
feedback and subtraction resistor is required.

Stability For the discussed I to V converter an instability will occur if the feedback
voltage VFB has a phase shift of 180 ◦ with respect to the voltage Vin at the negative
input and the ratio of VFB to Vin is equal to, or larger than one. The ratio of input and
feedback voltage, also called loop gain GL, depends on the gain G(jω) of the operational
ampli�er, its output resistance RO as well as load, feedback and input impedances Zload,
ZF and Zin. It can be expressed as

GL = G(jω)
ZL

RO + ZL

Zin
Zsub + ZF

. (B.2)

The feedback and input impedance are composed of a resistor in parallel with a capaci-
tance leading to

Z =
R

RCjω + 1
, (B.3)

while the load impedance is chosen to be a resistor in series with a capacitance towards
the ground potential

Zload =
RloadCloadjω

Cloadjω
. (B.4)

In the simplest case, the frequency dependence of the ampli�er gain is described by the
DC-gain G0 and the corner frequency fg as

G(jω) =
G0

s/fg + 1
. (B.5)

With these equations the loop gain becomes

GL =
G0

jω/fg + 1

RloadCloadjω + 1

(RO +Rload)Cloadjω + 1

Rin

Rin +RF

RFCF jω + 1
RinRF
Rin+RF

(CinCF )jω + 1
. (B.6)

To determine the stability of the I to V converter, numerator and denominator of the
loop gain can be analysed separately. Every zero in the numerator increases the loop
gain by 20 dB per decade and adds a phase shift of π/2. Respectively every zero in
the denominator (also referred to as pole) decreases the loop gain by 20 dB per decade
and adds a phase shift of −π/2. As its transfer function indicates, the operational
ampli�er itself already causes a phase shift of −π/2. In addition, the feedback and input
network add another factor of −π/2, so that the phase shift is directly compensated
by the feedback network. However, if the feedback resistor is large compared to the
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input resistor, a phase shift of −π/4 appears at fin = 1
Rin(Cin+CF )

and further decreases
to −π/2 until the compensation by the feedback network starts. To avoid this, it is
meaningful to keep the input resistance and the feedback resistance at least in the
same order of magnitude. The most crucial part for the stability is the load impedance.
Without the resistor RL, the feedback capacitor always introduces a phase shift, whereby
the corresponding corner frequency is determined by the load capacitance CL and the
output resistance RO. For large load capacities, the corner frequency is low, causing a
phase shift of −π while the loop gain is larger than one. To avoid the resulting instability
of the readout circuit a large capacitive load should be avoided.
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C. Material Constants

This chapter lists the physical parameters used to calculate the spectral redistribution
functions shown in �gure 3.14 in section 3.3.4.
In �gure C.1, the absorbtion coe�cient over the energy range from 0.01 keV up to 10
keVis shown. The graphs were taken from http://www.nist.gov/pml/data/xraycoef/.
From the absorbtion coe�cient and the material density the absorbtion lengths can
be calculated. The absorbtion length of silicon, silicon-nitride and silicon-dioxide for
Mn − Kα, Mn − Kβ and silicon K-�uorescence photons is shown in table C.1. In
addition the values for the photoelectron asymmetry parameters β, γ, and δ for the
photoelectron emission distribution are provided in table C.2. These were taken from
Trzhaskovskaya, Nefedov, and Yarzhemsky 2001; Trzhaskovskaya et al. 2006. Where
necessary, the data were extrapolated using the there shown values.
Furthermore the transition probabilities for radiative and non-radiative relaxations for
silicon as well as their energies are listed in table C.3a and table C.3b. The shown values
were taken from (Perkins, Chen, and Hubbel 1991).

layer 1.74keV 5.9keV 6.4keV
Si3N4 x 29.3 37.0
SiO2 x 52.4 66.3
Si 12.22 28.1 35.4

Table C.1.: This table lists the absorbtion length α in µm of Si3N4, SiO2 and Si for the Si
�uorescence line (1.74keV) and Mn−Kalpha and Mn−Kβphotons (5.895keVand 6.492keV).
The values were calculated using cross sections and densities from NIST X-com database Tables
of X-Ray Mass Attenuation Coe�cients and Mass Energy-Absorption Coe�cients from 1 keV

to 20 MeV for Elements Z = 1 to 92 and 48 Additional Substances of Dosimetric Interest .
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(a) Silicon (b) Siliocn oxide

(c) Siliocn Nitride

Figure C.1.: Shown are the absorbtion lengths for a) silicon, b) silicon-oxide and c) silicon-
nitride. Graphs from X-Ray Interaction With Matter

Energy[keV] β γ δ
1.5 1.985 0.711 −7.520 · 10−6

2 1.980 0.863 −6.76 · 10−6

3 1.970 1.110 −4.97 · 10−6

4 1.960 1.320 −2.94 · 10−6

4.05 1.959 1.329 −2.82 · 10−6

4.65 1.954 1.436 −1.46 · 10−6

5 1.950 1.500 −6.59 · 10−7

10 1.960 2.196 1.10 · 10−4

Table C.2.: Shown is a list of asymmetry parameters for photoelectron emission (see
Trzhaskovskaya, Nefedov, and Yarzhemsky 2001 and Trzhaskovskaya et al. 2006). In the range
from 2-5keVthe values of β, γ and δ are fairly linear. Thus, a linear approximation was used
for the asymmetry parameters at 4.05keV and 4.55keV.
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transition px EAuger[keV]
KLILI 0.075 1.54
KLILII,III 0.236 1.59
KLII,IIILII,III 0.573 1.64
KLII,IIIM 0.0656 1.85
KMM 0.00134 1.74
LILII,IIIM 0.97 0.05
LII,IIIMM 1.00 0.10

(a) nonradiative transitions

transition ωx Efluo[eV ]
KLII,III 0.0485 1738
LILII,III 4 · 10−4 49
LII.IIIM 5 · 10−5 100

(b) radiative transitions

Table C.3.: Table a) lists non-radiative transition probabilities for an excited silicon atom.
As seen a K-shell vacancy will emit an auger electron with a probability of about 95%. The
mean energy of the auger electron is 1.600keV. Table b) lists the �uorescence probabilities and
energies for di�erent vacancies. Data from Perkins, Chen, and Hubbel 1991
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D. Measurement Data

Model ideal 1 2 3
Variable Value
pL 0 1.5 · 10−2 2.5 · 10−3 5 · 10−2

CC 0 0.28 0.3 0
Energy Resolution

FWHM 126.9 127.1 126.9 127.8
Energy Range P/B ratio of Model
900-1100 15851 15527 15522 1977

Table D.1.: Fitted values of the Model data presented in section 3.3

Measurement Values for Normal operation
clocks ENC FWHM P/B P/B error cts/s
0 5.26 144.76 45 1 1043
100 5.28 140.13 62 2 1035
200 5.26 137.15 82 3 1035
300 5.39 135.36 100 3 1033
400 5.29 133.37 119 3 1031
500 5.37 131.64 143 4 1028
700 5.49 131.87 174 3 1026
1000 5.57 130.81 226 4 1025
1500 5.74 130.63 315 5 1022
2000 5.63 130.04 392 7 1020
3000 5.85 130.57 568 10 1019
5000 6.63 133.44 812 13 1016
7000 6.78 133.83 1099 17 1016
10000 7.26 135.14 1442 21 1016
20000 8.84 140.55 2168 29 1014
50000 12.36 158.20 2867 65 1017

Table D.2.: Noise, energy resolution, peak-to-background ratio and the number of observed
counts per second in dependence of the set integration time in clocks (1 clock equals 12.5 ns)
for normal operation
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Measurement Values for Gated operation
clocks ENC FWHM P/B P/B error cts/s
0 5.13 131.13 364 17 1024
100 5.34 130.11 750 31 1015
200 5.20 129.52 1024 39 1014
300 5.25 129.43 1418 53 1016
400 5.42 129.84 1615 57 1012
500 5.40 130.21 1970 69 1012
700 5.51 130.02 2487 84 1014
1000 5.54 130.27 3013 95 1011
1500 5.67 130.45 4127 125 1013
2000 5.73 130.59 5117 150 1012
3000 5.98 131.21 6441 175 1011
5000 6.29 131.71 7893 187 1011
7000 6.61 132.33 9201 202 1011
10000 7.14 133.67 10790 220 1012
20000 8.90 141.88 12276 255 1012
50000 12.32 161.08 12754 617 1203

Table D.3.: Noise, energy resolution, peak-to-background ratio and the number of observed
counts per second in dependence of the set integration time in clocks (1 clock equals 12.5 ns)
for gated operation
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List of Acronyms

ADC Analog to Digital Converter
ADU Arbitrary Digital Units
AGB Asymptotic Giant Branch
AGN Active Galactic Nucleus
ASIC Application Speci�ed Integrated Circuit
ATHENA Advanced Telescope for High ENergy Astrophysics
ASTEROID Active current Switching Technique ReadOut In x-ray spectroscopy

with Depfet
APS Active Pixel Sensor
CRXO The Center for X-ray Optics
DEPFET DEPleted Field E�ect Transistor
ESA European Space Agency
FDM Frequency Domain Multiplexing
FOV Field of View
FPA Focal Plane Array
FPGA Field Programmable Gate Array
FWHM Full Width at Half Maximum
GD Gateable DEPFET
GRB Gamma Ray Burst
ICM Intra Cluster Medium
ICPU Instrument Control and Power conditioning Unit
NIST National Institute of Standards and Technology
MOS Metal Oxide Semiconductor
MOSFET Metal Oxide Semiconductor Field E�ect Transistor
NASA National Aeronautics and Space Agency
ENC Equivalent Noise Charge
ISCO Innermost Stable Circular Orbit
P/B Peak to Background
CCD Charge Coupled Device
RMF Redistribution Matrix Function
pnCCD pn-Charge Coupled Device
DSSC DEPFET-Sensor with built in Signal Compression
MIXS Mercury Imaging X-ray Spectrometer
PMCA Pulse Sensitive Multi Channel Analyzer
RNDR Repetitive Non Destructive Readout
SDD Silicon Drift Detector
SMBH Super Massive Black Hole
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SPO Silicon Pore Optics
SQUID Superconducting Quantum Interference Device
TES Transition Edge Sensor
UFO Ultra Fast Out�ow
WFI Wide Field Imager
WHIM Warm Hot Intergalactic Medium
XIFU X-Ray Integrated Field Unit
XRF X-Ray Fluorescence
X-FEL X-ray Free Electron Laser
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List of Symbols

A1 �lter coe�cient for white noise.

A2 �lter coe�cient for 1/f noise.

A3 �lter coe�cient for leakage current noise.

BCL background caused by events incident during the clear protest.

BEW background caused by the sensor entrance window.

BMF background caused mis�t events.

BMMF sum of the mis�t contibution to the peak to background for caused by readout
and clear events, provided that negative mis�ts can be neglected.

BnCL background at negative energies caused by events incident during the clear protest.

BnMF background caused by negative mis�t events.

Bsplit contribution to the peak to background ratio by split events inside a matrix that
are distributed over two consecutive frames.

Bsplit background caused by split events between two or more pixels that are distributed
over several frames.

CCE(z) describes the fraction of charge collected �nally detected by the sensor.

C0 the fraction of charge collect for a charge cloud originating at the sensor interface.

CC minimal fraction of charge collected when charge losses other than at the entrance
window are present.

CG external gate capacity.

Cox sheet capacity of the MOS insulator.

E electrostatic Field.

EN redistribution due to electronic noise.

ENCR ENC of a DEPFET read out on demand.

ENCRNDR ENC noise of a repetetive none destructive readout.
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ENCsh ENC of the readout system with a given weighting function.

E1(t) energy signal caused in this readout cycle by an event incident at the time t.

E2(t) energy signal caused in the succeeding readout cycle by an event incident at the
time t.

Ei mid band energy.

Er remaining energy of an electron that travelled the distance d inside the senitive
volume.

Et band energy level of an intermediate state introduced by a chrystal defect.

Ex energy deposited inside the sensitive volume without accounting for statistical �uc-
tuations.

Ey the weighted energy signal without statistical �uctuations.

EAe energy of a generated Auger-electron.

EPe energy of a generated photoelectron.

Ebind Binding energy of an electron.

Ekin kinetic energy of an electron.

Eph energy of the incident photon.

F fraction of �uorescence photons following a photoelectric absorbtion that are capable
to leave the sensitive volume of the sensor.

FN redistribution due to fano noise.

FWHM full width at half maximum height.

G gain for source follower readout.

Idrain,sat saturation current through a transistor.

Idrain drain current.

Ilc leakage current.

L transistor length.

MF the material redistribution function.

NA acceptor doping concentration.

ND donor doping concentration.

xv



Ne number of generated electrons.

Nlc number of leakage current electrons collected between two repetetive readouts.

P peak height.

Qacc charge in an accumulation layer.

Qsig signal charge.

RF the sensor redistribution function.

RA1 feedback resistor of the positive ampli�cation stage.

RA2 resistor towards the o�set voltage of the positive ampli�cation stage.

RB1 input resistor of the di�erential output bu�er.

RB2 feedback resistor of the di�erential output bu�er.

RF feedback resistor.

Rmax maximum range an electron is able to traverse inside a solid (Herein calculated
according to Fitting).

Rsub subtraction resistor.

T temperature.

TF time dependent redistribution function.

T0 room temperature.

VB bias applied to the backside contact.

VF bias applied to the frontside contact.

VG gate voltage applied to a MOS structure.

VT transistor threshold voltage.

VBGH blind gate high voltage.

VBGL blind gate low voltage.

VBH blind high voltage.

VBL blind low voltage.

VD drain voltage.

VFB �at band voltage.
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VGoff gate o� voltage.

VGon gate on voltage.

VI−V voltage at the I-V output.

VS source voltage.

Vbackside backside voltage.

Vbi built-in potential of a diode in thermal equilibrium.

Vext external applied reverse bias to a diode.

Voff o�set voltage.

Vout output voltage of the discrete drain-current readout.

Vsub subtraction voltage.

W transistor width.

WD depletion width of a pn-junction.

∆Vbackside simulated operation window for the In�nipix concept.

Ω solid angle.

Φ(x) potential inside a sideward depleted device.

α exponent characterizing charge losses.

β asymmetry parameter of the di�erential electron emission, related to electric dipole
transitions.

δ asymmetry parameter of the di�erential electron emission, related to magnetic dipole
transitions.

ηcr count rate of incident photons.

P
BCL

contribution to the peak to background ratio due to events incident in the clear
phase.

P
BEW

limitation of the peak to background ratio caused by the sensor entrance window.

P
BMF

contribution to the peak to background ratio due to positive mis�ts.

P
BnCL

contribution to the peak to background ratio due to events incident in the clear
phase and pile-up.

P
BnMF

contribution to the peak to background ratio due to negative mis�ts.
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P
B
max maximum peak to background ratio achievable with a sensor thats spectral re-

sponse is only limited by its entrance window.

γ asymmetry parameter of the di�erential electron emission, related to electric quadrupole
transitions.

µ charge carrier mobility.

µK absorbtion coe�cient for K-shell �uorescence photons inside silicon.

µSi absorbtion coe�cient for incident photons in silicon.

µp hole mobility.

φ emission angle of a �uorescene photon or an electron with respect to the sensor en-
trance window normal vector.

φ(r) electrostatic potential at the position r.

ρ material density.

ρ(r′) charge distribution.

σENC RMS noise at the sensor output expressed by the equivalent amount of elctrons
at the input.

σFano fano noise.

σshell Interaction cross section for photoelectric absorbtion by the respective atomic
shell.

τn electron lifetime.

τp hole lifetime.

τsg shaping time constant of the shaper.

θ angle between incident photon and emitted photoelectron.

ε relative material permittivity.

ε0 vacuum permittivity.

εSi relative permittivity of silicon.

εox relative permittivity of silicon-dioxide.

ϕ azimuthal emission angle.

a1 white noise density in [V2

Hz
].
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a2 1/f noise.

a3 leakage current noise.

d distance a �uorescence photon or secondary electrons travels inside the sensors sensi-
tive volume.

ds depletion width below a MOS-structure.

dsd thickness of the sidewards depleted device.

dox oxide thickness of the MOS-structure.

dsens thickness of the sensitive Volume.

f the Fano-factor.

f(z) describes the behaviour of charge losses with increasing distance to the entrance
window interface.

fm proportionality factor for the modi�cation of the drain current by signal charge.

gm transconductance of the transistor.

gq charge gain of a DEPFET transistor.

k boltzman constant.

k1 �t parameter for the contribution of fano, white, and 1/f noise.

k1 �t parameter for the contribution of leakage current.

n electron carrier density.

ni intrinsic charge carrier density.

nr white noise density of a MOS transistor.

nRNDR number of repetetive readouts.

nR number of rows in the matrix.

p hole carrier density.

p1 probability that a split event contributes to the background.

pK probability that a photon is absorbed through the interaction with a K-shell electron.

pd probability that an electron travels the distance d inside the sensitive volume.

pEscape probability that an event contributes to the escape peak.
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pEvent probability of an event inside the sensors sensitive volume.

pLoss probability that an event is subject to charge losses.

pMain probability that an event contributes to the main peak.

pShelf probability that an event contributes to the �at shelf.

pTail probability that an event contributes to the low energetic tail.

pshelfSi probability that an electron with origin inside the sensitive volume contributes
to the �at shelf.

pshelfa probability that an electron with origin inside the layer a contributes to the �at
shelf.

pshelfb probability that an electron with origin inside the layer b contributes to the �at
shelf.

pshelfc probability that an electron with origin inside the layer c contributes to the �at
shelf.

q elemental charge.

r position inside the semiconductor.

r′ position of a charge distribution.

t time.

tc time the sensor collects incident charge.

ti illumination time of the sensors.

tu correction factor for inter-frame split events.

tx sum of sampling time tsample and e�ective clear time tcleareff .

t−c time interval in that incident photons cause a negative signal.

t1−6 Point of time marking the end of a certain time interval that comprises the readout
of a DEPFET device.

tcleareff linear approximation to the time required to fully remove charge from the device.

tclear time applied to clear charge from the internal gate.

tframe time required to read out a complete DEPFET matrix.

tmux time required to multiplex multiple signals to the ADC.
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trise rise time of the DEPFET signal in source follower readout.

trow time duration a row of a matrix is active.

tsample1 �rst integration time of the readout ASIC, has to be equal to tsample2.

tsample2 second integration time of the readout ASIC, has to be equal to tsample1.

tsample integration time of the readout ASIC.

tset settling time for the read-node.

tshutter linear approximation for the shutter rise time.

tswitch switching time for the built-in shutter.

ts sum of all times that can be related to mis�t events.

v charge carrier velocity.

vsat charge carrier saturation velocity.

vsg form of the output signal of a semi-Gaussian shaper.

w mean energy required to generate a single electron hole pair inside a semiconductor.

xd width of the inversion layer of a MOS-structure in inversion.

z0 distance from the sensor entrance window, at which charge losses are suggested to be
zero.
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